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Abstract—We consider a class of popular distributed non-
convex optimization problems, in which agents connected by a
network G collectively optimize a sum of smooth (possibly non-
convex) local objective functions. We address the following ques-
tion: if the agents can only access the gradients of local functions,
what are the fastest rates that any distributed algorithms can
achieve, and how to achieve those rates.

First, we show that there exist difficult problem instances, such
that it takes a class of distributed first-order methods at least
O(1/4/€(G) x L/e) communication rounds to achieve certain
e-solution [where £(G) denotes the spectral gap of the graph
Laplacian matrix, and L is some Lipschitz constant]. Second, we
propose (near) optimal methods whose rates match the developed
lower rate bound (up to a ploylog factor). The key in the
algorithm design is to properly embed the classical polynomial
filtering techniques into modern first-order algorithms. To the
best of our knowledge, this is the first time that lower rate bounds
and optimal methods have been developed for distributed non-
convex optimization problems.

I. INTRODUCTION
A. Problem and motivation
We consider the following distributed optimization problem

o Lo
min f(y) == 4 ;fz(y), (1)
where fi(y) : R® — R is a smooth and possibly non-
convex function accessible to agent :. There is no central
controller, and the M agents are connected by a network
defined by an undirected and unweighted graph G = {V £},
with |[V| = M vertices and || = E edges. Each agent i can
only communicate with its immediate neighbors, and it can
access its local component function f;.

A common way to reformulate problem (1) in the dis-
tributed setting is given below. Introduce M local variables
z1,---,xy € RY and a concatenation of M variables
x = [21;- - ;2] € RSM*L then the following formulation
is equivalent to (1) whenever G is connected

M
. 1 o

ey f(z) = i Z;fi(xi), st.xy =1,V (i,57) €€ (2

where f(x) : RSM — R. After the reformulation, the

objective function now becomes separable, and the linear

constraint encodes the network connectivity pattern.
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B. Distributed non-convex optimization

Distributed non-convex optimization has gained consider-
able attention recently. For example, it finds applications in
training neural networks [2], clustering [3], and dictionary
learning [4], just to name a few.

The problem (1) and (2) have been studied extensively
in the literature when f;’s are all convex; see for example
[5]-[7]. Primal based methods such as distributed subgradient
(DSG) method [5], the EXTRA method [7], as well as primal-
dual based methods such as distributed augmented Lagrangian
method [8], Alternating Direction Method of Multipliers
(ADMM) [9], [10] have been proposed.

On the contrary, only recently there have been works
addressing the more challenging problems without assuming
convexity of f;; see [2], [4], [11]-[24]. The convergence be-
havior of the distributed consensus problem (1) has been stud-
ied in [4], [11], [12]. Reference [13] develops a non-convex
ADMM based methods for solving the distributed consensus
problem (1). However the network considered therein is a star
network in which the local nodes are all connected to a central
controller. References [15], [16] propose a primal-dual based
method for unconstrained problem over a connected network,
and derives a global convergence rate for this setting. In [14],
[18], [19], the authors utilize certain gradient tracking idea
to solve a constrained nonsmooth distributed problem over
possibly time-varying networks. The work [20] summarizes
a number of recent progress in extending the DSG-based
methods for non-convex problems. References [2], [17], [21]
develop methods for distributed stochastic zeroth and/or first-
order non-convex optimization. It is worth noting that the
distributed algorithms proposed in all these works converge to
first-order stationary solutions, which contain local maximum,
local minimum and saddle points.

Recently, the authors of [23], [25]-[27] have developed first-
order distributed algorithms that are capable of computing
second-order stationary solutions (which under suitable con-
ditions become local optimal solutions). Other second-order
distributed algorithms such as [28], [29] are design for convex
problems, and they utilize high-order Hessian information
about local problems.

C. Lower and upper rate bounds analysis

Despite the strong interests and many recent contributions
in this field, one major question remains open:

(Q) What is the best convergence rate achievable by any
distributed algorithms for the non-convex problem (1)?

Question (Q) seeks to find a best convergence rate, which is a
characterization of the smallest number of iterations required



to achieve certain high-quality solutions, among all distributed
algorithms. Clearly, understanding (Q) provides fundamental
insights to distributed optimization and information process-
ing. The answer to (Q) offers meaningful estimates on the
total amount of communication and computation efforts that
are required to achieve a given level of accuracy. Further,
the identified optimal strategies capable of attaining the best
convergence rates will also help guide the practical design of
distributed algorithms, convex and non-convex alike.
Convergence rate analysis (aka iteration complexity anal-
ysis) for convex problems dates back to early works by
Nesterov, Nemirovsky and Yudin [30], [31], in which lower
bounds and optimal first-order algorithms have been devel-
oped; also see [32]. In recent years, many accelerated first-
order algorithms achieving those lower bounds for different
kinds of convex problems have been derived, both for central-
ized [33], [34] and distributed settings [35]. In those works,
the problem is to optimize min, f(x) with convex f, and the
optimality measure used is f(x) — f(z*). The lower bound
can be expressed as [32, Theorem 2.2.2]
‘ N a1
F) = ) < F

where L is the Lipschitz constant for Vf; x* (resp. 2°) is
the global optimal solution (resp. the initial solution); ¢ is
the iteration index. Therefore to achieve e-optimal solution in

which f(z') — f(z*) < ¢, one needs w iterations.
Recently the above approach has been extended to distributed
strongly convex optimization in [36], where problem (1) is
considered, with each f; being strongly convex. The authors
provide lower and upper rate bounds for a class of algorithms
in which the local agents can utilize both Vf;(z) and its
Fenchel conjugate V* f;(z). We note that this result is not
directly related to the class of “first-order” method, since
computing the Fenchel conjugate V* f;(x) requires performing
certain exact minimization, which involves solving a strongly
convex optimization problem. Other related works in this
direction also include [37] and [38], both are for convex cases.
In particular, the work [38] is a non-smooth extension of
[36], where the lower complexity bound under the Lipschitz
continuity of the global and local objective function are dis-
cussed and the optimal algorithm is proposed. The work [37]
studies the optimal convergence rates for distributed convex
optimization problems, including both strongly convex and
convex, smooth and non-smooth cases.

When the problem becomes non-convex, the size of the
gradient function can be used as a measure of solution quality.
In particular, let h% := ming<;<7 ||V f(2?)||?, then it has been
shown that the classical (centralized) gradient descent (GD)
method achieves the following rate [32, page 28]

coL(f(2°) — f(=¥))
T+1

It has been shown in [39], [40] that the above rate is optimal

for any first-order methods that only utilize the gradient in-

formation, when applied to problems with Lipschitz gradient.

However, no lower bound analysis has been developed for

distributed non-convex problem (1); there are even not many

3)

hy <

, where ¢y > 0 is some constant.

algorithms that provide achievable upper rate bounds (except
for the recent works [13], [16], [41]), not to mention any
analysis on the tightness/sharpness of these upper bounds.

D. Contribution of this work

In this work, provide answers to (some specific versions of)

question (Q). Our main contributions are given below:
1) We develop the first lower complexity bound for a class
of distributed first-order methods to solve problem (1). We
show that, to achieve certain e-optimality, it is necessary for
any such algorithm to perform O(1/1/£(G) x L/e) rounds of
communication among all the nodes, where £(G) is certain
spectral gap of the graph Laplacian matrix, and L is the
averaged Lipschitz constant of the gradients of local functions.
On the other hand, it is necessary for any such algorithm to
perform O(L/e) rounds of computation among all the nodes.
2) We design an optimal algorithm that is based on a novel
approximate filtering -then- predict and tracking (XFILTER)
strategy, which achieves our derived lower complexity bounds
(up to a ploylog factor).

In Table I, we specialize some key results developed in the

paper to a few popular graphs, and compare them with the
achievable rates of centralized GD.
Notations. For a symmetric matrix B, Amax(B), Amin(B)
and )\ ;,(B) denote the maximum, the minimum and the
minimum nonzero eigenvalues; Ip denotes an identity matrix
with size P, 1,; denotes an all one vector of size M,
and ® denotes the Kronecker product. [M] denotes the set
{1,---,M}. For a vector x, z[i] denotes its ith element;
We use O to denote O(log(M)) where M is the problem
dimension; use ¢ ~ j to denote two connected nodes ¢ and j,
i.e., for a graph G := {V,&}, i ~ jif i # 4, and (4,j) € &;
use col(X) to denote the column space of a matrix X.

II. PRELIMINARIES

To properly address (Q), we need to specify the concrete
classes of problems, networks, algorithms, and the solution
measures under consideration.

A. The class P, N, A

Problem Class. A problem is in class P}/ if:
Al. The objective is an average of M functions; see (1).
A2. Each component function f;(x)’s has Lipschitz gradient:

||sz($z) - sz(zz)H < Lz||$z - 21”7 V oz, 2 € RS» Vi, (4)

where L; > 0 is the smallest positive number such that
the above inequality holds true.

Define L := ﬁ Zf\il L;, Liax = max; L;, and Ly,
similarly. Define the matrix of Lipschitz constants as:

L :=diag([L1,--- , Ly]) ® Ig € RMS*MS (5

A3. The function f(z) is lower bounded over z € RM S ie.,

f=1nf f(z) > —oo. (6)
These assumptions are rather mild. For example an f; satisfies
[A2-A3] is not required to be second-order differentiable.
Network Class. Let A denote a class of networks represented
by an undirected and unweighted graph G = {V £}, with



Network Instances . . . Problem Clasges . . . .
Uniform Lipschitz U Non-uniform Lipschitz {L;} Rate Achieving Algorithm
Complete/Star O(U/e) O(1/e x Z L /M) XxFILTER/Prox-GPDA
Random Geometric | O(UvM /(y/log Me)) | O(VM /(\/log(M)e) x >, L;/M) xFILTER
Path/Circle O(UM/e) O(M/e x Zi Ll/M) xFILTER
Grid O(UVM /e) O(VM/ex >, L;/M) xFILTER
Centralized O(U/e) O(1/ex Y, L;i/M) Gradient Descent (GD)

TABLE I: The main results of the paper when specializing to a few popular graphs. The entries show the best rate bounds achieved by the proposed xFILTER algorithm for a

number of specific graphs and problem class; L; is the Lipschitz constant for V f; [see (4)]; for the uniform case U = L1, -

, L. For the uniform Lipschitz the lower rate

bounds derived for the particular graph matches the upper rate bounds (we only show the latter in the table). The last row shows lhe rate achieved by the centralized GD algorithm.
The notation @ denotes big O with some polynomial in logarithms, i.e, use O to denote O(log(M)) where M is the problem dimension.

|[V| = M vertices and || = E edges. In this paper the
term ‘network’ and ‘graph’ will be used interchangeably.
Also, we use N, ,%\,4 to denote a class of network similarly as
above, but with M nodes and a diameter of D, defined below
[where dist(-) indicates the distance between two nodes]:
D :=max, .y dist(u,v).

Following the convention in [42], we define a number of
graph related quantities below. First, define the degree of node
i as d;, and define the averaged degree as:

1 M
:MZ;di

Define the incidence matrix (IM) A € RE*XM ag follows: if
e € &£ and it connects vertex i and j with 4 > j, then A., =

1/v/d, if v =i, Aey = —1/y/d, if v = j and A., = 0
otherwise [42, Theorem 8.3]. The graph Laplacian matrix and
the degree matrix are defined as follows (see [42, Section 1.2]):

L:=ATAcRMM P .—diag[dy, - ,d] € (8)

In particular, the elements of the Laplacian are given as:

)

RMXM

1 ifi=j
L =4 — dlidj if i~ ji#j
0 otherwise.

We note that the graph Laplacian defined here is sometimes
known as the normalized graph Laplacian in the literature, but
throughout this paper we follow the convention used in the
classical work [42] and simply refer it as the graph Laplacian.
For convenience, we also define a scaled version of the IM:

F:= AP'/? ¢ REXM )

It is known that the scaled IM satisfies the following:

Fly = APY?1), = 0. (10)
Define the second smallest eigenvalue of £, as A;,(£):
’Z
Amin(‘c) = . i (1 1)

inf =i 5
T: Z 1 zid;=0 Zz 123 dz
Then the spectral gap of the graph G can be defined below:

§<g) _ Amin(‘c) <1

N (L) = (12)

Algorithm Class. Define the neighbor set for node i € £ as
Ni={ili~j,j#i}. 13)

We say that a distributed, first-order algorithm is in class A

v; = Q;(3),

if it satisfies the following conditions.

[B1.] At iteration 0, each node can obtain some network
related constants, such as M, D, eigenvalues of the graph
Laplacian L, etc.

[B2.] At iteration t + 1, each node i € [M] first conducts
a communication step by broadcasting the local x! to all its
neighbors, through a function Q(:) : RS — RS. Then each
node will generate the new iterate, by combining the received
message with its past gradients using a function W} (-):

vi= Qiai) . 2t eW! ({({vf ews, Vi), 2 iey) -
——

communication step

computation step
(14)

In this work, we will focus on the case where the Q(-)’s and
WE(-)’s are linear operators.

Clearly A belongs to the class of first-order methods
because only local gradient information is used. It is also a
class of distributed algorithms because at each iteration the
nodes only communicate with their immediate neighbors.

Additionally, in practical distributed algorithms such as
DSG, ADMM or EXTRA, nodes are dictated to use a fixed
strategy to linearly combine all its neighbors’ information.
To model such a requirement, below we consider a slightly
restricted algorithm class A’, where we require each node
to use the same coefficients to combine its neighbors (note
that allowing the nodes to use a fixed but arbitrary linear
combination is also possible, but the resulting analysis will be
more involved). In particular, we say that a distributed, first-
order algorithm is in A’ if it satisfies [B1] and the following:
[B2’.] At iteration ¢ + 1, each node i € [M] performs:

fv?}izl

zittew! {Z vj, V fi(x}),

JEN;

. (15)

We remark that, in both algorithm classes, one round of
communication occurs at each iteration, where each node
broadcasts its local variable 1f once. Therefore, the total
iteration number is the same as the total communication
rounds. However, the total times that the entire gradient
{Vfi(x;)}M, is evaluated could be smaller than the total
iteration number/commun1cat1on rounds. This is because when
we compute azt+1 the operation W/ (-) can set the coefficient
in front of V fz( T) to be zero, effectively skipping the local
gradient computation.

B. Solution Quality Measure

Next we provide definitions for the quality of the solution.
Note that since we consider using first-order methods to solve



non-convex problems, it is expected that in the end some first-
order stationary solution with small ||V f|| will be computed.

The measure we provided below is directly related to local
variables {z; € R}M . At a given iteration T, we say that
{xT} is a local e-solution if the following holds:

M 2
hp = frg[ljr}] Z ]\2 ) (16)
i=1
1 2
tin e 2 VIl gl <

(4,)ri~vg

Clearly this definition takes into consideration both the
consensus error and the size of the local gradients. It is easy
to check that when h%. goes to zero, a first-order stationary
solution for problem (1) is obtained. Note that the constant
A Pl 2L is needed to balance the two different terms.
The “min;c[7)” operation is needed to track the best solution
obtained until iteration 7', because the quantity inside this
operation may not be monotonically decreasing.

In our work we will focus on providing answers to the
following specific version of question (Q):

For any € > 0, what is the minimum iteration 7" needed for
any algorithm in class A (or class A’) to solve instances in
classes (P, ), so to achieve h¥. < €?

C. Some Useful Facts and Definitions

Below we provide a few facts about the above classes.

On Lipschitz constants. Assume that each f; has Lipschitz
continuous gradient with constant L; in (4). Then we have:

IVF(1) = V@)l < Lllys = well, ¥ v1, g2 (A7)
We also have the following
| M
IVf(a) =V f()|?= Vel S IV i) = Vi(z)|, ¥ i,
i=1
which implies
1
IVf(2) = Vi)l = g7l L@ =2, Yo,z 18

where the matrix L is defined in (5).
On Quantities for Graph G. Let us present some usfeul
properties for graph G. Define the following matrices:

] =0, Y :=diag([f1, - ,Bum]) = 0

For two diagonal matrices Y2 and X2 of appropriate sizes,
the generalized Laplacian (GL) matrix is defined as:

Y .= diag[oy, - ,0E

Lo="T'FTY2FY—1 (19)
and its elements are given by:
2
Zuan if = j
[EG] o= abéj . .. . .
ij — BixE; if (ij)e&i#j
0 otherwise

REXE

Define a diagonal matrix K € as below:

| /L;L; ife=gq, ande = (3,7)
[Kleg = { 0 otherwise (20)
Then when T = P/2[1/2 and 312 = K, GL becomes:
L:=L'2p \2pTKpp-1/2~1/2, Q1)

Note that if any diagonal element in the matrix L is zero, then
~1 denotes the Moore - Penrose pseudoinverse. Similarly, if
T L'/? and ¥? = K, then the GL matrix becomes:

L:=L'2FTKFL/2 (22)

These matrices will be used later in our derivations.
Below we list some useful results about the Laplacian [42]—
[44]. First, all eigenvalues of £ lie in the interval [0, 2]. Also

because i, (£) = A, (P~Y2FTFP~1/2), we have
Amin([’) < Amln(FTF)' (23)
Also we have that [42, Lemma 1.9]
1
. > 24

The spectral of £ for some special graphs are given below:
1) Complete Graph: The eigenvalues are 0 and M /(M — 1)
(with multiplicity M — 1), so £(G) =
2) Star Graph: The eigenvalues are 0 and 1 (with multiplicity
M —2), and 2, so £(G) = 1/2;

3) Path Graph: The eigenvalues are 1 — cos(mm/(M — 1))
form=0,1,--- ,M — 1, and £(G) > 1/M?.

4) Cycle Graph: The eigenvalues are 1 — cos(2mm/M) for
m=0,1,---,M —1, and £(G) > 1/M?2.

5) Grid Graph: The grid graph is obtained by placing the
nodes on a \/M x /M grid, and connecting nodes to their
nearest neighbors. We have £(G) > 1/M.

6) Random Geometric Graph: Place the nodes uniformly in
[0,1]% and connect any two nodes separated by a distance less

than Ra € (0,1). Then if Ra satisfies [44]

Ra=9Q ( log1+e(M)/M> , for any € > 0, (25)
then with high probability £(G) = O (%) _

III. COMPLEXITY LOWER BOUNDS

We begin to develop the complexity lower bounds for
algorithms in A to solve problems P} over network N
We will mainly focus on the case where f;’s have uniform
Lipschitz constants L; = U € (0,1), V ¢ € [M]. At the
end of this section, generalization to the non-uniform case
will be discussed. Our proof combines ideas from the classical
work of Nesterov [45], as well as two recent constructions [40]
(for centralized non-convex problems) and [36] (for strongly
convex distributed problems). Differently from [45] [36], in
our construction we can only use first-order differentiable, gra-
dient Lipschitz continuous, but not second-order differentiable
functions. Comparing with [40], we need to carefully construct
network structures so that it is challenging for algorithm in A
to achieve local-¢ solutions.
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Fig. 1: The functional value, and derivatives of ¥ and W.

To begin with, we construct the following two functions:

1 U 1 &
=7 > hix )= 17 > filw),
i=1 i=1

as well as the corresponding versions that evaluate on a
“centralized” variable y

Zh ) TG = 5 > )

Here we have z; € RT, for all i, y € RT, and z :=
(w1, --2pr) € RTMXL n our subsequent constructions, we
will make h and h easy to analyze, while make f and f fall
in the desired class P

(26)

27)

A. Path Graph (D =M —1)

First we consider the extreme case in which the nodes form
a path graph with M nodes and each node ¢ has its own
local function h;. For notational simplicity assume that M is a
multiple of 3, that is, M = 3C' for some integer C' > 0. Also

assume that 7" is an odd number without loss of generality.
Define the component functions h;’s in (26) as follows.

LT/2] M
S} i71 3 S} i72'7 ; 177
(1) +3 3 0.2 z{g_
LT/2] 1
O@i1)+3 > O,2j+1), ie [ﬂH,M
j=1 3

(28)
where we have defined the following functions

O(zi, J) = V(—ai[j — 1])®(—x;[5]) —
O, 1) i= —W(1)(z:[1]).

The component functions ¥, ® : R — R are given as below

W(w) = {(1’ o

Suppose 1 = 292 = -+ =
function becomes:

(29)

w<0

and ®(w) :=4arctanw + 2.
w > 0,

rpy = y, then the average

y) i= 37 Do hilw) = O 1) + Y 0(w.1)
= —¥(1)2 (1)
T
+3( (gl = 1) @ (i) — ¥ (ol — 1) ol
=2

Further for a given error constant e > 0 and a given averaged
Lipschitz constant U € (0, 1), let us define

filan) = 1537’(6}% (

Therefore we also have, if x1 = 29 =

1507T6— yU
Zf’ U (7%@)'

First we present properties of the component functions h;.

Lemma 3.1: The functions W and & satisfy the following.

1) For all w <0, ¥(w) =0, ¥(w) = 0.

2) The following bounds hold for the functions and their
first and second-order derivatives:

(30)

75m\/2¢)
-=uxp =y, then

&1V

0<T¥(w)<1, 0V (w)< e

<U'(w) <2, Yw>0

0< ®(w) <4dm 0<d'(w) <4,
- oy < 2B, vwer

3) The following key property holds:

U(w)®' (v) >1, Yw>1, v <1 (32)
4) The function h is lower bounded as follows:
hi(0) — inf h;(z —inf h(z) < 107T.
5) The first-order derivative of h (resp. h;) is Lipschitz
continuous with constant ¢ = 757 (resp. £; = 75w, V 9).

The next lemma is a simple extension of the previous result.
Lemma 3.2: We have the following properties for the
functions f and f defined in (31) and (30).

1) We have V zz € RTMx1

U (il — 1) P(2:lj]), Vi =2

. 1 5 _ 165072¢
- — <" "°T.
where we have defined
do = [Vfl (0), e ,VfM(O)] (33)
2) We have

yU Tx1
= Y R . (34
Vsl = vae|[vi (20 ) | vue R e

3) The first-order derivatives of f and that for each fi,J €
[M] are Lipschitz continuous, with the same constant
U >0.
The next result analyzes the size of Vh.
Lemma 3.3: If there exists k € [T] such that |y[k]] < 1,
then the following holds

ZVh

Lemma 3.4: Define T :=

[Vh(y) 1.

1 <& 9
> M;m i(y)| >

M ZL 1 Ti, and assume that U €




(0,1). Then we have

H% ivﬁ(mz‘)

I

U 2
P12LP1/?) Z llzi — ;]|

(4,5):i~g

2
T

—min(

1 5o
> 3 ||Vf($)

Lemma 3.5: Consider using an algorithm in class A or in
class A to solve the following problem:

min
ZERTM x1

1M
h(z) = 5 Z} hi(:), (35)
over a path graph. Assume the initial solution: x; =0, V i €
[M]. Let z = 7 zlﬂil x; denote the average of the local
variables. Then the algorithm needs at least (% + )T
iterations to have x;|[T) # 0, V i and Z[T] # 0.
Now we are ready to show our first main result.

Theorem 3.1: Let U € (0,1) and € be positive. Then for
any distributed first-order algorithm in class A or A, there
exists a problem in class 77[]]” and a network in class N, such
that it requires at least the following number of iterations and
communication rounds

‘> 1 (f(O) —inf, f(z)+ ”;5;[@2) v
- 3\/5(7) 165072 €

to achieve the following error hi < e.

To prove this result, the main idea is to construct a path
graph and a particular special problem in ’P{y such that to
reduce hj, it is necessary to traverse the entire graph once.

Next, for the problem class with non-uniform Lipschitz
constants, we can extend the previous result to any network
in class A/ (by properly assigning different values of L;’s
to different nodes). In this case the lgwer bound will be
dependent on the spectral property of £ as defined in (22).

(36)

Corollary 3.1: Let € be positive. For any given network in
N, and for any algorithm in A, there exists a problem in Piw
such that to achieve the accuracy h; < e, it requires at least
the following number of iterations and communication rounds

1 {(f(O) —infa f(2) + |doll /M) L _,
(L)

t>
2
3\/¢ 16507

(37)

IV. THE PROPOSED ALGORITHMS

In this section, we introduce our proposed algorithm for
solving problem (2). The algorithm is near-optimal, and can
achieve the lower bounds derived in Section III except for a
multiplicative polylog factor in M. To simplify the notation,
we rewrite problem (2) in the following compact form:

min
IEERS]W

M
flx) = % > filai), st (Feolg)z=0. (38)
i=1

It can be verified that, by using the definition of F', the
constraint in this problem is equivalent to the ones given in
(2). For notational simplicity, in the following we will assume
that S = 1 (scalar variables). All the results presented in
subsequent sections extend easily to case with §' > 1.

A. The xFILTER Algorithm

To motivate our algorithm design, observe that the com-
munication lower bound O(1/4/£(G) x L/e) in Section III
can be decomposed into the product two parts, O(1/4/£(G))
and O(L/¢), corresponding roughly to the communication ef-
ficiency and the computational complexity, respectively. Such
a product form motivates us to separate the computation and
communication tasks, and design a double loop algorithm to
achieve the desired lower bound.

Our proposed algorithm is based on a novel approximate
filtering -then- predict and tracking (XFILTER) strategy, which
properly combines the modern first-order optimization meth-
ods and the classical polynomial filtering techniques. It is
a “double-loop” algorithm, where in the outer loop local
gradients are computed to extract information from local
functions, while in the inner loop some filtering techniques
are used to facilitate efficient information propagation. Please
see Algorithm 1 for the detailed description, from the system
perspective. It is important to note that the algorithm contains
an outer loop (S3)—(S4) and an inner loop (S2), indexed by r
and g, respectively. Further, the local gradient evaluation only
appears in the outer loop step (S3).

To understand the algorithm, we note that one important
task of each agent is to %date its local variable so that it is
close to the average % iil x;. Let us use d; to denote a local
variable that approximates the above average. At the beginning
of the algorithm, d; is just a rough estimate of the average, so
we have d; = ﬁ > jTitei where e; is the deviation from the
true average, and it can be viewed as some kind of “estimation
noise”. To gradually remove such a noise, in step S1) we resort
to the so-called graph based joint bilateral filtering used for
image denoising [46], [47], which can be formulated as the
following regularized least squares problem:

. 1 i 1
7= arg iy, §H:c —d"[|F2 + ixTFTEQFa:, (39)

where d” is the noisy signal, F' is a penalty high pass
filter related to the graph structure (in our case, F' is the
adjacency matrix), and 2 is a regularization parameter. Its
solution, denoted as 27t as given below, will be close to the
“unfiltered” signal d”, while having reduced high frequency
components, or high fluctuations across the components:

Rzt =d", with R:=Y2F'Y?F 4+ 1Iy. (40)

It is important to note that if 27! indeed achieves consensus,
then by (10) we have F' ' 22 Fa’t! = 0, implying 277! = d",
which says d” should “track” 2711,

Unfortunately, the system (40) cannot be precisely solved
in a distributed manner, because inverting R destroys its
pattern about the network structure embedded in the product
FTY2F. More specifically, F''X2F is the weighted graph
Laplacian matrix whose (4, j)th entry is nonzero if and only
if node 4, j are connected, but (T_QFTZ?F + Inr)7t s
a dense matrix without such a property. Therefore in S2),
we use a degree-( Chebyshev polynomial to approximate
2" +1, The output, denoted as z"!, stays in a Krylov space
span{d", Rd",--- , R2d"}. Specifically, at each iteration, the



only step that requires communication is the operation Ru,
which is given by

(Rug—1)[i] = (T*QFTEQFuq 1)['] + dg—1[d]
52 > 03 (ug1lj) — d"li]) + ug—1[i], V i,

Jijni

(41)

so this step can be done distributedly, via one round of local
message exchange.

After completing Q > 0 such Chebyshev iterations (46)
(C-iteration for short), the obtained solution 2”1 will be an
approximate solution to the system 40, with a residual error
vector €"t! as given below

Rz™™' = d" + Re™!, with €1 r+1_

= T (42)

Up to this point, the filtering technique we have discussed
aims at removing the “non-consensus” parts from a vector
d=[dy, -+ ,dn]". However, recall that the goal of distributed
optimization is not only to achieve consensus, but also to opti-
mize the objective function ), f;(x;). Therefore, a prediction
step (S3) is performed to incorporate the most up-to-date local
gradient V f;(z;), followed by a tracking step (S4) to update
d. Ideally, one would like the new d?l to have the following
three properties: 1) It is close to the previous d;; 2) it takes
into consideration the new local gradient information offered
by the “predicted” icf“; 3) it is a “low frequency” signal,
meaning d*! and /"' are relatively close, for all i # j.
Taking a closer look at the “tracking” step, we can see that all
three components are included: It adds to the previous d” the
differences of the last two predictions, and it removes some

non-consensus components among the local variables.

To end this subsection, we emphasize that, the filtering step
(S2) is critical to ensure that the proposed algorithm achieve
performance lower bounds predicted in Section III. Intuitively,
it helps to accelerate information propagation across the net-
work. Indeed, as will be shown shortly, the number () in (S2)
is directly related to properties of the underlying graph.

B. Discussion

Below we provide remarks about the proposed algorithm.

Remark 4.1: (xFILTER as a primal-dual strategy) First,
we provide an interesting interpretation of the XxFILTER strat-
egy. Let us introduce an auxiliary (dual) variable \" € R,
which is updated as follows:

N =\ £ 22 F2" L with, A1 =

(43)

Then accordlng to (47), (48) and the initialization z=- = 0,

—Y =2V £(0), we have the following relatlonshlp
d = -T2V (") + @® = T2V [ (%)
— @ TS = TR
=2 =YV (%) - T PF T
By using the induction argument, we can show that for all
r > 0, the following holds

d":=z" — Y2V f(z") = T 2FT\". (44)

Combining (40) and (44), we obtain the following useful
alternative expressions of (40) and (42):

T_Q(Vf(xT)JrFT

T’2<V F@)+FT\ + EQFxT“))HxT“— a") = Re".
(45b)

O + EzFx:H))Jr(x:H —2")=0 (45a)

Algorithm 1. The xFILTER Algorithm (Global View)

(S1) [Initialization]. Assign each node i € N with 8; > 0;
Assign each edge (ij) € £ with o;; > 0; Initialize z ' = 0,
dl = -T2V (xz™) and 271 = 27t — Y2V f(z7Y).
Compute R by (40);

(S2) [Filtering]. At iteration » + 1, r > —1: For a fixed con-
stant () > 0, run the following C-iterations (with parameters

{ag, T}

u =z", u1 = (I —TR)uo +7d", (46)
Uqg = aq(l - TR)uq—l + (1 - aq)“q—2 + Taqdra q=2,-,Q;
Set 2" = ug;
(S3) [Prediction]. Compute F™1 py:
=" YTV, €9)
(S4) [Tracking]. Compute d" ' by:
At =d" + @ -7 TR PR (48)

Set r =r 4+ 1, go to (S2).

Using (45a), it is clear that 2771 can be equivalently written
as the optimal solution of the following problem:

2"t = argmin (Vf(z") + FT A",z — 2")
x

1 1
+ S IZFa]* + ST (@ = 2n)|*. (49)
It follows that, the iterates {z""'} can be viewed as trying to
approximately optimize the primal variable of the following

augmented Lagrangian (AL),
= flz)+

while the update (43) updates the dual variable. For simplicity,
we will use AL" to denote AL(z", \").

1
AL(z, \) (A Fr) + 5 |[SFa]® (50)

Remark 4.2: (Implementation and Algorithm Classes)
First, to compute d"’s, note that d~! = =Y =2V f(0). Then if
d"~! is given, by combining (48) and (47), it is easy to show
that each d] can be updated as

cllr:df_1 + (x] — ]~ b —

—|—Z (xf

JNZ

(Vfi(zh) = Vfi(z™h)

Mﬁ?

—J?-

(51

Combining the above expression with (41) for computing
Rug_1, it is clear that all the computation only involves local
communication and local gradient computation.

The above observation also suggests that for a general
choice of parameter matrix »2 » (0, xFILTER is in class A.
Further, if ¥2 is a multiple of identity matrix (i.e., there exists
02 > 0 such that ©2 = ¢21j), then the computations in (51)
only involve the sum of neighboring iterates, therefore the
algorithm belongs to class A’ as well.




V. THE CONVERGENCE RATE ANALYSIS

In this section we provide the analysis of the convergence
rate of XFILTER. All the proofs can be found in the appendix.
For convenience, the algorithm will be analyzed based on the
primal-dual interpretation in Remark 4.1.

Step 1. We first analyze the dynamics of the dual variable.

Lemma 5.1: Suppose that f(x) is in class PM. Then, for
all » > 0, the iterates of XFILTER satisfy

, X ~( 3 , ”
A+ =N < (YL - P

0 SITRET - OR). 6
where we have defined the following
1 1
K= = 53
" Amin(E‘Fﬁriz'FTE) Arnin(‘CG) ( a)
w' = (2" —2") — (2" — 2" ). (53b)

Step 2. In this step we analyze the dynamics of the AL (38).
Lemma 5.2: For all r > 0, the iterates of xFILTER satisfy

1

ALT+1 _ ALT S _§HIT+1

(54)

- xr||'2r2R7£
M

+ <T2R67'+1’$'r+1 _ x'r> 4 %HTflL(IT _ xr'fl)”Q

+ 3R|Jw |32 + 3R TR — €)%
Step 3. In this step, we analyze the error sequences {e" ™1}
generated by the xFILTER. First we have the following well-
known result on the behavior of the Chebyshev iteration; see,
e.g., [48, Chapter 6] and [49, Theorem 1, Chapter 7].

Lemma 5.3: Consider using the Chebyshev iteration (46) to
solve Rx = d". Define ' = R™'d", with

R:=Y"2(FTY2F +71?). (55)
Define the following constants:
() = 322 <, gy sm ) o,
0(R) := Amin(R) + Amax(R). (56) P;
Choose the following parameters: +
Tzi, o) =2, oth:L, p():l_ig(R).
0(R) 4—pRay 1+&(R)
Then for any n € (0, 1), achieving the following accuracy
lug = 2272 < mlluo — 22173, (57)

requires the following number of iterations

1

Q = — 3 W(u/4)v/T/E(R).
Recall that in Algorithm 1 the initial and final solutions for the
Chebyshev iteration are assigned to 2" and 2"+, respectively.
Define € := ug—2" Tt = 2" — 2”1, which is the error before
running the C-iteration. We have
Rz" = Rug = R(ug — 2" ') + Ra"™ := R&" +d",V r > —1.
Plugging in the definition of d" in (44), we obtain

RE = Ra™ + Y 3(Vf(2") + F' X" —T22").  (58)

Using the definition of ¢"*! in (45b), and the fact that R is

invertible, we obtain the following key relationship
et T =gt " V> —1. (59)

Recall that e"t! := g+!
then (57) implies

— 27 and 2" = ug, 2" = uo,

e R < mllem 1% (60)

By combining Lemma 5.3, (59) and (60), the following
result provides some essential relationships between the error
sequences {¢"T1} with the outer-loop iterates {z"*1}.

Lemma 5.4: Choose the inner iteration of xFILTER as
Q--tm o Em. 6D
T4 16 + 128 M max{Amax(T2R), 1} ‘

where 0 = £(T2R)E(T?) xmin{1, Awin(T?)}. Then we have
the following inequalities

IT*Re™H < gomrlle™ = 2" 32, (622)
HETHHZT?R < 16]\/[HJUT+1 - $T||%2Rv (62b)
TR < o™ = 07 o, (©20)
(Y2Re T2l 2"y < %le"“ —z"||32R, (62d)
(R 2L 07) < lle” =" ap + sl = a7
(62¢)

Clearly, using the Chebyshev iteration is one critical step
that ensures fast reduction of the error {e"*'}. In particular,
to achieve constant reduction of error, the total number of
required Chebyshev iteration is proportional to /1/£(R),
rather than 1/¢£(R) in conventional iterative scheme such as
the Richardson’s iteration [48]. Such a choice enables the final
bound to be dependent on +/1/£(G), rather than 1/£(G).

Step 4. Let us construct the following potential functions
(parameterized by constants ¢ > 0)

(:vr+1, z", /\T+1) = AL 4 %HT*IL(ZCTH - l"r)Hz (63)

3%
= =

r+1 2 5 r+12 5 r+1 12
—x + || XFz + @ —x .
4 e+ SIZF2 2 + 5] oo,y

For notational simplicity we will denote it as P+l Next we

show that when the algorithm parameters are chosen properly,

the potential functions will decrease along the iterations.
Lemma 5.5: Suppose that f(x) is in class PM, Q is chosen

according to (61), and the rest of the parameters of xFILTER
are chosen as below

~ o 8 s LYT2L
c=8k = A (SFT2FTS)’ = e (64a)
(1/4 — 3k — &)T’R — (1 +28)L/M — %LT”L =0.  (64b)
Then for all r > 0, we have
~ = 1
PPz a0 [fag + Rlw e (69)

Step 5. Next we show the boundedness of {P"1}.

Lemma 5.6: Suppose that f(z) is in class PM and the
parameters are chosen according to (64) and (61). Then the



sequence {ﬁr"’l} generated by xFILTER satisfies
P> f ¥ r>0, P°<f(a)+ %dJL*IdO. (66)

where [ and dy are defined in (6) and (33), respectively.
Step 6. We are ready to derive the final bounds for the
convergence rate of the proposed algorithm.

Theorem 5.1: Suppose that f(x) is in class Pi” and the
parameters are chosen according to (64) and and (61). Let T,
denote the outer iteration index in which xFILTER satisfies

M 2
T,) == min ||[1/M Y Vfi(xD)| +[|SF2"|]> <e (67
(1) = min | UM Y VAGD| +IZFeP < e 67
Then we have the following bound for the error:
- C
e <C x ?2 (68)
with the following constants
Cr = f(z%) — f+ %dOTL_IdO (69a)
M 1
S 2 =
Co =128 (; B +3+ 3%) : (69b)

VI. RATE BOUNDS AND TIGHTNESS

In this section we provide explicit choices of various pa-
rameters, and discuss the tightness of the resulting bounds.
A. Parameter Selection and Rate Bounds for xFILTER

First, recall that the matrices L and L are defined in 21)-
(22). Below we will provide two choices of parameters.
Choice I. We focus on a class of graphs such that there exists
an absolute constant k£ > 0 such that the following holds :

kP > dIy (70)

where d is the averaged degree (7). Condition (70) says that the
degrees of the nodes are not very different from their average.
For example the following graphs satisfy (70): Complete graph
(k = 1), star graph (k = 2), grid graph (k = 2), cubic graph
(k = 1), path graph (k = 2), and any regular graph (k = 1).

For the class of graphs satisfies (70), let us pick the
parameters for xFILTER as follows:

2:48><796k~ i 2:ﬂp1/2Lp1/2_ (71)
Zi digmin([’) Zi di
Using the above choice, we have
96L;d;k  96L;d;k
2 (AR 1 Uq
=53 e (72)
and that the matrix Y satisfies the following
96k 96
Y?= ——PY2LPYV? ~ L. 73
S d, Vi (73)
Plugging these choices to L in (19) we obtain
Lo="'FT2FY ! (74)

_ ilfl/zpf1/2FTKFP71/2L71/2
Amin(£)

Zmin

48

Therefore by (53a) we have

~ An’lin(‘zi) 1
== - = 75
" T usa (L) 88 )

Zmin

Also in this case we have

R=Y?F"Y?F+1
= B pappiprpTRR T
Amin(’c)
By noting that the matrix P~Y/2L='P~V2FTKF and L
share the same set of eigenvalues, we obtain

48\ max (L) 50
)\max R S — = + 1 S — = )\min R = 1> (76 )
" ( Aon (D) ) e )
E(R) > 1/ (W + 1) > 40, (76b)

Choice II. For general graphs not necessarily satisfying (70),
let us pick the parameters for XFILTER as follows

,  48x96 96

W= __—"""K, YT’=_L. (77)
MAmin(‘C) M
Using the above choice, we have
96L;
B == (78)
‘We have that
4 4 ~
Lo = 8 p-vepTgppoieo B _F (79)
Amim (‘c) Amin )
Therefore by (53a) we have
N Ain (L) 1
F =2 = (80)
4SAmin ([’) 48
Also in this case we have
48
R="T?F'S?F+1= L 'FTKF+1.

By noting that the matrix L='FT KF and L share the same
set of eigenvalues, we obtain

48 \max (L) 50\
Amax(R) < ( r (D) + 1) < ‘D) Amin(R) =1, (8la)
48 max (L) (L)
§(R) > 1/ (W + 1) > =5 (81b)

Remark 6.1: (Choices of Parameters) The above two
choices of parameters differ on whether Y2 is scaled with the
degree matrix or not. The resulting bounds are also dependent
on the spectral gap for L and £, one inversely scaled with the
degree matrix, and the other does not. Note that the spectral
gap of L and £ may not be the same. For example for a star
graph with L; = L;, {(£) = O(1/M) but £(£) = O(1).
Therefore one has to be careful in choosing these parameters
so that £(R) is made as large as possible.

Additionally, since we are mainly interested in choosing the
parameters so that the resulting rate bounds will be optimal



in their dependency on problem parameters, the absolute con-
stants in the above parameter choices have not been optimized.
The following result is a consequence of Theorem 5.1.
Theorem 6.1: Consider using XFILTER to solve problems
in class (PM, \), then the following holds.

Case L. Further restricting N3/ to a subclass satisfying (70).
If parameters in (71) is used, then the condition (64b) will
be satisfied. Further, to achieve e(T') < e, it requires at most
the following number of iterations (where 1" denotes the total
iterations of the XxFILTER algorithm)

T< %(f(a:o) -f+ %Hdo\li_l) x Cy (82)

y iln ((z\JLm,{/L,,,m)4 >i(16+6400M)> 50/(0)

£(L)

where C5 is given by

~ 96k

Cy <128 (M > diLi+ 19) : (83)
Zi:l 1 =1

Case II. Suppose parameters in (77) are used. Then the

condition (64b) will be satisfied. Further, to achieve e(T") < e,

it requires at most the following number of iterations

T < %(f(xo)—i—i— %Hdouifl) x Co (84)
. 4 —~
o L1y (M Lmas/Lunin)* % (16 + 640011) 50/¢(2)
4 £(L)
where 6’2 is given by
Cy < 128 %ibﬂg (85)
T M =1 ' '

We note that compared with (68) in Theorem 5.1, the addi-
tional multiplicative term in (82) accounts for the Chebyshev
iterations that are needed for every outer iteration 7.

B. Tightness of the Upper Rate Bounds

We present some tightness results of the upper rate bounds
for XFILTER. In particular, we compare the expressions de-
rived in Theorem 6.1, and the lower bounds derived in Section
I, over different kinds of graphs and for different problems.
We will mainly focus on the case with uniform Lipschitz
constants, i.e., L; = U, V i. We will briefly discuss the case
of non-uniform Lipschitz constants at the end of this section.

First, consider the class P{JVI with the following properties:

M
ZLi =U, L=UIy. (86)

i=1

It follows that in this case £ = £, and £ = PY/2LPY/2, Let
us first make some useful observations.

Remark 6.2: Let us specialize the parameter choices for
XxFILTER algorithm in (71) and derive the bounds for Cy x

1/\/§(/3) in (83) for the following special graphs.
Complete graph. Complete graphs satisfy (70) with k& = 1.
It also satisfies A,;,(£) = M/(M — 1) > 1. Therefore using

Zmin

1

L1:L2:"'L]V1:M

the expression (83) we obtain the following:

CSo™P % < 125000 + 2560. (87)

£(£)
Grid graph. Grid graphs satisfy (70) with & = 2. It also
satisfies A, (£) > 1/M. Therefore using the expression (83)

Z2min

we obtain the following:

CEY 5 ——— < (125000 + 2560) x VM.

£(L)

(88)

Star graph. Star graphs satisfy (70) with k = 2. It also has
&(L) = 1/2. Therefore using the expression (83) we obtain
the following:

1
£(L)

~star
2 X

< (12500U + 2560) x V2. (89)

Random Geometric graph. If the radius Ra satisfies (25),
then with high probability £(£) = O (%) . Further, from
the proof of [50, Lemma 10], for any ¢ and ¢ > 0, if

Ra =0 (\/10g1+6(M) /(Mn))
then with probability at least 1 —2/M ¢!, the following holds
log'™¢ M — /2clog M < d; < log' ™ M + v/2¢clog M, V i.

This means that (70) is satisfied (with & = O(1)) with high
probability (also see discussion at the end of [44, Section V]).
Therefore using the expression (83) we obtain the following:

v
log(M) )

(90)

1
&(L)

X

6geometric
2

< (125000 + 2560) x O (

Cycle/Path graph. Cycle/path graphs satisfy (70) with k = 2.
We also have A, (£) > 1/M?. Therefore using the expres-
sion (83) we obtain the following:

Cvele x < (125000 + 2560) x M. (91)

&(L)

We also note that for the xFILTER algorithm, the fact that
L; = U, V ¢ implies that the matrix 2 given in (71) is a
multiple of identity matrix. Therefore by Remark 4.2, we can
conclude that in this case xFILTER belongs to both A and A’.

Now we are ready to present our tightness analysis.

Theorem 6.2: Consider the problem class P}, and a sub-
class of A satisfying (70). Then the convergence rate in (82)
is tight (up to a polylog factor).

Proof. When L; = L;, V i # j, and when (70) is satisfied, it
is easy to verify that the following holds

hi < e(T), and £ = L. (92)

To bound the total number of iteration required to achieve
hY; < ¢, note that when (70) is satisfied, we can apply the



bound (82) in Theorem 6.1 and obtain

T < 1(f(x°) -f+
1. [ M*x (16 + 6400M)
x 1 In < 50 > 50/€(G).  (93)

Comparing with the lower bound in Theorem 3.1, it is clear
that except for the multiplicative In(-) term, the remaining
bound is in the same order as the lower bound (36). Q.E.D.

5U||do||2> x 128 (96U + 19)

Remark 6.3: (Optimal Number of Gradient Evaluations)
It is important to note that the “outer” iteration of the xFILTER
required to achieve e-local solution scales with O(U/¢), which
is independent of the network size. Because local gradients are
only evaluated in the outer iterations, the above fact suggests
that the total number of gradients V f(z") required is also in
O(U/e¢). This is an optimal order because it is the same as
what is needed for the centralized gradient descent.

Remark 6.4: (Performance Gap Compared with Existing
Methods) An existing algorithm called distributed gradient
primal-dual algorithm (D-GPDA) has also been developed
recently, which has explicit characterization of various conver-
gence rates [51]. In particular, this algorithm is not optimal,
in the sense that at each iteration, O(1) local communication
and gradient computation are to be carried out, and the total
number of iterations scale with O (% x 1 )). Obviously the
D-GPDA algorithm costs a lot more compared with xFILTER,
for example for path/star graph, it requires O(M?) times
more gradient computation effort, and O(M) times more
communication effort than what is required by the xFILTER.

Remark 6.5: (Non-uniform Lipschitz Constants) We com-
ment that for the general case L; # L;, V 4,j, we can use
similar steps to verify that the bound (84) derived in Theorem
6.1 is optimal, in the sense that they achieve the lower bound
(37) predicted in Corollary 3.1.

VII. NUMERICAL RESULTS

This section presents numerical examples to show the effec-
tiveness of the proposed algorithms. Two kinds of problems
are considered, distributed binary classification and distributed
neural networks training. We use the former one to demon-
strate the behavior and scalability of our algorithm and use
the latter one to show the practical performance.

A. Simulation Setup

In our simulations, all algorithms are implemented in MAT-
LAB R2017a for binary classification problem and imple-
mented in Python 3.6 for training neural networks, running on
a computer node with two 12-core Intel Haswell processors
and 128 GB of memory (unless otherwise specified). Both
synthetic and real data are used for performance comparison.
For synthetic data, the feature vector is randomly generated
with standard normal distribution with zero mean and unit
variance. The label vector is randomly generated with uni-
formly distributed pseudorandom integers taking the values
{—1,1}. For real data, we use the breast cancer dataset ' for

Ihttps://archive.ics.uci.edu/ml/datasets/Breast+Cancer+Wisconsin+(Diagnostic)

binary classification and MNIST? for training neural network.
The breast cancer dataset contains a total of 569 samples each
with 30 real positive features. The MNIST dataset contains a
total of 60,000 handwritten digits, each with a 28 x 28 gray
scale image and a label from ten categories.

B. Distributed Binary Classification

We consider a non-convex distributed binary classification
problem [52], where each component function f; is given by

S
Aaz?
Zlog 1+ exp( yljx Vij) Jer—i—aCL‘Q .

»S

Here v;; € RS denotes the feature vector with dimension S,
yi; € {1,—1} denotes the label for the jth date point in
ith agent, and there are total B data points for each agent.
Unless otherwise noted, the graph £ used in our simulation
is generated using the random geometric graph and the graph
parameter Ra is set to 0.5. The regularization parameter is set
to A =0.001,a = 1.

To compare the convergence performance of the proposed
algorithms, we randomly generated M B data points with
dimension K and distribute them into M nodes, i.e. each node
contains B data points with K features. Then we compare
xFILTER with the D-GPDA [51], the distributed subgradient
(DSG) method [53], the Push-sum algorithm [54], and the
NEXT algorithm [14]. The parameters for NEXT are chosen
as 7 =1,a[0] = 0.1 and p = 0.01 as suggested by [14], while
the parameters for XFILTER are chosen based on (71).

Simulation results on synthetic data for different M, B, K
averaged over 30 realizations are investigated and shown in
Fig. 2 to Fig. 3, where the x-axis denotes the total rounds of
communications required, and the y-axis denotes the quality
measure (16). Note that the curves XFILTER (outer) included
in these figures show the number of communication rounds
required for xFILTER to perform the “outer” iterations (which
is equivalent to r in Algorithm 1, since in each outer iteration
only one round of communication is required in Step S3). The
performance evaluated on real data is also characterized in Fig.
4, in which we choose M = 10, B = 56, and K = 30. These
results show that the proposed algorithms perform well in all
parameter settings compared with existing methods.

We further note that these figures also show (rough) com-
parison about computation efficiency of different algorithms.
Specifically, for GPDA, DSG and Push Sum (resp. NEXT),
the total rounds of communication is the same as (resp. twice
as) the total number of gradient evaluations per node. In
contrast, the total rounds of communication in the outer loop
of xFILTER is the same as the local gradient evaluations.
Therefore, the comparison between xFILTER (outer) and other
algorithms in Fig. 2 to Fig. 3 shows the relative computational
efficiency of these algorithms. Clearly, XFILTER has a signif-
icant advantage over the rest of the algorithms.

Further, we compare the scalability performance of the
proposed algorithms with increased network dimension M.
In particular, in Fig. 5 we compare the total communication
rounds required for NEXT and the XFILTER for reaching

Zhttp://yann.lecun.com/exdb/mnist/
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hi < 1071% and hi < 107'°, over path graphs with
increasing number of nodes. Overall, we see that the xFIL-
TER performs reasonably fast and exhibits the desired linear
scaling.

We do want to point out that although the proposed al-
gorithms compare relatively favorably with NEXT in our
numerical tests, NEXT can in fact handle a larger class of
problems because it is designed for nonsmooth and constrained
nonconvex problems. Further, for all the algorithms we have
used, we did not tune the parameters: For XFILTER and
D-GPDA, we use the theoretical upper bound suggested in
Theorem 5.1, and for NEXT we use the parameters suggested
in the paper [14]. It could be possible to fine-tune the stepsizes
to make them faster, but since this paper is mostly on the
theoretical properties of rate optimal algorithms, we choose
not to go down that path.
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Fig. 5: Comparison of NEXT and xFILTER over path graphs with increasing number

of nodes (M € [10, 150] in (a) and M € [5, 50] in (b)). Each point in the figure
represents the total number of communication needed to reach h. < e.
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Fig. 6: Comparison of DSG and xFILTER over path graphs on distributed training neural
networks; Plot (a) shows the dynamic of the categorical cross-entropy loss, and plot (b)
shows the training classification accuracy. The parameters are chosen based on their best
practical performance through grid search. The curves XFILTER (outer) and xFILTER
(total) again represent the number of outer iteration, and the total number of iterations
required for XFILTER.

C. Distributed Neural Network Training

In our second experiment, we present some numerical
results under a more realistic setting. We consider training
a neural network model for fitting the MNIST data set. The
dataset is first randomly partitioned into 10 subsets, and then
gets distributed over 10 machines. A fully connected neural
network with one hidden layer is used in the experiment. The
number of neurons for the hidden layer and the output layer
are set as 128 and 10, respectively. The initial weights for the
neural network are drawn from a truncated normal distribution
centered at zero with variance scaled with the number of
input units. The algorithms are written in Python, and the
communication protocol is implemented using the Message
Passing Interface (MPI). The empirical performance of the
xFILTER is evaluated and compared with the DSG algorithm
[53]. Fig. 6 shows that, compared with DSG, the proposed
algorithm achieves better communication and computation
efficiency, and has improved classification accuracy.

Note that despite the fact that some global parameters (such
as the Lipschitz constants) are unknown, the rules provided in
(71) or (77) still can help us roughly estimate a set of good
parameters. For example, we choose the following parameters

2 _ g 2 _ ppP
Zi diAmin(‘C) , Zl d" 7
and tune the parameter 8 and o by search from the sets
{0.1,0.2,0.5,1,2,5,---,100,200,500}. Based on the best

practical performance over 10 runs, we choose S = 100 and
o = 20 for xFILTER and o = 0.1 for DSG.

(94)



VIII. CONCLUSION AND FUTURE WORKS

This paper represents the first work that investigates the
performance of optimal first-order algorithms for non-convex
distributed optimization problems. We provide a lower com-
plexity bound that characterizes the worst case performance for
any algorithm in class A, and propose an algorithm capable
of (nearly) achieving the lower bound in various settings. In
Fig. 7, we illustrate various bounds discussed in this work by
using a path graph.

To the best of our knowledge, the proposed algorithm is the
first and the only available distributed non-convex algorithm in
class A that can achieve the (near) optimal rate performance
for problem/network classes (P, N'). However, they still re-
quire some global information to initialize the parameters, so it
will be of interest to design global information free algorithms
that only require local structures to set parameters (just like
in the convex case, see discussions in [55]). It will also be
desirable to consider the problem where only the average
function f has Lipschitz gradient, but not the local f;’s

computation
(# of gradient evaluation)

M

s ¢

A y M? . .
0 ¥ %10@” % communication
(# of message exchange)

Fig. 7: Graphical comparison of various bounds analyzed in this work, illustrated
over a path graph with M nodes.

IX. APPENDIX
A. Proof of Lemma 5.1

Proof. For simplicity we will denote ¢” := V f(z"). First note
that V > —1 the following holds according to (45b),

g+ FTOV + S2Fe™ 11227+ — 27) = T2RL. (95)
Second, by using (95) and the update (43), we obtain
FTA™L = _gr _ Y2(zm+l _ g7) 4 T2Re1, (96)
Then subtracting the previous iteration leads to
FTNHL ZAT) = —(¢" — g™ 1) — T2+
+ TQR(GH'1 —€¢"), Vr>0.
Note that the matrix T2 > 0, ¥? > 0, then we have
TUER)TE IO A = T (g — g™
—Yw T+ TR( — ). (97)

Then using the fact that

AT —\") = BF2 T € col(TF),

we can square both sides and obtain the following

Amin(SET2FTE)[R7HAH = A7) 2
< 3HgT =" e + 3w [Fe 4 3 TR(E = )7
( 3)
IIT 'L(a" ="
+ 3||wr+1||r2 +3|ITR(E =), ¥ r 2 0. (98)
This concludes the proof. Q.E.D.

B. Proof of Lemma 5.2

Proof. Consider (50), using the Lipschitz gradient assumption
(18), we have

AL(z™ X7y — AL(z", A7)

< ( 7‘) +FT)\T + FTE2F.’L'T,.'ET+1 o Z'T)
t 57 || T —a|L —a")|?
(V ( )

r+1 _

1 r
+ f||EF(1: +1

N4+ FTA+F EFT“

( r+1

—a"),a" =) + "Iz

i aarle
1 r r

+ 3 IEF @™ =)

95) T2 L

S _(xr+1 _ Q]‘T)T ( QR _ m) (Q]‘T+1 _ xf‘)
—z").

Using the update rule of the dual variable, and combine the
above inequality, we obtain

- ||9[3r-H - erQ’I‘?-&-FTEzF

+ (Y2Re 2 99

1
+1 +1 2
ALY — AL < —fle™ = o R p g
+ <T2R6r+17$7‘+1 _ LUT> + <)\7‘+1 _ )\T7FQZ‘T+1>
1 +1
= —§||9UT - ||ng,%

+ <T2Rer+17xr+1 _ ZL’T> + |‘E_1()\T+1 _ )\T)HZ

Combined with Lemma 5.1 we complete the proof. Q.E.D.

C. Proof of Lemma 5.4

Proof. Let us choose

n = 60%/(4 + 32M max{\max (T?R), 1}). (100)

Then from Lemma 5.3, it is clear that if () satisfies (61), then
€13 < mlle” 1 (101)
Note that T2R = FTX2F + T2 » 0, then it follows that

Amax(RTZ’IQR) r+12
— e e

)\mln(’.r )
6 nAmax (RY2Y2R) | oo < NAmax (RY2T? R) Amax (T2
S WHE HT2 )\mm(T2)

NAmax (RY2T? R) Amax (T
= Amin(RT2Y2R) Amin (Y2)

Using the above relation, we can then obtain the following

||T2R6’r+l ||2

) (=12
1”11

D2 Re | < no~* T2 RE |

IT2RFHZ < 200 (T2 R + [ Y2R(EH — &)
L om0 (TR + TR - )P,
Therefore, we obtain
IT2Re™ 12 < 20972 /(1 — 200 2) | Y2 R(a" " — &")1%



Plugging the definition of 1 in (100), we have
IT2Re™H12 < Amax(Y2R)20072/(1 — 200 2)||2" ! — z

(100) +1 2
< 1/(A6M)||=""" — &"||F2p, Vr>-L

To obtain the second inequality, notice that
e Fep < O l[E 3ok < 072 0E (32 p

where the last inequality is due to the fact that § < 1. Then
repeating the above derivation we can obtain the desired result.
The third inequality in (62) can be derived in a similar way,
and the last two in (62) can be obtained by using Cauchy-

(102)

Swartz inequality. Q.E.D.
D. Proof of Lemma 5.5
Proof. Notice that the following identities hold true
1 1
(a=bc—d) < Slla—0|* + Sl —dlf (103)

1 1 1 .
(a—b,BY) = Slalls — 5ol + 5lla —blf%, with B = 0.
(104)
Using the optimality condition from (96) we have
<FT)\T‘+1 + vf(xr) + T2($r+1 _ xr) _ T2R€r+l’mr+l _ $r> _ O

(FTX"+Vfz" )4+ 7T3 @ —2" ") = T?Re", 2" —2" ') =0,
Subtract the above two equations, use (103) — (104), and

apply the bounds (62d)(62¢), we obtain
1

) (105)
r 1 r r— 1 r

< SIFT? + Sl — o = gl B

/@Ml = 7]+ 1/ @Ml — a7

+1/40e = 2" (g + 140" — 27 ag, V20,

By using the potential function defined in (63), we have

Prtl _ pr— ALt _ ALT T 7HT L( 1 _xr)”2
T =P
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45 (I 4 1 = a7, e )

\m

~ 5 (IR 4 1o = Nz )

Multiplying (105) with ¢, then adding to (54), and use the
estimate of the size of € in (62¢) and (62d), we can obtain

1 C r
- Ir+1 _ J}'T)TV(JJT+1 _ IT) _ (g _ 3:‘6) ||w +1

_pr<
P < 2(

ﬁ)r+l

with the matrix V defined as follows

V= (TQR (1420 L _ OF py2p

M M? 16

Therefore in order to make the potential function decrease,
we need to follow (64). Q.E.D.

T2
[Ix2

T2R(24% + 6 + 165))

E. Proof of Lemma 5.6

Proof. We can express the AL as (for all » > 0)

f) =

Liis—1yr
= (=X

ALT+1 o <Ar+1,272(AT+1 o )\7‘)) + %HEFITT+1H2

HETAPEH ST AN - [SF?)

Since inf, f(x) = f is lower bounded, let us define

— 1, @)= fx )

Therefore, summing over r = —
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f>0, Prti=
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1 r 1 — T T
+ ISR IO ).

Using the initialization A\~ = 0, then the above sum is lower

bounded by zero. This fact implies that the sum of Prl s
also lower bounded by zero (since besides AL the remaining
terms in P are all nonnegative)

T
pr+1
>
r=0

Note that if the parameters of the system are chosen according
to (64), then Pl s nonincreasing, which implies that its
shifted version Pr*1 is also nonincreasing. Combined with
the nonnegativity of the sum of the shifted potential function,
we can conclude that

VT >0,

Pt1>0, and P't!'>inff(z), Vr>0. (106)
Next we compute P°. By letting 7 = —1, and use 2~ = 0
and A~! = 0, we obtain

_ 3 e
L? — f(a") = 5(2HZ NP+ IIBF7) = SI=TTA0
(107)
Then we have
P’ =AL® + %HT La°|® + gRHCL‘OHQTQR
¢
+ 5 (ISFIP + 1222 ryaieyn) (108a)
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Use the above relation, we have
P’ < f( )+ (@

~ -2

T Zz°, with Z defined as

3
2k il <

where the last inequality follows from our choice of param-

|| feters in (64b). Therefore we have
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where in (i) we have used the Cauchy-Swartz inequality;

the last inequality uses (62), the choice of the parameters
(64b) (which implies YT?R > 4L/M). The above series of
inequalities imply that

2NN < (3 37
Therefore overall we have

(2°) T Z2® < 3(2°) Tr2Ra® < 5M(Vf(0))T LIV £(0).
izdg do = IV F(0)]

) 10022 < SM(VF(0)T LIV F(0).

By observing ;

obtained. Q.E.D.

So overall we have that

<HZW ()| + ||EF:ET||2>
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i=1 r=1
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where the last inequality utilizes the descent property of Pr

in Lemma 5.5, and the boundedness property in Lemma 5.6.

F. Proof of Theorem 5.1

Note that from (107), (108a) and use ¢ = 8k in (64a), we

obtain

To show the result, we consider the optimality condition

(95), and multiply both sides of it by the all one vector, and PO > f(a”) + Rla°|F2 - (112)
use the fact that /"1 = 0 to obtain Therefore From (66) and Lemma 5.6 we have that
T r T~2/7,..7+1 ™ 112 r+1 ~
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Squaring both sides and rearranging terms we have ey < =
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L:l This completes the proof. Q.E.D.
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where in (i) we used Y2R = Y2 + FTX2F = T2 t

To bound the consensus error, we first use (62) and obtain
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Then we apply Lemma 5.1 to obtain
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X. SUPPLEMENTAL MATERIAL: THE COMPLEXITY ANALYSIS

A. Proof of Lemma 3.1

Proof. Property 1) is obviously true.
To prove Property 2), note that following holds for w > 0:

T(w)=1—e"", V(w)=2"""w, ¥ (w)=2" —de " w? ¥Yw>0. (113)

Obviously, U(w) is an increasing function over w > 0, therefore the lower and upper bounds are ¥(0) = 0,¥(c0) = 1;
¥'(w) is increasing on [0, %] and decreasing on [%, oo], where U’'( %) = 0, therefore the lower and upper bounds are

U'(0) = ¥'(c0) = 0,\11/(%) = 1/2; U"(w) is decreasing on (0, \/g] and increasing on [\/g, 00) [this can be verified by
checking the signs of U"'(w) = 4e~*"w(2w? — 3) in these intervals]. Therefore the lower and upper bounds are ¥ ( 3) =

—40"(0%) =2, ie,
e2

2 4
0<T(w) <1, 0KV (w)<y/=, ——5 <¥'(w)<2, Vw>0.
e ez
Further, for all w € R, the following holds:
4 8w
®(w) = 4arctanw + 2w, P'(w) = T " (w) = RO (114)
Similarly, as above, we can obtain the following bounds:
0<®(w) <4dm, 0<d'(w)<4, -— 37\/3 < P"(w) < 37\/3, Vw € R.

We refer the readers to Fig. 1 for illustrations of these functions.
To show Property 3), note that for all w > 1 and |v| < 1,

U(w)®' (v) > V(1)P'(1) =2(1—e ) > 1

where the first inequality is true because W(w) is strictly increasing and ®’(v) is strictly decreasing for all w > 0, and that
P'(v) = @'(Jv]).
Next we show Property 4). Note that 0 < ¥(w) < 1 and 0 < ®(w) < 4x. Therefore we have h(0) = —¥(1)®(0) < 0 and
using the construction in (28)
LT/2]
inf hi(w;) > —U(1)@(z;[1]) - 3 > W(w)@(v) > —4r — 67T > —107T (115)
j=1

where the first inequality follows ¥ (w)®(v) > 0 and second follows ¥(w)®(v) < 4w, we reach the conclusion.
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Fig. 8: The functional value for ©(w,v) = ¥(w)®(v).



Finally we show Property 5), using the fact that a function is Lipschitz if it is piecewise smooth with bounded derivative.
From construction (28), the first-order partial derivative of h,(y) can be expressed below.
Case I) If 7 is even, we have

oh 3(—0 (—yli — 1)) @ (—yli)) — ¥ (yli — 1) @' (y[i])), qe€1,%]
3 L = 0, ge [ +1,21 . (116)
vl 3 (=W (—yli) @ (—yli +1]) — ¥ (i) ® (yli + 1)), g e [2L +1,M]
Case II) If 7 is odd but not 1, we have
o 3(— (—yli]) @ (—yli +1]) = V' (yli) @ (yli + 1)), qe[l, %]
G T qe 2 (117)
y 3(—W (—yli — 1) @' (—yli]) — ¥ (yli — 1) &' (yli])), g€ [22L +1,M]
Case III) If 7 = 1, we have
Ohg _ { —W(1)®' (y[1]) + 3 (- (—y[1]) @ (—y[2]) — ' (y[1]) @ (y[2])), q€[1, %] (118)
oy[1] —U(1)®'(y[1]), ge M +1,M] -

Obviously, gy—% is a piecewise smooth function for any 4, ¢, and it either equals zero or is separated at the non-differentiable
point y[i] = 0 because of the function .
Further, fix a point y € R and a unit vector v € R” where Z?:l v[i]?> = 1. Define

9q(8;y,v) = he(y + 6v)

to be the directional projection of h, on to the direction v at point y. We will show that there exists £ > 0 such that
lg” (0;y,v)| < £ for all y # O (where the second-order derivative is taken with respect to 6).
First we can compute g, (0;y,v) as follows:

59, Z 8y [i1] ay hq (y) vlin]ulia] = Z Zay 5yz+5 hq (y) v[i]v[i + 4],

11,02 6€{0,1,—1} =1
where we take v[0] := 0 and v[T + 1] := 0.
The second-order partial derivative of hy(y) (Vy # 0) is given as follows when i is even:

92h, 3(W (—yli —1]) " (=ylil) — ¥ (yli = 1)) " (y[d)), q€[1, %]

3
= 0, g€ [ 41,2 (119)
R (O (—yli]) B (—yfi + 1)) — O (yli)) @ (ufi + 1)), g€ [ZM 41,01
0 _ 0, q €1, %
Byloyli + 1] { 3(W (—yli) ' (~yli + 1) — ¥ (i) ¥ (ufi +1))), g€ 2441, M] (120)
Phy [ B (—yli— 1)@ (~yli]) — ¥ (yfi— 1) W), qe LY
aymay[z‘u‘{ 0, ge M3, M| (12D

By applying Lemma 3.1 — i) [i.e., \IJ( U (w) = ¥’ (w) =0 for V w < 0], we immediately obtain that at least one of the
terms U (—y[i — 1]) ®” (—y[i]) or =¥ (y [ 1]) ®” (y[d]) is zero. It follows that

U (—yli = 1) " (~yli]) = ¥ (yli - 1]) @ (y[i]) < sup [¥(w)|sup |27 (v)]-

Similarly,
U (—yli]) @ (—yli +1]) — " (y[i]) @ (yli +1]) < sup |7 (w)| sup |®(v)]

U (—yld]) @ (—yli +1]) — W' (y[i]) @' (y[i + 1]) < sup [¥'(w)|sup |’ (v)].
Therefore, take the maximum over equations (119) to (121) and plug in the above inequalities, we obtain
‘ 8%h,
dyli1|0yliz]

< 3max{sup | ¥ (w)| sup |®(v)|, sup |¥(w)|sup |®”(v)|, sup |V’ (w)|sup |’ (v)|}

w

= 3max {87r 3\2[ \/7} < 2bw, V11 being even, V i
e

where the equality comes from Lemma 3.1 — ii).
We can also verify that the above bound for ¢ being odd but not 1 is exactly the same.
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When ¢ = 1 we have following:

0%hy _{ —U(1)o"( [1]§ 3(—" (—y[1]) @ (—y[2)) — " (y[1]) @ (y[2])), q€[1, %]

oy[L)oy1] ~v(ne ”(Z[l] , g€ +1,M)
0%hq :{ 3 (= (—y[1]) @ (—y[2) — W' (y[1]) @' (y[2]), €1, %]
dy[1)0y[2] 0, g €[4 +1,M]
Again by applying Lemma 3.1 — i) and ii),
9?h,

‘ < max{sup [¥(1 )@" (w)| + 3sup " (w)[ sup |®(v)|, 3sup [¥' (w)| sup [ (v)[}

3V3 2
= max {\Qf(l —e 1) + 24m, 12\/7} < 257, Y is.
e

Summarizing the above results, we obtain:

‘ BylTIoyTa]

AT DS Zay T ) vlieli +3

5€{0,1,~1} i=1
Z [i]v[i + 4]

<2%r Yy
6€{0,1,—1} li=1
T
2 Zv[z]v[z +1]
i=1
T
< 75772 |v[i]*| = 757
Overall, the first-order derivatives of h, are Lipschitz continuous for any ¢ with constant ¢ = 75,
To show the same result for the function h, we can apply (17). This completes the proof. Q.E.D.

T
2571'(

B. Proof of Lemma 3.2

Proof. To show that property 1) is true, note that from the definition of f;(z;) we have

IiU
sz(l‘,) = \/Z X th (757[_\/%) .

Therefore the following holds:

1d2—2€zMj Vh-02—26§[:\111<1>’02—32 1—exp(—1))2 122
pldol” = 5 IO = 77 3 ¥ OF = 3261~ exp(-1))* (122)

Therefore we have the following:

£(0) — inf £(x) + % - % <h(0) ~infh(x) +

Then by applying Lemma 3.1 we have that for any 7" > 1, the following holds

. ldoll?> _ 150me 150me
— - . <
£(0) ngf flz) + w ST X (107T 4 0.03) < T

Property 2) is true due to the definition of f.
Property 3) is true because the following

1976 - Vil = e |[vh (20— ) - v (202 )| < ol -

where the last inequality comes from Lemma 3.1 — (5). This completes the proof. Q.E.D.

16(1 — exp(—1))?
75m ) '

x 117T.

C. Proof of Lemma 3.3

Proof. The first inequality holds for all k € [T, since - Zi\il %Mhi(y) is one element of Zi\il Vhi(y).
We divide the proof for second inequality into two cases.
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Case 1. Suppose |y[j — 1]| < 1 for all 2 < j < k. Therefore, we have |y[1]| < 1. Using (118), we have the following
inequalities:
o hily) € e (1) < -1 vi (123)
oyl o ’
where (i) is true because ¥'(w), ®(w) are all non-negative from Lemma 3.1 -(2); (ii) is true due to Lemma 3.1 — (3). Therefore
we have the following
. 1 1 e 0
Vh = || Vh; > |— ——h; > 1.
VAW = ||; ; W) > |57 ; gy )
Case 2) Suppose there exists 2 < j < k such that |y[j — 1]| > 1
We choose j so that |y[j — 1]| > 1 and |y[j]| < 1. Therefore, depending on the choices of (i,;) we have three cases
yli = 1) @ (=) + ¥ Wl -1 " WLD), e €l ]ZI}
g€ 5 +1,%] .
q€ [— +1, M|

—3(V (-
ohi(y) _ 0 (e
—yli]) @ (—yli +1]) + ¥ (y[5]) @ (yli +1])) ,
], because |y[j — 1]| > 1 and |y[j]| < 1, using Lemma 3.1 — (3), and the fact that the negative part is zero for

—3(W (
(124)

If g € [1, %],
U, and @’ is even function, the expression further equals to
, , (32)
=3-U(|ylj — D" (wls]D] < =3,
If g € [ + 1, M] the expression is obviously non-positive because both ¥’ and ® are nonnegative. Overall, we have
M~ 9ylj] M ~—~ '
Q.E.D.

This completes the proof.
dp] where d; is the degree for node i; further define

D. Proof of Lemma 3.4
Proof. First let us derive a useful property. Define d := [d1; da;
L
T = szi’ Ti=x — T, T:=[T1;82; - ;ZTm].
i=1
It is easy to observe that :
"1 =0, and ¢ Null(F'F).
Then the following holds
TFTFe= Y fei-aP= Y |#—&? = & FTFE > Ay (FTF)|) (125)
(4,5):irv] (2,5) i
Therefore the following holds:
1
2 e nl? = —puappy O el (126)
(4,7) i~

Z 1z — i|* < (
Aumin (1,5):in~g

Based on the above property, we have the following series of 1nequa11t1es

u
'< 2\’&2(%@) - Vi)

vaz xz

Iv7)]

@)
S

M
(11) M 1 M
Z Zl'j_l'i HMZ:Vfi(xZ
= Jj=1 i=1
(iii) oty M 2
= (PY2LPL/2) Z B2 Ii2+2HMvai(1'i)
(4,5) i~ i=1

N MAmin
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where in (i) and (iii) we have used the convexity of the function || - ||?; in (ii) we used Lemma 3.2 — (3); in (iii) we have
also used the assumption that U € (0, 1) and (126). Overall we have

1 M
oS- wie|
=1

This completes the proof. Q.E.D.

U 1 \p2
T i pErp 2l al 2 Ivi@I

Smin (1,5):im]

E. Proof of Lemma 3.5

Proof. For a given k > 2, suppose that x;[k], x;[k + 1], ..., z;[T] = 0, Vi, that is, support{z;} C {1,2,3, ...,k — 1} for all 4.
Then W' (x;[k]) = U’ (—x;[k]) = 0 for all 4, and h; has the following partial derivative when k is even:

Ohi(zi) _ =3( (il — 1)) @' (—a;[k])) + 3 (¥ (2i[k — 1]) @ (w;[k])), i€ [L, 5]
Ou;[k] _{ 0, i e [%il,M] (127)
and the following partial derivative when k is odd and k& > 3:
Ohi(z;) 0, i€ 1,24
I =\ a0 (ol 1) (<o) 30 (= ) i), G (g O

Recall that for any algorithm in class A or A’, each agent is only able to compute linear combination of historical gradient
and neighboring iterates [cf. (14) and (15)]. Therefore, for a given node 4, as long as the kth element of the gradient as well
as that of its nelghbors have never been updated once, x;[k] remains to be zero. Combining this observation with the above

i

two expressions for h [k] , we can conclude that when support{z;} C {1,2,3,. — 1} for all 4, then in the next iteration

x;[k] will be p0551b1y non-zero on the node i € [1, 4] for even k and i € [2M + 1, M] for odd k, and all other nodes still
have z;[k] =0,V j # i.

Now suppose that the initial solution is z;[k] = 0 for all (4, k). Then at the first iteration only adhxfﬁ]) is non-zero for all
i, due to the fact that aa}llf(f‘f]) = U(1)®'(0) = 4(1 — e~ 1) for all i from (118). If follows that even if every node is able to
compute its local gradient, and can communicate with their neighbors, it is only possible to have xz;[1] # 0, Vi. At the second
iteration, we can use (127) to conclude that it is only possible to have 652"5%) # 0 for some r € [1, M/3], therefore when
using an algorithm in class .4, we can conclude that z;[2] = 0 for all ¢ ¢ [1, M/3].

Then following our construction (28), we know the nodes in the set [1, %] and the set [2M + 1, M] have minimum distance
M /3. It follows that using an algorithm in A or A’, it takes at least M /3 iterations for the non-zero z,.[2] and the corresponding
gradient vector to propagate to at least one node in set [2M /341, M]. Once we have x;[2] # 0 for some j € 2M/3+1, M],
then according to (128), it is possible to have 2 9z, (zJ) # 0, and once this gradient becomes non-zero, the corresponding variable

x;[3],j € 2M/3 + 1, M] can become nonzero.

Following the above procedure, it is clear that we need at least iterates and T' computations to make x;[7T"] possibly

non-zero. Q.E.D.

J\/IT

FE. Proof of Theorem 3.1

Now we are ready to prove our first main result.

Proof of Theorem 3.1. By Lemma 3.5 we have Z[T] = 0 for all ¢t < %T. Then by applying Lemma 3.2 — (2) and
Lemma 3.3, we can conclude that the following holds

IV F@EIT)| = V2e ||V

(L) -

where the second inequality follows that there exists k& € [T'] such that | x[k][ée | = 0 < 1, then we can directly apply Lemma 3.3.

Then by applying Lemma 3.4 gives h>(kM+3)T/3 > €, where h7, is defined in (16).
The third part of Lemma 3.2 ensures that f;’s are U-Lipschitz continuous gradient, and the first part shows

2 2
Ildo]| < 16507 6T7
MU — U

f(0) —inf f(z) +

Therefore we obtain

£(0) — inf, f(z) + Lol ¢
r= ( 165072 MU) e (130)
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A B c O

% + 1 distance

Fig. 9: The path-star graph used in our construction.

Summarizing the above argument, we have

2

£(0) — inf, f(z) + 1ol) 7

t2M+3T2M+3 ( MU) 1
3 3 165072

By noting that for path graph £(G) > 1/M?2, this completes the proof. Q.E.D.

G. Generalization

1) Uniform L;, Fixed D and M: 1In this subsection, we would like to generalize Theorem 3.1 to a slightly wider class of
networks (beyond the path graph used in our construction). Towards this end, consider a path-star graph shown in Fig. 9.
The graph contains a path graph with D — 1 nodes, and the remaining nodes are divided into D — 1 groups, each with either
|[M/(D—-1)—1] or [M/(D—1)—1]+1 nodes, and each group is connected to the nodes in the path graph by using a star
topology. We have the following corollary to Theorem 3.1.

Corollary 10.1: Let U € (0,1) and € be positive, and fix any D and M such that D < M — 1. For any algorithm in class
A or A', there exists a problem in class 7?{]‘/1 and a network in class N3, so that to achieve accuracy h} < e, it requires at
least the following number iterations

o lldo?
o | (O -ntiw U
-3 165072

Alternatively, the above bound can be expressed as the following

7@ | (£0) it f(a) + Y0

3/2(0) 165072 ‘

Proof. Fix any D and M such that D < M — 1, we can construct a path-star graph as described in Fig.9, whose diameter
is D.

To show the lower bounds for such a graph, we split all M nodes into three sets A, B, C based on the main path, each with
M nodes (assume M is a multiple of 3), where 4 and C has minimum % distance (assume D — 1 is a multiple of 3). Then

3
we construct the component functions h;’s as follows.

LT/2]
O(zi,1) +3 Y O(x;,2)), icA
j=1
hi(zi) = { O(z;,1), ieB (131)
LT/2]
O(zi, 1) +3 Y O(x;,2j+1), i€C
j=1

Since the graph has diameter D in the above construction, and the distance between any two elements in .4 and C is at least
% (assume D — 1 is a multiple of 3), by a similar step in Lemma 3.5 we can conclude that we need at least ( % +1)T
iterations to achieve x;[T"] # 0. By applying (130), we can obtain the desired result.
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To show the second result, note that from (24) we have

1
Ei:diD > D) (132)

For the path-star graph under consideration, we have

> di=2D-1)-2+M<3M

so the following holds: /
D/3M
D*> 1
N Amin(‘c)
The desired result is then immediate. Q.E.D.

Finally, for the problem class with non-uniform Lipschitz constants, we can extend the previous result to any network in
class NV (by properly assigning different values of L;’s to different nodes). In this case the lower bound will be dependent on
the spectral property of £ as defined in (22) (expressed below for easy reference)

L:=L'"2FTKFL™/2, (133)

H. Sketch of Proof for Corollary 3.1

To prove this result, we select the values of the coefficient set {L;}},, so that the “effective” network topology becomes
a path. In particular, for any given network in A/, we can construct local functions as follows: First, along the longest path
of size D, we distributed the functions into three sets A, B,C, where A and C denotes the first and last % nodes on the path
respectively, and B denotes the rest nodes on the path. Second, for the rest of the functions not on the path, denoted as set D,
set their local functions to zero (or equivalently, set the corresponding L;’s to zero). Then, the local function belongs to each
set can be expressed as:

L7/2]

M 3M
—O(xi, 1)+ — > O(xs,2)), icA
D D
M .
hi(ws) = 4 D O@i L ieB (134)
|7/2
M 3M
=O(x;, 1)+ — > O(x;,2j+1), ieC
D D
0, i€D

This way the network reduces to a path graph. Note that the Lipschitz constant for the gradient of h(y) = 7 Zf\il hi(y) is

still 1, and we can use the similar constructions and proof steps leading to Theorem 3.1 to prove the claim.
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