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ABSTRACT

Radiative transfer calculations are conducted to determine the contribution of temperature and water
vapor anomalies toward the surface clear-sky downward longwave radiation (DLR) anomalies of the NAO.
These calculations are motivated by the finding that the NAO’s skin temperature anomalies are driven pri-
marily by changes in surface DLR. The clear-sky radiative transfer calculations follow the result that the
clear-sky surface DLR anomalies can account for most of the all-sky surface DLR anomalies of the NAO. The
results of the radiative transfer calculations prompt an analysis of the thermodynamic energy and total column
water (TCW) budget equations, as water vapor and temperature anomalies are found to be equally important
drivers of the surface DLR anomalies of the NAO. Composite analysis of the thermodynamic energy
equation reveals that the temperature anomalies of the NAO are wind driven: the advection of climatological
temperature by the anomalous wind drives the NAO’s temperature anomalies at all levels except for those in
the upper troposphere—lower stratosphere where the advection of anomalous temperature by the climato-
logical wind becomes dominant. A similar analysis of the TCW budget reveals that changes in TCW are driven
by water flux convergence. In addition to determining the drivers of the temperature and TCW anomalies, the
thermodynamic energy and water budget analyses reveal that the decay of the temperature anomalies occurs
primarily through vertical mixing, and that of the water anomalies mostly by evaporation minus precipitation.

1. Introduction

An analysis of the surface energy balance was con-
ducted in Clark and Feldstein (2019, hereafter Part I)
to determine what drives the skin temperature anomaly
pattern associated with the North Atlantic Oscillation
(NAO), one of the most dominant atmospheric tele-
connection patterns observed in the Northern Hemi-
sphere (e.g., Wallace and Gutzler 1981; Benedict et al.
2004; Franzke et al. 2004; Riviere and Orlanski 2007,
Woollings et al. 2008). It was determined, from an anal-
ysis of each term in the surface energy balance equation,
that the skin temperature anomaly pattern of the NAO
(which is characterized by four pronounced anomalies
that overlie Greenland, Europe, the United States, and
North Africa) is driven primarily by surface downward
longwave radiation (DLR), with surface sensible and
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latent heat fluxes also playing a role over the ocean. This
result is consistent with previous studies on NAO events
associated with Ural blocks (e.g., Gong and Luo 2017,
Luo et al. 2017, 2019), which, like the NAO events dis-
cussed in Part I, are associated with high-latitude surface
DLR anomalies. However, the question of what causes
the surface DLR anomalies associated with the NAO is
largely unanswered. While it is known that surface DLR
anomalies can arise from changes in cloud cover (liquid
water and ice), atmospheric temperature, and water va-
por concentration, the contribution of anomalies in each
of these variables toward the surface DLR anomalies
remains uncertain.

Conceptually, one can understand how cloud fraction,
atmospheric temperature and water vapor anomalies
independently contribute to surface DLR anomalies by
considering a Reynold’s decomposition of the quan-
tity T, which can be taken to represent the surface
DLR beneath an idealized single-layer isothermal
and homogeneous atmospheric column with temper-
ature 7 and emissivity &, where o denotes the Stefan—
Boltzmann constant. Letting the subscript M denote
a time average and A the deviation therefrom, the
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surface DLR anomaly beneath this idealized atmo-
spheric column can be written as
AF}y = eoT* —[eaT"],, = Ae[aT*

]M + eMA[a'T4]

+ AeA[oT*] — {ASA[O‘T4]}M. 1

Therefore, according to (1), the surface DLR anoma-
lies AFLlW beneath an idealized single-layer atmospheric
column can be caused by 1) emissivity anomalies Ag that
interact with the climatological atmospheric temperature
[0T*]p, 2) atmospheric temperature anomalies A[oT™]
that interact with the climatological emissivity &,,, and
3) a nonlinear term representing the interaction between
the emissivity anomalies Ae and atmospheric tem-
perature anomalies A[oT*]. For this idealized homo-
geneous atmospheric column, cloud fraction and water
vapor anomalies contribute to Ae whereas atmospheric
temperature anomalies contribute to A[oT*].

Although a Reynold’s decomposition of the surface
DLR anomalies is complicated by the fact that the real
atmosphere is not homogeneous or isothermal, one can
consider the atmosphere to be composed of many shal-
low homogeneous isothermal layers, indexed i, with
emissivity ¢; and temperature 7}, for which the emission
of DLR from each individual atmospheric layer is ap-
proximately &0 T?. Then the surface DLR anomalies
below the atmosphere can be decomposed similarly to
(1), following a Reynold’s decomposition of each in-
dividual atmospheric layer i. Therefore, although (1)
strictly applies to surface DLR anomalies below an
idealized atmospheric column, (1) can be conceptually
used to understand the surface DLR anomalies below
the atmosphere.

The role that emissivity has on altering the surface
DLR over the Arctic has been investigated in many
previous studies, from which it has been shown that
poleward moisture fluxes play a prominent role (e.g.,
Woods et al. 2013; Woods and Caballero 2016). These
moisture fluxes have also been connected to Arctic
amplification (e.g., Gong et al. 2017) and sea ice decline
(e.g., Francis and Hunter 2006; D-.S. R. Park et al. 2015;
H-.S. Park et al. 2015; Gong and Luo 2017; Woods and
Caballero 2016) through changes in surface DLR. How-
ever, while many previous studies qualitatively examine
the role that changes in emissivity have on surface DLR
over the Arctic, relatively few studies conduct a full,
quantitative treatment of the radiative transfer, per-
haps because radiative transfer calculations can be com-
putationally cumbersome.

To quantitatively determine the contribution from
changes in clouds, atmospheric temperature, and
water vapor to surface DLR anomalies, radiative transfer
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calculations are necessary. As an example of this ap-
proach, in the recent study of Sokolowsky et al. (2019,
manuscript submitted to J. Climate), they used the Rapid
Radiative Transfer Model (RRTM; Mlawer et al. 1997)
to ascertain the contributions from all three phases of
water and atmospheric temperature to changes in sur-
face DLR at Barrow, Alaska (now known as Utqiagvik).
Although for a region outside that directly impacted by
the NAO, the radiative transfer calculations conducted
by Sokolowsky et al. (2019, manuscript submitted to
J. Climate) indicate that the contributions to changes in
surface DLR by atmospheric temperature, water vapor,
liquid water, and ice are similar during intrusions of
warm, moist air.

To more fully understand the contribution to the
NAO’s surface DLR anomaly pattern by temperature
and emissivity anomalies, in this study, we conduct
radiative transfer calculations using RRTMG (Iacono
et al. 2008), which is an updated version of RRTM that
is utilized in the European Centre for Medium-Range
Weather Forecasts (ECMWF) reanalysis model. It
should be noted that RRTMG is faster than RRTM and,
in this study, it is utilized to conduct radiative transfer
calculations globally (i.e., at all grid points) and daily
with the aim to determine the drivers of the NAO’s sur-
face DLR anomalies. These extensive radiative transfer
calculations are complemented by an examination of the
thermodynamic energy and total column water (TCW)
budget equations associated with the NAO, in order
to glean further insights into the physical processes
that give rise to the atmospheric temperature and emis-
sivity anomalies that drive the surface DLR anomalies of
the NAO, and therefore the NAQO’s skin temperature
anomalies.

As discussed in Part I, the surface air temperature
anomalies (at the lowest level of the ECMWF reanalysis
model) associated with the NAO are driven by the
advection of the climatological temperature field by
the anomalous wind field, consistent with presumptions
based on sea level pressure anomaly maps (e.g., Walker
and Bliss 1932; van Loon and Rogers 1978; Rogers and
van Loon 1979; Wallace and Gutzler 1981; Watanabe
2004; Woollings et al. 2008), and decay largely due to
longwave radiative heating/cooling. However, because
the entire atmospheric temperature profile contributes
to DLR anomalies at the surface, the results of Part I
are not enough to understand the role that atmospheric
temperature anomalies have on the NAO’s surface
DLR anomaly pattern. To assess the role that atmospheric
temperature anomalies have on the NAQO’s surface DLR
anomaly pattern, it is necessary to consider not only
surface air temperature anomalies, but also temper-
ature anomalies that develop throughout the depth of
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the entire atmosphere. Therefore, in this study, we
extend the thermodynamic budget analysis of Part I
to include an examination of temperature anomalies
throughout the depth of the entire troposphere and
lower stratosphere.

This manuscript is organized as follows. Section 2
documents the data and methods used in this study, in-
cluding an overview of the radiative transfer calculations
that are conducted and a summary of the budget equations
that are used. Section 3 contains the results, including
a decomposition of the relative roles of water vapor,
temperature, and clouds toward the DLR anomalies of
the NAO and an analysis of the thermodynamic energy
and TCW budgets. A summary of the main conclusions
is provided in section 4.

2. Data and methods

For this study, data from the ECMWF interim re-
analysis (ERA-Interim; Dee et al. 2011) and the Japanese
55-year Reanalysis (JRA-55; Kobayashi et al. 2015) are
utilized from 1979 to 2012 on a 2.5° X 2.5° grid with a
focus on the winter months of December—February (DJF),
the season in which the NAO is most active (e.g., Barnston
and Livezey 1987). Daily (0000 UTC) data are used for the
thermodynamic energy budget analysis, whereas 6-hourly
data are used for the TCW budget analysis. Unless stated
otherwise, all quantities examined in this study are
deseasonalized by subtracting the first 10 harmonics
of the calendar-day mean. This includes 6-hourly data,
for which a different seasonal cycle is defined for and
subtracted from 0000, 0600, 1200, and 1800 UTC. All
composites shown in this study use the same NAO
events that are discussed in Part I.

a. Radiative transfer calculations

To determine the contributions that water vapor and
temperature anomalies have on the NAO’s surface DLR
anomaly pattern, radiative transfer calculations are con-
ducted with RRTMG (Mlawer et al. 1997; Tacono et al.
2008) under clear-sky conditions. The clear-sky surface
DLR is defined as the surface DLR that would result if
there were no clouds, but with the atmospheric temper-
ature profile and concentration of all gases remaining the
same. Clouds are neglected from our radiative trans-
fer calculations because, as we will show, the clear-sky
surface DLR can account for most of the all-sky (clouds
included) surface DLR (Fig. 1).

To isolate the role of water vapor and temperature
anomalies toward the surface clear-sky DLR anomalies,
we conduct two types of RRTMG experiments. The aim
of the first experiment with RRTMG is to determine the
impact of anomalies in radiatively active gases (primarily
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water vapor; see online supplemental material) on sur-
face DLR. For this purpose, we calculate

RRTMG(g, T) - RRTMG(g, T), 2)
where overbars denote the smoothed seasonal cycle and
the quantities g and 7 are inputs into RRTMG that re-
spectively represent the concentrations of radiatively
active gases and the atmospheric temperature profile.
All quantities inputted into RRTMG are taken from
0000 UTC ERA-Interim data in the model hybrid
sigma—pressure coordinate system. More details about
how RRTMG is initialized is included in section 1 of
the supplemental material. As a final step, (2) is desea-
sonalized and then composited based on the NAO events
of Part I.

An analogous experiment is conducted to deter-
mine the role that atmospheric temperature anoma-
lies have on the clear-sky surface DLR anomalies of
the NAO:

RRTMG(g, T) — RRTMG(g, T), 3)
where, again, this difference is deseasonalized and
composited for the NAO events of Part I. The clear-sky
surface DLR [i.e., RRTMG (g, T)] is also calculated
using RRTMG, and the results are deseasonalized and
composited. Extensive comparisons indicate that our
clear-sky calculations using RRTMG are an excellent
match with the ERA-Interim accumulated clear-sky
surface DLR data (Figs. S1-S3 in the online supple-
mental material; note also the similarity between Fig. 1,
second row, and Fig. 2, first row).

b. The thermodynamic energy equation

As noted earlier, to better understand the contribution
to the surface DLR anomalies by atmospheric tempera-
ture anomalies at all levels in the atmosphere, it is helpful
to examine the thermodynamic energy budget (here in
pressure coordinates; e.g., Holton and Hakim 2013, p. 69),

£: —u-VT+S w+g+Res,
ot p c,

4)

where u, T, and w are horizontal wind, temperature, and
vertical velocity (Pas™!), respectively. The parameter
S, = —(T/6)(96/9p) denotes static stability, where 6 is
potential temperature and p is pressure; Q is diabatic
heating and Res is a residual that represents horizontal
diffusion (which is included in the reanalysis model, but
not in the model output), numerical error, and an analysis
increment (e.g., Trenberth et al. 2011). The gradient
operator acts only horizontally along constant pres-
sure surfaces.
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ERA Interim: Downward Longwave Radiation Anomalies
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FIG. 1. Composites of (top) surface all-sky downward longwave radiation anomalies and (middle) surface clear-sky downward radiation
anomalies for the (left) positive and (right) negative phases of the NAO. (bottom) The top row minus the middle row. All quantities are
taken from ERA-Interim. Stippling denotes statistical significance at p < 0.10. The clear-sky downward longwave radiation is determined
by subtracting the net all-sky surface longwave radiation from the net clear-sky longwave radiation, and then adding to the result the all-
sky downward longwave radiation, using the property that, at the surface, the upward clear-sky longwave radiation is equal to the upward

all-sky longwave radiation.

Each term on the right-hand side (rhs) of (4) is com-
puted with daily (0000 UTC) data on 23 vertical pressure
levels from 1000 to 200 hPa, with the exception of diabatic
heating, which is explicitly provided by ERA-Interim.
The diabatic heating term is interpolated from hybrid
sigma—pressure coordinates to pressure coordinates and
is composed of longwave radiational heating (shortwave
radiational heating is found to be negligible in the do-
mains examined in this study), and the sum of latent
heating and vertical mixing, where the sum of latent
heating and vertical mixing is determined as in Part I
[(5)], following Fueglistaler et al. (2009). We then repeat
the analysis of this budget using diabatic heating pro-
vided by JRA-55, which includes separate values for the
large-scale condensational heating, convective heating,
and vertical mixing. These quantities are represented as
daily means that are interpolated from a 1.25° X 1.25° grid
to a2.5° X 2.5° grid to match the resolution of the other
variables.

Asnoted in Part I, the diabatic heating terms provided
by ERA-Interim and JRA-55 are heavily dependent on
the parameterization schemes that are used in the re-
analysis and are thus likely to contain errors resulting
from the misrepresentation of subgrid-scale processes.

Errors are particularly likely for terms in (4) that depend
on cloud parameterizations, such as latent heating and
radiative heating rates. For example, Prenni et al. (2007)
showed that the misrepresentation of clouds by regional
climate models likely causes large errors in surface DLR
over the Arctic. However, as we will be discussed in
section 3b, the ERA-Interim and JRA-55 diabatic
heating datasets are consistent with each other, which
gives us more confidence in the values of the diabatic
heating data. Nevertheless, the reader is advised to con-
sider possible shortcomings in the diabatic heating data.

The evolution of the temperature anomalies is given by

T _ = —
aa_t:(—u'-VT+u’-VT)+(—ﬁ-VT’+ﬁ~VT/)

+(—u-VT'+uw -VT)+(—u-VT +u-VT)
+[S,0] + [Cg} + Res/, 3)
P

where the primes denote the deviation from the smoothed
seasonal cycle (see Part I for more details about the
advection terms). Each term in (5) is composited and
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RRTMG: Downward Longwave Radiation Anomalies
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FIG. 2. (top) Composites of surface clear-sky downward longwave radiation anomalies, calculated using the Rapid Radiative Transfer
Model (RRTMG; lacono et al. 2008), for the (left) positive and (right) negative phases of the NAO. Also shown are the contribution to the
clear-sky downward longwave radiation anomalies shown in the top row by (second row) water vapor anomalies and (third row) tem-
perature anomalies, separated using the method described in section 2a. (bottom) The sum of the second and third rows. Stippling denotes

statistical significance at p < 0.10.

spatially averaged over the domains outlining the major
anomalies in Fig. 1 (see Table 1 for the precise ranges).
The individual terms on the rhs of (5) are then inte-
grated forward in time on all vertical levels, similar to
the manner outlined in Seo et al. (2016), with a time
step of 1 day. The integrations are initiated at lag
day —10 over Greenland and Europe and at lag day —5
over the United States and North Africa (at grid points
above the surface).

c. Total column water budget equation

To further understand the processes that drive the
surface DLR anomalies of the NAO, in particular, the
contribution to the surface DLR anomalies by clouds
and water vapor, a TCW budget equation is examined:

1o JPVWd _Epop- EJPXV(uW)d "4 Res
gat P glo b ’

0
(6)

where the residual includes the surface boundary term
(e.g., Seager and Henderson 2013), numerical error,
horizontal diffusion (which is included in the reanalysis
model), and an analysis increment (e.g., Trenberth
et al. 2011). This form of the water budget equation
states that the anomalous TCW (left-hand side) can be
altered through changes in the anomalous evaporation
E’, precipitation P’, and the vertical integral of water
flux convergence [(1/g)[0"V - (uW)dp]'. Each term in
(6) is explicitly provided in some form by the ERA-
Interim dataset, with the exception of processes in-
cluded in the residual term.

TABLE 1. Domains of the major temperature anomalies.

Domain

55°-85°N, 20°-75°W

45°-85°N, 5°W-60°E
30°-50°N, 75°-110°W
5°-35°N, 10°W-30°E

Region
Greenland and Baffin Bay
Europe and the Barents and Kara Seas

United States
Northern Africa
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TABLE 2. Domain-averaged surface downward longwave radiation anomalies (W m ™~ 2).
ERA-Interim RRTMG
Region All sky Clear sky Clear sky Water vapor Temperature
Positive NAO
Greenland and Baffin Bay —14.48 —-10.92 —10.54 —5.07 —6.17
Europe and the Barents and Kara Seas 9.51 7.50 7.02 3.41 3.92
United States 420 412 3.61 1.57 2.52
Northern Africa —3.30 —3.78 —3.22 —0.78 —2.52
Negative NAO
Greenland and Baffin Bay 12.98 12.02 11.42 5.06 7.33
Europe and the Barents and Kara Seas —9.33 —7.74 —7.29 —-3.29 —4.44
United States -1.97 -1.76 —0.98 —0.83 —0.14
Northern Africa 3.30 3.77 333 1.01 2.47

To examine this budget, 6-hourly data of TCW, wa-
ter flux convergence, evaporation and precipitation are
composited. Then each term is integrated forward in
time from lag day —15 to lag day +15 at each grid point
with a 6-h time step. Note that the lag at which the
water budget integration is initiated is different from
the lag at which thermodynamic budget integration is
initiated because, unlike the thermodynamic budget
integration, the water budget integration has a small
residual term even when initiated at early lags.

Itisimportant to note here as well, that the evaporation
and precipitation terms in the water budget equation are
also strongly dependent on the parameterization schemes
used in reanalysis models and, as such, are likely to
contain errors. In fact, the values of TCW can vary
among different reanalyses (Schroder et al. 2016), sug-
gesting that the results to be presented in this study may
be somewhat dependent on the dataset that is used.
Nevertheless, for January precipitation, for a station
within the NAO region, Weedon et al. (2014) found a
good match between the ERA-Interim data and both
Climate Research Unit (CRU) and Global Precipitation
Climatology Project (GPCP) data. Similarly, for synoptic-
scale cloud cover at the same location, Weedon et al.
(2014) found good agreement between ER A-Interim data
and observations. In addition, Balsamo et al. (2015) found
that the ERA-Interim precipitation is close to that of
GPCP within the extratropics.

3. Results
a. Radiative transfer calculations

Figure 1 displays the ERA-Interim surface DLR
anomaly pattern associated with the NAO, which, for
both NAO phases, is characterized by four pronounced
anomalies, consistent with previous findings (e.g., Gong
and Luo 2017; Luo et al. 2017, 2019). However, it has not
been previously noted (to the best of our knowledge)

that the all-sky surface DLR anomaly pattern of the
NAO can be explained mostly by clear-sky surface DLR,
as evidenced by the similarity in the spatial pattern and
amplitude of the anomalies in the first two rows of Fig. 1.
In fact, the difference between the all-sky and clear-sky
surface DLR anomaly composites, shown in the third row
of Fig. 1, suggests that the effect of clouds on the NAO’s
surface DLR anomalies is mainly confined to the Arctic
and is small relative to the contribution by clear-sky
surface DLR. Clouds, however, do amplify the surface
DLR anomaly pattern of the NAO, consistent with the
findings of Trigo et al. (2002). Specifically, the difference
shown in the third row of Fig. 1 indicates that clouds
amplify the surface DLR anomalies in the vicinity of
Greenland and Europe.

A decomposition of the clear-sky surface DLR anom-
aly pattern using (2) and (3) is shown in Fig. 2. Concep-
tually, row 2 of Fig. 2 can be thought of as the first term on
the rhs of (1) while row 3 of Fig. 2 can be thought of as the
second term on the rhs of (1). Recall that the reanalysis
clear-sky values shown in Fig. 1 represent 24-h accumu-
lated daily averages (see Part I) whereas the RRTMG
calculations shown in Fig. 2 represent instantaneous
values at 0000 UTC. Therefore, although the match
between row 1 of Fig. 2 and row 2 of Fig. 1 is not perfect,
the match is good enough to justify our use of RRTMG.
Further justification for the use of RRTMG is provided
in the supplemental material.

The results shown in Fig. 2 suggest that water vapor
and temperature anomalies have approximately equal
contributions to the clear-sky surface DLR anomaly
pattern of the NAO, particularly over high latitudes.
However, over low-latitude regions (North Africa and
the eastern United States), the contribution by tem-
perature anomalies toward the clear-sky surface DLR
appears to be greater than that from the water vapor
anomalies. In Table 2, we display the domain-averaged
contributions to the surface DLR anomalies of the NAO
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by the all-sky and clear-sky anomalies from ERA-
Interim, and by the clear-sky, water vapor, and temper-
ature anomalies from RRTMG. The values in Table 2
reiterate many of the conclusions summarized above.

The bottom row of Fig. 2 shows the summation of the
temperature and water vapor anomaly contributions to
the clear-sky surface DLR anomalies (i.e.,row 2 + row 3
of Fig. 2), which is very similar to the clear-sky surface
DLR anomaly pattern of the NAO (Fig. 2, top row). The
similarity between rows 1 and 4 in Fig. 2 validates the
method that we have employed to separate the role of
temperature and water vapor anomalies toward the clear-
sky surface DLR anomalies. Furthermore, the simi-
larity between rows 1 and 4 in Fig. 2 suggests that
the nonlinear term in (1) is small. Indeed, Fig. S4
(supplemental material) shows that the difference
between rows 1 and 4 of Fig. 2 [which can conceptu-
ally be thought of as the nonlinear term in (1)]
is substantially smaller than the linear terms (rows 2
and 3 of Fig. 2).

b. Thermodynamic energy equation

Following the finding above that temperature anoma-
lies make an important contribution to the surface DLR
anomalies of the NAO, in this subsection, the processes
that drive the temperature anomalies of the positive
NAO, throughout the atmospheric column, are examined.
The analysis presented below is conducted for the pos-
itive phase of the NAO only, for the sake of brevity, but
the conclusions hold as well for the negative phase of
the NAO.

The evolution of the temperature anomalies over
Greenland, Europe, the United States, and North Africa
(see Table 1 and the boxes in Fig. 1) is shown in Fig. 3
as a function of lag day and pressure. Upon examination
of Fig. 3, it is evident that the high-latitude anomalies
over Greenland and Europe extend from the surface to
upward of 300 hPa at lag day 0 (Fig. 3, top row), whereas
the anomalies that overlie the mid- and low-latitude re-
gions are weaker and shallower. Specifically, the anom-
alies that overlie the United States and North Africa are
confined mostly to below about 500 hPa.

An integration of the rhs of (5) is shown in the bottom
row of Fig. 3, which matches well with the temperature
anomalies shown in the top row of Fig. 3, thereby
enabling us to determine the contribution of each
term in (5) toward the temperature anomalies. Rows
2-5 of Fig. 3 respectively show the contributions to the
temperature anomalies over each region by horizontal
temperature advection, S,w, horizontal temperature
advection + S,w, and diabatic heating.

Comparing the top row of Fig. 3 with the remaining
rows of Fig. 3 leads to the following conclusions:
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1) Horizontal temperature advection drives the anom-
alies over each region. For example, over Greenland,
horizontal temperature advection contributes to a
temperature change of at least 10 K near the surface
between about lag day —5 and lag day +10, whereas
over Europe the contribution is less at about 4K,
most of which takes place between lag day —2 and lag
day +4. Over the United States, the cooling that is
observed between lag day —5 and lag day O is also
caused by horizontal temperature advection along with
the temperature maximum observed over the United
States at lag day +2.

2) The term S,w opposes horizontal temperature advec-
tion over each region, especially above 500 hPa, con-
sistent with expectations based on the quasigeostrophic
omega equation (e.g., Holton and Hakim 2013,
p- 198; Vallis 2017, p. 192), as the vertical motion
acts to maintain thermal wind balance. This can-
cellation is most clearly shown by the sum of the
horizontal temperature advection and S,w (fourth
row in Fig. 3), which makes a smaller contribution
to temperature change than does the horizontal tem-
perature advection alone, especially in the middle and
upper troposphere.

3) Below about 700 hPa, horizontal temperature ad-
vection is opposed mainly by the sum of all diabatic
heating terms (although less so for Europe), consis-
tent with results presented in Part I, where it was
shown that longwave radiative heating/cooling ac-
counted for the decay of the temperature anomalies
on the lowest reanalysis model level.

Because the temperature anomalies throughout the
atmospheric column are driven primarily by horizontal
temperature advection, as noted above, we conclude
that the temperature-driven contribution to the surface
DLR anomalies (third row of Fig. 2) is ultimately caused
by horizontal temperature advection. However, because
horizontal temperature advection is strongly opposed by
diabatic processes, we also investigate each of the dia-
batic processes separately. In particular, it is of in-
terest to understand the diabatic processes that drive
the decay of the temperature anomalies because the pro-
cesses that drive the decay of the temperature anomalies
ultimately contribute to the decay of the surface DLR
anomalies.

An examination of the terms that compose the dia-
batic heating shows important differences compared to
what is seen at the level nearest to the surface (analyzed
in Part I), where horizontal temperature advection is
opposed primarily by the longwave heating/cooling. At
levels farther above the surface, as shown in Fig. 4, the
contribution to temperature change by the sum of the
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latent heating and vertical mixing is much larger than
that by longwave heating/cooling.

We also examine the height dependence of longwave
heating/cooling and vertical mixing + latent heat release
on model levels (see Fig. 5). The vertical profiles in Fig. 5
are shown on model levels rather than on pressure levels
because model level data can reveal details that cannot
be seen in the relatively coarse-resolution data of pres-
sure coordinates. Upon examination of Fig. 5, it is evi-
dent that longwave heating/cooling dominates the sum
of latent heating and vertical mixing only over model
levels very near the surface at k = 59 and k = 60 (the
second-lowest and lowest model levels; altitudes in-
dicated in the figure caption) over Greenland and
Europe. At higher levels, vertical mixing dominates
longwave heating/cooling. However, the vertical pro-
files over the United States and North Africa are more
complicated. While it is beyond the scope of this study
to precisely determine the processes that drive the regional
and vertical variations in the longwave heating/cooling and
vertical mixing terms over each region, we provide some
plausible explanations.

To understand the vertical profiles of the anomalous
longwave heating/cooling over each region, which usu-
ally peak near or at the lowest model level (Fig. 5), we
hypothesize that emission of longwave radiation can
be explained by the vertical profiles of climatological
temperature and specific humidity, and anomalous
temperature. Following the notation used for (1), this

hypothesis can be understood if —g0T* is taken to be
the emission of longwave radiation within an atmo-
spheric layer. For a small temperature anomaly AT,
the anomalous longwave heating/cooling can be ap-
proximated to first order by —4gcT°AT. We expect
the emission of longwave radiation to be maximum
where € and T are largest, while the sign of the emis-
sion of longwave radiation is determined by the sign of
AT. Over most regions, we find that the climatological
specific humidity tends to maximize at the lowest model
level (not shown), which suggests  is also largest near
the surface, and the largest values of T occurs be-
tween levels 56 and 59 (not shown). Also, it is found
that the sign of AT is the opposite to that of the longwave
heating/cooling at all levels for three of the four do-
mains, the exception being the United States, where the
anomalies are much smaller (not shown). These findings
suggest that the vertical structure of the longwave
heating/cooling in Fig. 5 can be understood from the
vertical profiles of €, T, and AT.

In Figs. 4 and 5, it is unclear whether the sum of ver-
tical mixing and latent heat release is dominated by la-
tent heating or vertical mixing. Because ERA-Interim
does not separately store latent heat release and verti-
cal mixing, we cannot compare latent heat release and
vertical mixing with that dataset. However, this question
can be addressed with JRA-55 data, since that reanalysis
dataset does provide separate daily values of vertical
mixing, convective heating and large-scale condensational
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tistical significance at p < 0.10 is marked with X.

heating. Comparison between ERA-Interim and JRA-55
diabatic heating terms shows that the sum of latent heat-
ing and vertical mixing is very similar between the two
datasets (cf. Fig. 4, top row, and Fig. 6, bottom row). This
result gives us confidence that JRA-55 data can be used to
determine the separate contributions from vertical mixing
and latent heat release for the temperature changes
associated with the NAO.

The contribution to temperature change by each of
these three diabatic heating terms (condensational heat-
ing, convective heating, and vertical mixing), as well as

their sum, is shown in Fig. 6, from which we can see that
the vertical mixing is the dominant diabatic process con-
tributing to the decay of the temperature anomalies,
because of cancellation between the convective and large-
scale condensational heating (cf. the third and fourth rows
of Fig. 6). However, over Europe, it should be noted that
the diabatic heating appears to be dominated by the sum
of convective and large-scale condensational heating
(cf. the first, second, and fourth rows of Fig. 6).

The vertical profiles of the strength of the vertical
mixing for the different regions in Fig. 5 may depend in
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part on the static stability and vertical wind shear, as these
quantities can impact the Richardson number. Therefore,
we investigated the vertical profile of both temperature
and wind shear (not shown) and found that the daily
mean vertical temperature profile is stable near the
surface over all four regions, especially over Greenland
and Europe where a strong inversion is present dur-
ing both day and night in the winter. This can explain
why mixing is weakest at the lowest model level over
Greenland and Europe. However, over North Africa,

mixing is stronger near the surface likely because
we find that the nighttime inversion over this region
breaks during the daytime (not shown), allowing for
the development of stronger vertical mixing. Consis-
tently, we find that the boundary layer depth over North
Africa is much greater in the daytime than during
nighttime (not shown). Overall, we conceptualize the
above finding that vertical mixing contributes to the
decay of the temperature anomalies in Figs. 4 and 5 by
considering flux-gradient theory (see Part I), where
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the vertical mixing is treated as being proportional to
9%0/0z%, where 6 is a time-averaged potential temperature
and z is height. An examination of the sign of 4%0/9z>
composited over each of the four regions as a function of
height (not shown) supports the above conceptualization.

To conclude our examination of the thermodynamic
energy budget, in Figs. 7 and 8, we consider the different
terms (derived in Part I) that compose anomalous hor-
izontal temperature advection, because it is of interest
to determine whether the surface DLR anomalies are
driven by the anomalous wind field of the NAO. The terms
that compose the anomalous horizontal temperature ad-
vection are 1) the advection of climatological temperature
by the anomalous wind (—u' - VT +w’ - VT), 2) the ad-
vection of anomalous temperature by the climatological
wind (—u- VT’ +u - VT"), 3) the advection of anomalous
temperature by the anomalous wind (—u’ - VT" +u’ - VT’),

and 4) a small term (—u-VT +u-VT) that we omit
from subsequent figures. Each of these terms uniquely
contributes to the evolution of temperature anomalies
of the NAO. We summarize their contributions below.

1) The advection of the climatological temperature by
the anomalous wind makes the largest contribution
to the anomalous horizontal temperature advection.
Throughout most the atmospheric column, extending
from the surface to about 300 hPa, the temperature
anomalies associated with the NAO are produced by
the circulation anomalies that characterize the NAO,
consistent with presumptions of Wallace and Gutzler
(1981) and the findings of Thompson and Wallace
(2000). However, this finding seems to be inconsis-
tent with Diao et al. (2015), who argue that the ad-
vection of the submonthly (7-31 day) temperature
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anomalies by the submonthly wind anomalies drives
the NAQO'’s surface air temperature anomalies. None-
theless, we find the quantity (—u’-VT +w - VT)
(Fig. 7, top row) to be greater than (—u - VT +u - VT)
(Fig. 3, second row) suggesting that one or more of the
other horizontal temperature advection terms must
oppose the quantity (—u’ - VT +w’ - VT).

The nonlinear term, that is, the advection of
anomalous temperature by the anomalous wind
(—v'-VT'+w -VT") (Fig. 7, third row), shows
strong opposition to the advection of the climato-
logical temperature by the anomalous wind (Fig. 7,
top row). This finding is consistent with several studies
showing that transient eddy heat fluxes tend to damp
zonal asymmetries in the horizontal temperature field
of both stationary eddies (Lau and Wallace 1979; Lau
and Holopainen 1984; Held et al. 2002) and low-
frequency anomalies (Pan et al. 2006). Throughout
the troposphere, we find the anomaly patterns of
(—w-VT' +w -VT') and (—u’ - VT +u’ - VT) to be
negatively correlated (supplemental material, Fig. S5).
The advection of the climatological temperature by
the anomalous wind is characterized by a quadrupole
pattern that projects positively onto the NAQO’s
surface air temperature (SAT) anomaly pattern at
lag day O (top-left panel of Fig. 8), which is ex-
pected based on the strength and direction of the
winds relative to the climatological temperature
gradient (e.g., Wallace and Gutzler 1981, their Fig. 1).

2)

3)

Consistent with Thompson and Wallace (2000),
the quantity (—uw - VT +w - VT) is dominated by
the zonal component (Fig. S6).

In the upper troposphere and lower stratosphere
(between 300 and 200 hPa, for all four regions), the
advection of anomalous temperature by the clima-
tological wind (—u- VT’ +u-VT’) dominates hor-
izontal temperature advection (cf. the second row
of Fig. 7 and the second row of Fig. 3), perhaps
because the climatological wind in the upper tropo-
sphere and lower stratosphere is sufficiently strong such
that the contribution to advection by the anomalous
wind is comparatively small.

The advection of anomalous temperature by the
climatological wind (top-right panel of Fig. 8) causes
warming downstream of the positive temperature
anomalies and cooling downstream of the negative
temperature anomalies. We schematically conceptu-
alize this observation in Fig. 9.

4)

5)

In summary, the results of the thermodynamic energy
budget reveal a variety of interesting relationships be-
tween horizontal temperature advection and the other
terms in (5). First, in the lower troposphere, where the
large-scale vertical air motions are presumably small,
S,w is small and therefore the vertical mixing term op-
poses horizontal temperature advection. The exception
is in the lower troposphere, at the level nearest to the
surface, where, as shown in Part I, it is the longwave

heating/cooling that opposes the horizontal temperature
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FIG. 9. Temperature anomaly composite on lag day 0 at 750 hPa (colors) for the positive
phase of the NAO, with the DJF climatology of geopotential height overlaid (solid lines). The
sign of the impact of the advection is denoted by the words “Warming” or “Cooling.”

advection. Second, in the middle and upper troposphere,
where the large-scale vertical motions are not small,
vertical mixing is relatively small and S,w opposes
horizontal temperature advection, consistent with
quasigeostrophic theory. Finally, throughout the en-
tire troposphere, the nonlinear advection term opposes
the advection of the climatological temperature by the
anomalous wind. In spite of all of the opposing processes,
horizontal temperature advection, which is driven by the
NAOQO'’s anomalous wind field, dominates the temperature
changes observed throughout the atmospheric column
over each region. Therefore, the temperature-driven
contribution to the surface DLR anomalies of the NAO
(Fig. 2, third row) result primarily from the horizontal
advection of climatologically warm/cold air by the
anomalous wind field of the NAO.

c. Total column water budget

Having established that horizontal temperature ad-
vection drives the temperature anomalies that contrib-
ute to the NAQO’s surface DLR anomaly pattern, in this
subsection, we examine the TCW budget equation [(6)]
to determine the processes that give rise to the changes
in TCW. As for the thermodynamic budget analysis, the
TCW budget is examined for the positive phase of the
NAO only, as the results are similar for the negative
phase of the NAO.

A feature immediately apparent upon examination
of the TCW anomaly pattern of the NAO (Fig. 10, left
column) is its similarity with the surface DLR anomaly
pattern of the NAO, especially over high latitudes, where
magnitudes in excess of 2.5kgm ™ ? are observed at lag
day 0. The pronounced TCW anomalies over high lat-
itudes, shown in Fig. 10, are perhaps reflected in Fig. 2
(second row), which shows that water vapor’s contribu-
tion to the surface DLR anomaly pattern of the NAO is
more pronounced over high latitudes. The large TCW
anomalies over high latitudes may also be reflected in

Fig. 1 (third row), which shows that clouds also amplify
the surface DLR anomalies over high latitudes. To
determine what drives the TCW anomalies, we sepa-
rately examine each term in the TCW budget, which is
justified by the fact that residual term is small (right
column of Fig. 10).

Of all the terms on the rhs of (6), the water flux
convergence has the strongest positive pattern corre-
lation with TCW (cf. the pattern correlations displayed
in the top left of each panel in Fig. 10), suggesting that
the TCW anomaly pattern associated with the NAO is
driven by water flux convergence, consistent with Gong
and Luo (2017) and Luo et al. (2017). Interestingly,
Luo et al. (2017) employed a back-trajectory analysis
to show that most of the water vapor that is advected
into Europe and Greenland originates over the North
Atlantic Ocean.

Similar to the advection of climatological temper-
ature by the anomalous wind, the water flux conver-
gence (second column in Fig. 10) depicts a quadrupole
pattern, consistent with Liu and Barnes (2015). The
quadrupole pattern of the water flux convergence shown
in Fig. 10 perhaps reflects a driving by the anomalous
wind field of the NAO. The integration of water flux
convergence term leads to peak magnitudes of about
10-15kgm 2 during the positive phase of the NAO off
the East Coast of the United States, North Africa, and
Europe, between lag day —15 and +15, which is far
greater than the change in TCW observed over the
same regions. The fact that the integration of water flux
convergence (Fig. 10, second column) leads to magni-
tudes far in excess of the TCW anomalies (Fig. 10, left
column) indicates that there must be one or more
processes in opposition to the water flux convergence
such that the change in TCW is smaller.

From Fig. 10, it can be seen that the extreme values in
water flux convergence are largely opposed by evapo-
ration minus precipitation (fifth column in Fig. 10), such
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sidual, i.e., the left column minus the sum of the second through fifth columns. The pattern correlation, weighted by the cosine of latitude,
with the TCW change is shown in the top left of each panel. Statistical significance at p < 0.10 is indicated by stippling.

that the TCW anomalies are comparatively small. This
opposition is most apparent in Fig. 11, where the contri-
butions from each term in the water budget are averaged
over the four domains (Table 1). The relationship be-
tween the water flux convergence and evaporation minus
precipitation appears rather reminiscent of the relation-
ship between horizontal temperature advection and long-
wave heating/cooling shown to exist on the lowest model
level in Part I of this study. That is, water flux convergence
drives the growth of the TCW anomalies associated with
the NAO, and evaporation minus precipitation is respon-
sible for the decay of TCW anomalies. However, in Fig. 11
it is also evident that evaporation and precipitation are not

equally important for returning the TCW to its climato-
logical value. Over Europe and North Africa, evaporation
is the process that drives the decay of the TCW anomaly,
whereas over Greenland the decay of the TCW anomaly is
driven by precipitation.

The processes that give rise to evaporation and pre-
cipitation changes shown in Figs. 10 and 11 are associ-
ated with the redistribution of atmospheric mass that
characterizes the NAO. During the positive phase of the
NAO, the Icelandic low and Azores high are enhanced,
leading to stronger westerlies, and therefore an eastward
surface wind stress over the North Atlantic Ocean. In
Fig. 10, we see that the evaporation alone (third column
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FIG. 11. The solid black line shows the TCW change, domain averaged over the region indicated by the title
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evaporation minus precipitation, respectively. The thin black and dashed black lines show the sum of the colored
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in Fig. 10) is suppressed over a zonal band extending from
the East Coast of the United States to the southwestern
coast of Europe and enhanced over the subtropical North
Atlantic and within the Arctic Circle, consistent with
what is expected based on the surface wind field that is
observed when the NAO is in the positive phase. The
poleward shift of the jet, associated with the NAO, is also
likely responsible for changes in precipitation over the
surrounding continents via the steering of synoptic-scale
storms (e.g., Grise et al. 2013). In addition, Trigo et al.
(2002) note that the precipitation fields of the NAO tend
to be collocated with the vorticity fields.

4. Summary and conclusions

The results of this study show that a rich variety of
processes involving changes in tropospheric temperature
and water contribute to the driving of the NAO’s skin
temperature anomalies through changes in surface DLR.
Following the finding that most of the all-sky surface
DLR anomalies of the NAO can be explained by the
clear-sky surface DLR contribution, clear-sky radiative
transfer calculations were conducted using RRTMG.
The RRTMG calculations indicate that temperature
and water vapor anomalies contribute approximately

equally to the NAO’s clear-sky surface DLR anomaly
pattern, especially over high-latitude regions, prompting
an investigation into the drivers of the TCW and tem-
perature anomalies.

The mechanisms that drive the atmospheric temper-
ature and TCW anomalies associated with the NAO are
investigated using the thermodynamic energy and water
budget equations. Investigation of the dominant terms
in these budget equations, based on composite analysis,
reveals the processes that are responsible for the growth
and decay of the temperature (at various pressure levels)
and TCW anomalies during a typical NAO event. The
temperature changes observed throughout the atmo-
spheric column when the NAO is active are ultimately
wind driven. Specifically, the advection of the clima-
tological temperature field by the anomalous wind drives
the NAQO’s temperature anomaly pattern throughout the
troposphere. This result is consistent with presumptions
of previous studies based on sea level pressure anomaly
maps (e.g., Wallace and Gutzler 1981) and also with re-
sults from Thompson and Wallace (2000). Over each of
the four domains (Table 1), water flux convergence is
responsible for the growth of the TCW anomalies and,
depending on the region, either evaporation or precipi-
tation is responsible for the decay of the TCW anomalies.
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Specifically, evaporation drives the decay of the TCW
anomaly over North Africa and Europe, whereas over
Greenland, precipitation drives the decay of the TCW
anomaly.

Apart from determining the ultimate driver to temper-
ature changes in the atmospheric column, the composite
analysis of the thermodynamic energy equation reveals
a variety of other processes that oppose horizontal
temperature advection. Specifically, near the surface,
it is found that vertical mixing, in particular, opposes
horizontal temperature advection, consistent with ex-
pectations based on flux-gradient theory. In the middle
and upper troposphere, where the vertical velocity is
not small, adiabatic warming/cooling opposes horizontal
temperature advection more strongly than do the diabatic
heating terms. Together, these opposing processes cause
the temperature anomalies to decay after the NAO rea-
ches its peak.

The decomposition of the anomalous horizontal tem-
perature advection also gleans important details. The first
of which is that the advection of anomalous temperature
by anomalous wind, which we refer to as nonlinear tem-
perature advection, opposes the advection of climato-
logical temperature by the anomalous wind. Second, the
advection of anomalous temperature by the climatologi-
cal wind is also shown to be the most important contrib-
utor to temperature changes in the upper troposphere
and lower stratosphere during a typical NAO event.
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