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a b s t r a c t 

In service computing, combining multiple services through service composition to address 

complex user requirements has become a popular research topic. QoS-aware service com- 

position aims to find the optimal composition scheme with the QoS attributes that best 

match user requirements. However, certain QoS attributes may continuously change in a 

dynamic service environment, so service composition methods need to be adaptive. Fur- 

thermore, the large number of candidate services poses a key challenge for service com- 

position, where existing service composition approaches based on reinforcement learning 

(RL) suffer from low efficiency. To deal with the problems above, in this paper, a new ser- 

vice composition approach is proposed which combines RL with skyline computing where 

the latter is used for reducing the search space and computational complexity. A WSC- 

MDP model is proposed to solve the large-scale service composition within a dynamically 

changing environment. To verify the proposed method, a series of comparative experi- 

ments are conducted, and the experimental results demonstrate the effectiveness, scala- 

bility and adaptability of the proposed approach. 

© 2020 Elsevier Inc. All rights reserved. 

 

 

 

 

 

 

 

 

 

1. Introduction 

Service composition is a widely used software engineering paradigm to build complex and value-added software [1,2] .

Due to its inter-operability, reusability, deployability, service composition has become one of the key technological choices

to deal with complex user requirements by combining multiple atomic services [3] . Services provided by multiple service

providers usually have different Quality of Service (QoS), such as price, reliability, reputation, throughput, and response time.

In service composition, corresponding QoS constraints need to be considered, leading to QoS-aware service composition,

which aims to generate optimal or near-optimal composite services that meet user requirements. 

In a dynamic service environment, certain QoS attributes may continuously evolve. As a result, service composition

method needs to adapt to the changing environment. Moreover, things may become more complicated if a service com-

position involves complex service workflows (e.g., WSC-MDP in Fig. 2 ) and a large number of candidate services, which

becomes common for enterprise applications [4] . Nowadays, there are a large number of services on the Internet. For ex-
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Table 1 

Notations. 

Notation Description 

QoS Quality of Service 

RL Reinforcement Learning 

MDP Markov Decision Process 

WSC Web Service Composition 

SC Skyline Computing 

BPEL Business Process Execution Language 

SOA Service-Oriented Architecture 

EDA Event Driven Architecture 

HTN Hierarchical Task Network 

SDN Software-defined Networks 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ample, programmableweb.com 
1 has documented over 22,770 APIs by September 2019, and the number of APIs is growing at

an alarming rate every year. Thus, efficiency is an important and urgent aspect that must be taken into account. To solve

large-scale problems, there are some existing methods like multi-agent in [5] , multi-level index technology in [6] . In [5] ,

multiple agents work together and speed up the convergence rate of the algorithm; In [6] , authors propose a multi-level

index model to expedite Web service discovery and composition. In general, these two methods do not reduce the number

of candidate services, so there will be some unnecessary explorations in the process of learning. In this paper, we utilize

skyline computing [7,8] to address the above limitations. Because the skyline chooses high-quality services from a large

candidate pool, it can significantly reduce the search space, leading to efficient computation. 

To deal with a dynamic environment, we leverage the advantage of reinforcement learning (RL), which learns by trial-

and-error interactions with the dynamic environment and thus has good adaptability. Thus, introducing the RL into the

process of service composition can optimize the service composition solution and adapt to the dynamic environment. RL

is a major type of machine learning method that has become a useful technique to solve sequential decision making prob-

lems [9] . In an RL system, a learning agent learns an optimal policy via interactions with an uncertain environment. In each

step, the learning agent chooses and executes the optimal action to maximize the long-term reward, instead of being told

which action to take. Afterwards, the agent receives a scalar reward and the current state transits to its successive state.

Finally, the agent evaluates the effect of this state transition. 

In the context of service composition, on the one hand, the environment is constantly changing and certain QoS may

continuously evolve. On the other hand, there exist increasing complex composition flows and a huge number of candidate

services. Hence, how to adapt to dynamic environment and how to achieve high efficiency are nontrivial. In order to cope

with the above two challenges, we combine reinforcement learning and skyline computing in this paper. RL is to respond

to dynamic environment and achieve good adaptability. Skyline computing is used to reduce the search space and improve

efficiency. More specifically, skyline computing extracts data points which are not dominated by any other point on all QoS

dimensions. 

In this paper, we develop a service composition approach that combines RL with skyline computing. The main contribu-

tions are summarized as follows: 

• In the process of service composition, we present a new method to reduce the search space and computational complex-

ity by exploiting skyline computing. 

• A WSC-MDP model is designed to solve the large-scale service composition problems, which can also deal with a dy-

namically changing environment. 

• We conduct a series of experiments to demonstrate the effectiveness, scalability and adaptability of the proposed ap-

proach. 

Table 1 summarizes the main notations used in the rest of the paper. The remainder of this paper is organized as fol-

lows. Section 2 gives an overview of related work. Section 3 presents the preliminaries that lay the foundation of the pro-

posed approach. Section 4 introduces the Web Service Composition Markov Decision Process (WSC-MDP) model and service

composition algorithm. Section 5 details the experimental evaluation and comparison with other related works. Finally,

Section 6 draws our conclusions and identifies some future directions. 

2. Related work 

Adaptive service composition has received significant attention. A large number of adaptive service composition methods

have been proposed in recent years. 

In service computing, the dynamic and uncertain environment is a big challenge for Web service composition. Cao

et al. [10] proposed a concept of context service that is able to perceive and adapt to changes in the environment. They
1 http://www.programmableweb.com/category . 

http://www.programmableweb.com/category
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also presented a framework that can detect the changes of the environment and adjust dynamically the execution of the

service by using BPEL and agent technologies. Wang et al. [11] modeled context ontologies by using Web Ontology Lan-

guage (OWL), and proposed a self-adaptive and context-aware service composition system. Though this system can respond

to changing contexts, contexts need to be predefined. In [12] , Cheng et al. proposed to integrate SOA with EDA for service

coordination, where SOA was used to resolve interoperability issues among heterogeneous services and physical entities as

well as application reusability issues, and the EDA was used to support context awareness. In [13] , a framework was pro-

posed to implement a self-adaptive service composition. The proposed framework, named as AIS–CSF, could adapt to the

changes of the environment. When the user’s context changes, the recomposition of a composite service will be triggered. 

Besides, in a dynamic Web environment, the QoS of Web services becomes unstable and the invocation of Web services

can be uncertain. In [14] , Yan et al. developed a service composition model based on AI planning. They used a preparing

approach to tackle the changes in the QoS of Web services. However, the replacement of individual services lacks an overall

consideration of the entire composition solution. In some other works, the problem of service composition is modeled using

MDP. In [15] , MDP is combined with HTN planning for adaptive service composition. However, HTN is not suitable for a

large-scale scenario and susceptible to local-optimal solutions. Uc-Cetina et al. proposed to integrate MDP with dynamic

programming to solve the service composition problem, but it also suffers from the local-optimum [16] . 

As a branch of machine learning, reinforcement learning has become an important research in many fields. In [17] , RL

was used for adaptive video transmission control system. They proposed an RL based Actor-critic model for adjusting the

key parameters based on the information generated from the network and the feedback of video environment dynamically.

In [18] , a method based on RL was proposed for the robust control in uncertain continuous-time linear systems. In their

method, the online policy iteration algorithm was used to find a feedback control law. In [19] , Mahboob et al. applied RL to

the SDN, and proposed an RL based Q-learning routing method for unicast routing, in which the Q-learning mechanism was

used to update the routing path dynamically. Their experiments demonstrated the effectiveness of the proposed method. 

Reinforcement learning has also been applied to service composition. To resolve ambiguity in service composition, Jung-

mann et al. applied RL and a recommendation system to expand state-space based service composition [20] . Liu et al.

modeled the service selection problem as a Markov Decision Process, and then utilized RL to solve the problem [21] . In [22] ,

to address the low efficiency of traditional reinforcement learning, a Multi-Agent Reinforcement Learning Algorithm was

developed to achieve service composition. However, when facing a very large candidate service space, how to maintain high

efficiency becomes highly nontrivial. In this paper, we use skyline computing to reduce the computation complexity and

improve efficiency. 

Based on many previous studies, skyline analysis has received wide attention in decision making applications. Stephan

et al. [8] adopted the skyline operation to extend database systems. The skyline operation can weigh personal preferences

and help make the final decision. In [23] , Rahman et al. studied the skyline discovery on categorical attributes. They pro-

posed two effective methods to address the skyline query problems without the precomputed indices. The experimental

results demonstrated the effectiveness of their method. Liu et al. introduced the skyline query into the encrypted data [24] .

They proposed a new secure skyline query protocol based on the semantically-secure encryption. To reduce the computation

load further, the two optimizations, data partitioning and merging, were proposed. Skyline queries have attracted consider-

able attention to assist multi-criteria analysis in large-scale datasets. Lee et al. focused on multidimensional subspace skyline

computation and narrowed down a full space skyline, which helps users consider the subspace skyline to reflect their in-

terests [25] . Pei et al. developed an approach to compute skyline cubes [26] . The approach utilizes a skyline group lattice

on a small subset of objects and avoids unnecessary search in all proper subspaces. Jureta et al. [27] presented a novel

multicriteria-driven reinforcement learning method in order to adapt to dynamic Web services. Benouaret et al. [28] inves-

tigated the problem of skyline on uncertain QoS with possibility theory. They utilized a possibility distribution to represent

each QoS attribute of a candidate service and improved the efficiency and effectiveness of the skyline based service selection

algorithm. Zhao et al. [29] considered the skyline problem as a multi-objective optimization problem and solved it with an

evolutionary algorithm. 

In general, RL is an effective method to solve adaptive service composition. However, this method will become inefficient

when facing a large number of candidate services. Skyline computing is a powerful tool to reduce exploratory space and

computational complexity. In this paper, we propose a new service composition approach based on reinforcement learning

and skyline computing to cope with these challenges outlined above, where the former is to achieve adaptability and the

latter is to reduce the computational complexity. 

3. Preliminaries 

We present some preliminaries in this section, focusing on Reinforcement Learning, Skyline Computing, and Web service

composition MDP. We also summarize the mathematical notations in Table 2 . 

3.1. Reinforcement learning 

In the field of machine learning, key machine learning techniques can be divided into four categories, supervised learning,

unsupervised learning, semi-supervised learning, and reinforcement learning (RL). 
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Table 2 

Mathematical notations. 

Notation Description 

S The Finite Set of States of The World 

s 0 The Initial State 

s τ The Finite Set of Terminal State 

A ( s ) The Set of Services Can Be Executed In State s ∈ S 
P The Probability Distribution Function 

R The Reward Function 

V i 
′ The Standardized Value of i − th QoS Attribute 

Fig. 1. The RL framework. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Benefiting from the research of reflection mechanism in bionics, RL is a machine learning technique that takes environ-

mental feedback as input and adapts to the environment. In the process of learning, the agent adjusts its learning policy

according to positive or negative reinforcement information from the executed action. The process is a heuristic process in

which the agent’s goal is to maximize its long-term reward value [9] . 

Fig. 1 shows the framework of reinforcement learning. The agent interacts with the external environment by its actions,

and each action is followed by a corresponding feedback information. The feedback may be reward (positive feedback signal),

or punishment (negative feedback signal). When the agent executes an action, it will update its policy based on the feedback

information of the environment. At the same time, this action will lead to environmental changes from state S t to S t+1 .

In the process of learning, if an action gets a positive feedback (e.g., reward), the trend that the agent will execute the

action will be strengthened; if an action gets a negative feedback (e.g., punishment), the agent will tend to reduce the

likelihood of executing the action in the future. This is what “reinforcement” implies, i.e., strengthening its own judgment

about action trend according to the feedback information. The purpose of reinforcement learning is to acquire an action

policy by learning: π : S → A . According to this policy, the action of the agent can receive the maximum reward. 

The Q-learning algorithm is an effective RL method [9] . The algorithm was proposed by Watkins [30] and in this paper

we inherit the original work [31] that utilizes Q-learning to solve service composition problems. Q-learning usually refers to

single-step Q-learning, and its basic form is as follows: 

Q 
∗(s, a ) = R (s, a ) + γ

∑ 

s 
T ss ′ (a ) max 

a ′ 
Q 

∗(s ′ , a ′ ) (1) 

where T ss ′ (a ) is the transition probability from state s to state s ′ , γ is the discount factor which makes adjacent rewards

more important than future ones and Q 
∗( s, a ) represents the maximal reward value by executing action a in the state s . The

Q-learning algorithm keeps an estimation of Q 
∗ (denoted as ˆ Q 

∗) and adjusts ˆ Q 
∗ based on the action performed and reward.

The specific equation is as follows: 

ˆ Q 
∗(s, a ) = (1 − α) ̂  Q 

∗(s, a ) + α(r + γ max 
a ′ 

ˆ Q 
∗(s ′ , a ′ )) (2)

where r is the reward and s ′ is the resulting state of the action a. α ∈ (0, 1] is the learning rate and is used to control the

learning speed. 

When the estimated value is updated in each environment state, Q-learning doesn’t point out which action the agent

should perform. In fact, the agent can choose and execute any action. So the same algorithm could run again and the result

may be different. To obtain the optimal Q function, the agent needs to execute all actions many times in each state. When

Eq. (2) runs enough times, ˆ Q 
∗ will converge to Q 

∗. 

3.2. Skyline computing 

A Web service and its own QoS can be seen as a multidimensional data object. Extracting a collection of data objects

that are not dominated by other ones from a multidimensional data object set is the purpose of skyline computing [8,32] .
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Table 3 

Example of three services. 

response time (ms) throughput (invoke/second) reliability (%) price ($) 

API-1 107 1.9 73 100 

API-2 450 1.6 73 50 

API-3 255 1.3 67 60 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Let’s consider a typical skyline query that a user wants to know about tomorrow’s weather condition. However, there are

a great variety of services with the same function but different QoS, including response time, price, throughput, and relia-

bility. Assuming that there are three services with QoS given in Table 3 . Ideally, we want to find the service with the best

performance among all QoS dimensions. Unfortunately, such service does not exist. Therefore, skyline analysis is useful to

get a balance among different QoS dimensions. 

Definition 1 (Dominance relation) . Consider two Web services, WS 1 and WS 2 and N QoS attributes. If WS 1 is not worse than

WS 2 in all the dimensions of QoS and better than WS 2 in one dimension, service WS 1 dominates service WS 2 . Formally, it is

defined as, 

If ∀ i ∈ [1, N ]: q i ( WS 2 ) ≤ q i ( WS 1 ), and ∃ k ∈ [1, N ]: q k ( WS 2 ) < q k ( WS 1 ), then service WS 1 dominates service WS 2 , denoted

as: WS 2 ≺WS 1 , service WS 2 is dominated by service WS 1 . 

Skyline computing extracts Web services that are not dominated by other services, which constitute the skyline services.

There are some skyline algorithms, including Divide and Conquer, Bitmap, Nearest Neighbour, Branch-and-Bound Skyline

et al [7] . The Branch-and-Bound method is based on the nearest neighbor search and uses an R tree to index data points.

The skyline algorithm starts from the root of the R tree. Nodes in the R tree will be discarded if they are dominated by

the services in the skyline, otherwise they will be added to the skyline. Then their children nodes will be checked. In what

follows, we give the Branch-and-Bound skyline computing as shown in Algorithm 1 . We choose Branch-and-Bound skyline

algorithm for several reasons. It is a correct, efficient and fair algorithm. The algorithm has high efficiency and scalability in

both computing time and space. The R tree is convenient for users to get the skyline result, which is highly efficient and

flexible. Users can define their own distance formula so that the algorithm can be personalized based on users’ needs. 

Algorithm 1: Branch-and-Bound skyline for service composition. 

Initialize SP = ∅ //Skyline initialization 
Insert all Web services of the root R into the heap 

repeat 

for heap not empty do 

Remove top Web service ws top 
if ws top is dominated by some point in SP then 

Discard ws top 
else 

// ws top is not dominated 

if ws top is an intermediate entry then 

for each child ws i of ws top do 

if ws i is not dominated by some point in SP then 

Insert ws i into heap 

else 

// ws top is a data point 

Insert ws i into SP 

end if 

end for 

end if 

end if 

end for 

until heap become empty 

4. Model and algorithm 

Firstly, we give a problem description with respect to our service composition scenario. The model in [33] , referred to

as WSC-MDP, will be used to describe the scenario. Fig. 2 shows a transition graph to illustrate this model. The notes in

Fig. 2 will be explained after Definition 3 . 
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The main task is to select proper services for every state node (hollow circle in Fig. 2 ) and combine them to form an

optimal service composition. In this paper, we use RL to find the optimal service composition. Our method has good adapt-

ability because the agent learns by trial-and-error interactions with the dynamic environment. For example, considering a

ticket-booking service, when many people visit the service at the same time, the service will block, which will cause a long

delay. So the agent will select a service with a shorter delay in next exploration. Furthermore, to speed up the convergence

of the algorithm, skyline computing is adopted to reduce the number of candidate services and explore the search space

more efficiently. 

In this model, the agents will choose different services according to the environment, policy and reward feedback in

every state transition until reaching the terminal state. After these processes, we obtain the composite service. The key

issues in the learning process include the definition of the reward feedback function for environment awareness and the

algorithms in selecting the optimal service composition, which will be introduced in Section 4.2 and 4.3 respectively. 

4.1. Model 

In this section, we refer to the definitions in [33] and add some explanations to make them more clear. 

Definition 2 (Web Service) . A Web service is modeled as a 6-tuple W S = < I D, I n, Out, P r, E, QoS >, where 

• ID is the identifier of the Web service. 

• In is the input of Web service. 

• Out is the output of Web service. 

• Pr is the precondition state that guarantees the successful invocation of the Web service. 

• E is the effect to the environment after invoking and running the Web service. 

• QoS is an n-tuple < at t r 1 , at t r 2 , . . . , at t r n >, where each attr i denotes a QoS attribute (e.g., Throughput, Reliability, Avail-

ability, and Response Time) of a WS. 

Example 1 : Consider a phone register service. A user first inputs a phone number. Then the service will send the check

code message to the user. At last, the user inputs the check code to finish the registration. The QoS attributes may include

the price per message, the average response time, and so on. 

Definition 3 (WSC-MDP) . A Web Service Composition MDP is a 6-tuple W SC − MDP = < S, s 0 , s τ , A, T , R > , where 

• S is the discrete set of environment states. 

• s 0 ∈ S is the initial state. The execution of the service composition starts from s 0 . 

• s τ ⊂ S is the set of terminal states. Upon reaching one state in this set s τ , an execution of the service composition termi-

nates. 

• A ( s ) is the set of services that can be executed in state s ∈ S , and A is the set of services that can be executed in all

states. 

• T is the probability distribution function. When a service a ∈ A ( s ) has been invoked, the environment makes a transition

from its current state s to a succeeding state s ′ . The probability for this transition is T ( s ′ | s, a ). 
• R is the immediate reward function. When the current state is s and a service a is selected, we get an immediate reward

r = R (s, a ) from the environment after executing the action. 

The MDP model for service composition can be visualized as a transition graph. We use a case study in Fig. 2 to describe

this model [33] . This comprehensive case study consists of a Sales Management of Cargo (SMC) that aims at the development

of a Service-Oriented Architecture (SOA) solution to effectively process the activities within the Sales Management of Cargo.

The MDP model for Sales Management of Cargo is a generic and universal business process, which purchases raw materials

from suppliers and provides products to customers. The SMC essentially consists of three big modules: procurement and

supplier chain, commodity sales management, and financial management. In this scenario, SMC acquires simpler individual

parts or even raw materials from its suppliers, combines them to produce the merchandises, and works with its distributors

to ensure the products to reach its final customers. 

In Fig. 2 , the hollow circles represent state nodes. The solid circles represent the abstract services, which are defined

as the set of services with the same functional attributes but different non-functional attributes. The service in an abstract

service set can be replaced by another service in the same set. The new service may be better or worse than the original

one in non-functional attributes. The initial state is the beginning node of the graph, which is represented with s 0 . The

last node with a double circle is the terminal state. A state node can be followed by a number of abstract service nodes,

representing the multiple possible services that can be invoked in this state, labeled with the transition probability T ( s ′ | s,
a ). For every T ( s ′ | s, a ), a reward r can be calculated. 

The service composition model based on Markov decision process (WSC-MDP) can express the control flow of a business

process [34] . The solution of service composition based on WSC-MDP is a deterministic service selection policy πwsc that

defines which services in A are invoked in each state to obtain the optimal composition. After determining the specific ser-

vice in each state through the policy, the agent learns an optimal or near optimal service composition result. Therefore, the

solution of WSC-MDP is to learn optimal or near optimal polices and determine the appropriate specific services according
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Fig. 2. A MDP model for Sales Management of Cargo. 

Fig. 3. One Web Service Workflow in Fig. 2 . 

 

 

 

 

 

 

 

to these polices. The solution of a WSC-MDP service composition model is a deterministic decision policy denoted by π .

This deterministic decision policy maps state s to an action a: π : S → A . We give a formal definition of policy as below. 

Definition 4 (Policy) . A policy π is a mapping from state s ∈ S to a concrete Web service WS ∈ A ( s ), where A ( s ) represents

a set of specific services available for the state s, π ( s, a ) denotes the probability of performing the action a in the state s . A

deterministic policy represents the probability of executing a service is 1 in a given state. 

Given a deterministic policy, the agent chooses a concrete Web service according to the policy and combines these Web

services to form a service composition result. We define a Web service workflow as follows: 

Definition 5 (Web Service Workflow) . WF is a Web service workflow iff there is at most one action that can be invoked at

each state. More formally, 

∀ s ∈ WF , | A ( s ) ∩ WF | ≤ 1. 

Fig. 3 shows a web service workflow of the WSC-MDP in Fig. 2 . The opposing arrows mean that a service’s execution

may fail so that the agent will stay in the current state. A workflow represents a whole process of the business which is

similar to the traditional service composition. 
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Fig. 4. A part of Fig. 2 . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Web service workflow corresponds to a specific Web service composition scheme. There are a number of possible

service workflows in a WSC-MDP. According to the policy, the agent obtains a workflow, through executing services under

the different states. The user will get a reward value, which is the cumulative reward of the execution of the services. 

In the model, the agent aims to find the optimal policy to obtain maximum cumulative reward. In the learning process,

the state transition function T and the reward function R keep updating to adapt to the changing environment of service

composition (e.g., when services are deleted or added.). 

4.2. Reward assessment 

Reward function is an important issue in reinforcement learning. This section will explain how to calculate reward in the

WSC-MDP. 

It is obvious that the better service will meet user requirements better. So the user satisfaction can be used to describe

the reward. QoS is commonly used for modeling the user satisfaction. The QoS attribute information can be easily gathered

and processed after every invocation. For these reasons, we use QoS attributes to construct the reward function. 

In this paper, we use the QoS attribute method based on service quality to design the reward function. For our WSC-MDP

model, we use the RL algorithm to learn the optimal or near optimal policy set. The RL algorithm learns a policy and updates

it based on the learning agent’s interaction with the environment. The agent performs an action followed by a corresponding

feedback signal. Based on the type of the feedback signal and the succeeding environment state, it decides the next action.

In the Web service composition model, the learning agent executes a certain service and the current environment transfers

to the following environment state and the agent receives the feedback signal given by environment at the same time.

Environmental feedback signal is calculated according to the QoS attributes of the invoked service, and the action selection

at the next step is based on the current state and the feedback signal. The process is repeated until the terminal state is

reached. 

A Web service has more than one QoS attributes and the range of various attributes are not the same, which make them

not directly comparable. Therefore, there needs to be a process of standardization for the values of different attributes and

map them into the interval [0,1] (so that they are comparable to each other). In addition, some attributes (e.g., reliability and

availability) are positively correlated with the quality of service whereas others (e.g., price and response time) are negatively

correlated. These need to be considered in the standardization process, which are given by formulas (3) and (4) . Formula

(3) is used for the positively correlated attributes and the formula (4) is for the negatively correlated attributes. 

v normPos = 

{
v −min 

max −min 
, max 
 = min 

1 , max = min 
(3) 

v normNeg = 

{
max −v 

max −min 
, max 
 = min 

1 , max = min 
(4) 

4.3. Algorithm 

There is an effective solution for a sequential decision making problem: reinforcement learning. In our Web service

composition model, we combine Q-learning with skyline to find optimal service composition. 

We have introduced skyline computing to reduce the exploration space and improve the efficiency of the composition.

We apply skyline computing to each abstract service set, which is represented by a solid node in Fig. 4 , to extract non-

dominated Web services, as concrete services in the same set have the same functionality. We will give a service composi-

tion solution: Q-learning with skyline which will exploit the Branch-and-Bound Skyline for Service Composition (BBSFWS)

given in Algorithm 1 . 

4.3.1. Q-Learning with skyline 

Q-learning with skyline method aims to obtain the optimal policy, which meets user’s requirements. An important prob-

lem is how to represent the user preference for each QoS attribute as users may care certain QoS attributes more seri-

ously than others. Furthermore, it is usually difficult to give a clear quantitative comparison between different attributes.

Therefore, for the N dimension of service quality, we construct a N -dimensional matrix, where the user fills in the relative
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importance of the objectives (i.e., QoS attributes). Then, after dealing with the matrix, quantitative preference information

for each objective can be obtained. We divide the importance into 10 levels, and users fill in each importance level of the

dimension and the importance relative to other objectives. For example, in our Web service model, we use formula (5) to

record the relative importance between each objective. Among them, there are N objective dimensions, and under the 10

levels of importance evaluation standard, a ij is the relative importance of objective i to objective j . Through this matrix, we

can calculate the relative importance of each QoS attribute of Web service, and get the quantitative weights by calculating.

We set the relative importance of an objective to its own as 0, that is all the values of the matrix diagonal are 0. After

knowing the matrix of relative importance between the QoS attributes of a service, we use the formula (6) to calculate the

relative importance of each objective. 

Matri x relati v e 

⎛ 

⎝ 

a 11 . . . a 1 N 
. . . 

. . . 
. . . 

a N1 · · · a NN 

⎞ 

⎠ (5)

w i = 

∑ N 
j=1 a i j ∑ N 

i =1 

∑ N 
j=1 a i j 

(6)

In the following, we present the Q-learning with skyline method, which is built upon our service composition model

(WSC-MDP). We refer to one complete process from the initial state to a terminal state by a sequence of actions in an

episode. 

The agent monitors the environment. As for an existing composition, we rerun the algorithm when some services’ QoS

deteriorates to a lower level compared to a user-defined threshold. It would appear that not only the algorithm but also

the composition itself is adaptive. The computational complexity of the algorithm is growing in a polynomial order and the

average number of iterations is O (A ∗ S 2 + S 3 ) , where A and S are the numbers of actions and states, respectively. There are a

large number of composition schemes being considered in the learning process. Different composition schemes correspond

to different composite service results, different software architectures, and different software design patterns. In the learning

process, the agent chooses different composition schemes and executes different concrete services. Until the convergence of

the algorithm, we get a service composition result. 

The whole process of Q-learning with skyline method is shown in Algorithm 2 , where r denotes the reward, γ is the

discount factor, and α denotes the learning rate controling the learning speed. When α increases, the algorithm’s conver-

gence speed is accelerated, but it is easy to fall into local optimal solutions. When α decreases, the local optimization can

be reduced, but the disadvantage is that the convergence becomes slow. Therefore, when choosing α, we need consider both

the convergence rate and effectiveness. For a random iterative algorithm, Eq. (7) can be used to ensure the convergence of

the algorithm [30] . In Q-learning with skyline method, the reward r is computed by the weighted sum of QoS values. With

the agent’s learning, the accumulated Q value will converge to an optimal value in the end and the algorithm will stop. 

Algorithm 2: Q-learning with skyline Method Based on WSC-MDP. 

Initialization: 

∀ s, ∀ a is initialized arbitrarily 

Initialize SP = ∅ //Skyline initialization 
Insert all Web services of the root R into the heap 

repeat 

for each episode ep do 

Initialize state s 

repeat 

for each step of episode ep do 

Get skyline services SP using the skyline algorithm (Algorithm 1) 

Select a service a in SP by ε-greedy policy 
Execute service a , observe reward r and state s ′ 
Q(s, a ) ← Q(s, a ) + α[ r + γma x a ′ Q(s ′ , a ′ ) − Q(s, a )] 

s ← s ′ 
end for 

until state s reach one terminal state 

end for 

until convergence condition is satisfied, algorithm converges 

∞ ∑ 

αk (s, a ) = ∞ , 

∞ ∑ 

α2 
k (s, a ) < ∞ . (7)
k =1 k =1 
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Table 4 

Some E-bank services. 

Name Thoughput (invokes/second) Reliablity (%) 

WS 1 7 73 

WS 2 8 71 

WS 3 9 69 

WS 4 10 67 

WS 5 8 69 

WS 6 9 67 

WS1

WS2

WS3

WS4

WS5

WS6

66

67

68

69

70

71

72

73

74

0 2 4 6 8 10 12

Re
lia
bl
iit
y

Throughput

Fig. 5. The Result of Skyline Algorithm. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.3.2. Example and discussion 

In this section, we will give an example to illustrate the skyline and RL algorithms. In Fig. 2 , the hollow circles represent

state nodes and the solid circles represent the abstract services. At first, let’s consider skyline algorithm. Supposing the

current state is S 13 , there are three abstract services, Cash, Third-party Payment and E-bank , respectively. The abstract service

E-bank may have many concrete services or candidate services. For example, there are 6 available e-bank services in Table 4 ,

and every service has two QoS attributes. As shown in Fig. 5 , the skyline algorithm is to find the line “WS 1 - WS 2 - WS 3

- WS 4”. Note that the points from the line are non-dominated by each other. Obviously, WS 5 and WS 6 are eliminated from

candidate services. So when facing large scale scenarios, the skyline algorithm can reduce the number of candidate services

effectively. 

As for the RL algorithm, we use the MDP model in Fig. 2 as an example here. Algorithm 2 runs from the initial state s 0 
to the terminal state s 18 , and the agent needs to choose and execute a service from candidate services, and get a feedback

(reward) in every state. When discounted cumulative reward reaches a steady state, the algorithm will stop and the agent

will get the maximum reward. Let’s consider the state s 13 again. The agent selects a service (e.g., WS 1) using the ε-greedy
policy, and gets a reward r , where r = 40 (i.e., 0 . 5 ∗ 7 + 0 . 5 ∗ 73 ). Then we update the Q matrix according to the equation in

Algorithm 2 . At last, we need to compute the discounted cumulative reward and determine whether the algorithm should

stop. The discounted cumulative reward (DCR) is defined below: 

DCR = 

∑ 

i Q(s i , a i ) , i = 0 , 1 . . . t (8) 

In the Eq. (8) , t stands for the terminal state index, a i stands for the service selected by the agent in the state s i . For

example, WS 1 is selected by the agent in the state S 13 . When the discounted cumulative reward does not grow any more

and reaches a stable state, we think the algorithm can stop. 

4.3.3. Travel plan scenario 

To illustrate how the algorithm works, a Travel Plan Scenario (TPS) is considered. The TPS describes a trip from the place

A to place C. The plan is to arrange transportation and hotel affairs during the trip from the Internet, which is depicted

by Fig. 6 . The plan consists of two parts. One is choosing a convenient way of transportation in which there are three

vehicles: Airplane, Train and Ship as the abstract services. Each abstract service has a set of candidate services with the

same functionality and different performance. The other part is to choose the proper hotel. There are also three abstract

services to be chosen with many candidate services. These two parts can be modeled as a WSC-MDP which is presented by

Fig. 7 . 

In the service composition based on RL, the agent uses ε-greedy strategy to select actions in each state to obtain cumu-

lative reward value and enters the next state through the interaction with the environment. The optimal state-action policy

is obtained through multiple interactions with the environment. 
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Fig. 6. Travel plan scenario. 
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Flight cost

S5

Chain hotel
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Interchange

Chain cost
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A(S0)={Weather} 
A(S1)={Airplane, Train, Ship}
A(S2)={Flight cost}
A(S3)={Train cost}
A(S4)={Ship cost, Interchange}

A(S5)={Train} 
A(S6)={Chain hotel, Business hotel, Luxury hotel}
A(S7)={Chain cost}
A(S8)={Business cost}
A(S9)={Luxury cost}

Fig. 7. The WSC-MDP model of TPS. 

 

 

 

 

 

 

According to our algorithm, assuming that the current state of the agent is s 1 , the agent will observe whether the skyline

has been calculated in the current state and whether candidate services and their attributes fluctuate greatly. If not, an

action is selected in skyline using the ε-greedy strategy to obtain the corresponding reward value and the agent proceeds

to the next state for further exploration. Otherwise, the skyline of the abstract services will be calculated. Do the same if

the candidate services have experienced significant volatility. 

Supposed that the agent is located in state s 1 for the first time, the skyline will be calculated to reduce the space of

action. All of the candidate services with three kinds of attributes (Response time, Throughput and Reliability) for Airplane
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Fig. 8. The skyline of airplane services. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

are as the input of skyline algorithm. Fig. 8 shows the candidate services after skyline computing, where the red points

represent the dominated services, and the green points represent the skyline services. Through the skyline computing, about

60% of services are pruned and the action space is greatly reduced. Then, the agent selects a service from the skyline by the

ε-greedy strategy and turns to the next state. The agent will continue to explore until the terminal state s 10 is reached. The

above process will be iterated until the algorithm reaches convergence. The algorithm integrates the advantages of skyline

and Q-learning for large-scale adaptive service composition, in which skyline for reducing the action space and Q-learning

for adapting to the dynamic changes. 

5. Experiments and analysis 

In this section, we conduct a series of experiments to verify the effectiveness of the model and the solution method.

We mainly focus on evaluating (1) the effectiveness of skyline; (2) the effectiveness of Q-learning with skyline method; (3)

the adaptability of the algorithm; (4) the scalability of the algorithm, in terms of the number of candidate services and the

number of state nodes; (5) the statistical significance tests of different algorithms. 

5.1. Experiment settings 

At present, there is no standard platform in Web service composition, so we carry out the experiments through the

simulation framework. For the experimental datasets, we use the QWS 2 dataset [35] and WS-DREAM 
3 dataset [36] . These

datasets are commonly used in service composition research. The data was collected after studying Web services on the

Internet. In the QWS dataset, the record is more structured and easier to use, where one record corresponds to the QoS

attributes of a service. The dataset consists of 2507 Web services, each of which has 11 QoS attributes, such as availability,

response time, success rate, and so on. The QWS dataset is small, so we have adopted a larger dataset WS-DREAM and

pruned it to obtain structured data. Table 5 shows some data samples, where one record corresponds to one Web service. 

The experimental input is similar to the WSC-MDP transition graph in Fig. 2 . For the WSC-MDP transition graph, unless

specifically stated, the number of state nodes is set to 100, and in each state node, the number of candidate services is set

to 100. After one state, there are some abstract service sets, which consist of candidate services similar in functionality but

different in QoS attributes. We selected several commonly used QoS attributes to calculate the reward values, which include

availability, response time, reliability and throughput. In order to facilitate the comparison with the service composition

methods in the literature [15,16,31,37] , the discount factor is set the same as in these approaches: γ = 0 . 9 and the learning

rate α is set to 0.6. 

The hardware/software platform configuration is as follows: Intel Core i7-2600 3.4GHz CPU, 8GB RAM, Operating system:

Windows 7 x64, the programming language is Java, JDK version is 1.7.0. and the development platform is Eclipse 3.7.0. 
2 http://www.uoguelph.ca/ ∼qmahmoud/qws/ . 
3 http://wsdream.github.io/ . 

http://www.uoguelph.ca/~qmahmoud/qws/
http://wsdream.github.io/
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Table 5 

Samples of the dataset. 

response 

time (ms) 

availibility 

(%) 

throughput 

(invokes/ second) 

success rate 

(%) 

reliability 

(%) 

consistency 

(%) 

best practical 

(%) 

delay (ms) integrity 

(%) 

302.75 89 7.1 90 73 78 80 187.75 32 

482 85 16 95 73 100 84 1 2 

3321.4 89 1.4 96 73 78 80 2.6 96 

126.17 98 12 100 67 78 82 22.77 89 

107 87 1.9 95 73 89 62 58.33 93 

107.57 80 1.7 81 67 78 82 18.21 61 

255 98 1.3 99 67 100 82 40.8 4 

136.71 76 2.8 76 60 89 69 11.57 8 

102.62 91 15.3 97 67 78 82 0.93 91 

93.37 96 13.5 99 67 89 58 41.66 93 

Table 6 

The reduction rate of the candidate services with skyline. 

The number of candidate services 

100 200 300 400 500 

1 0.403 0.494 0.532 0.582 0.614 

2 0.407 0.476 0.534 0.586 0.598 

3 0.401 0.487 0.549 0.583 0.613 

4 0.404 0.506 0.536 0.593 0.617 

5 0.398 0.504 0.547 0.589 0.605 

6 0.403 0.494 0.528 0.569 0.616 

7 0.395 0.499 0.552 0.584 0.598 

8 0.410 0.498 0.544 0.584 0.616 

9 0.407 0.487 0.554 0.580 0.608 

10 0.391 0.485 0.532 0.585 0.608 

Average reduction rate 0.402 0.493 0.541 0.584 0.609 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.2. Algorithm comparison 

5.2.1. The effectiveness of the skyline 

In this section, to demonstrate the effectiveness of the skyline, we set the original number of state nodes to 100 and the

number of candidate services of each state node is set from 100 to 500. Thus, the total number of services is from 10,0 0 0 to

50,0 0 0. And we execute our method for 10 times. The experimental results are shown in Table 6 where the reduction rate

is calculated by the mean of all states. 

From the Table 6 , the reduction rate of the candidate services is about from 40% to 61% when the number of candidate

services increases from 100 to 500, which demonstrates that the skyline in our method could effectively reduce the search

space for our service composition environment. Further, it shows that with the increase of the services, the reduction rate

also increases. The reason is that when the number of QoS attributes is determined, more services will be under skyline as

the number of services increases. 

5.2.2. Validation of effectiveness 

In the experiments of this section, we set the number of state nodes to 100 and each state node has 100 available

candidate services. Thus, the total number of services is 100 × 100 = 10 0 0 0 . The evaluation criterion of the effectiveness of

the composition method is the discounted cumulative reward and the number of learning episodes until the convergence of

the algorithm. The higher discounted cumulative reward denotes better service composition results. Less episodes used to

converge denotes the better efficiency of the algorithm. In this set of experiments, we compare the Q-learning with skyline

method with the single agent Q-learning method (Q-learning without Skyline) [31] , dynamic programming [16] , Hierarchical

Task Network [15] , and the Multi-agent Q-learning method [37] to verify the effectiveness of the Q-learning with skyline

method. 

The effectiveness is shown in Fig. 9 . As can be seen, in the beginning, the Multi-agent Q-learning method is better than

the other four methods. Discounted cumulative reward of the Q-learning with skyline method increases the slowest in these

five methods. The reason is that our method takes a certain amount of time to calculate the skyline, so its exploration ef-

ficiency will be greatly affected compared with other algorithms. However, when our method explores enough times, the

skyline of all states has been calculated, and will no longer need to be calculated in the process of subsequent exploration.

After that, its exploration efficiency will be greatly improved. Due to the removal of those dominated services, the probabil-

ity of choosing better services in exploration is obviously higher than that of other methods, leading to a higher cumulative

reward value. As shown in Fig. 9 , with the continuous learning, the Q-learning with skyline method shows its advantages.

After about 1200 episodes, the Q-learning with skyline method exceeds the standard Q-learning method and dynamic pro-
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Fig. 9. Validation of effectiveness. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

gramming and gets more discounted cumulative reward. At about the 2800-th episode, the Q-learning with skyline method

exceeds the Hierarchical Task Network and Multi-agent Q-learning method. This is because that with the continuous explo-

ration of the agent, the skyline in all states is calculated step by step, so that the agent can learn from the reduced candidate

services, reduce unnecessary exploration, and get a higher discounted cumulative reward. Through continuous learning, the

five methods have finally converged. We see that the Q-learning with skyline method converges along with the dynamic

programming and Hierarchical Task Network after about 4200 episodes. Multi-agent Q-learning and the Q-learning without

skyline converge after about 4700 episodes. After convergence, the discounted cumulative reward of the Q-learning with

skyline method is higher than those of the other methods. The results verify the effectiveness of the Q-learning with skyline

method and show the advantage in efficiency. 

5.2.3. Validation of adaptability 

The experiment setting in this section (the number of states and the number of candidate services) is the same as the

above one. Adaptability means software evaluates and adjusts its behavior in response to the changes when the evaluation

result indicates that its behavior does not accomplish what the software is intended to do, or there is a chance to reach

better performance [38,39] . 

To simulate the dynamic environment, we periodically and randomly varied the QoS values of existing services, and also

selected them randomly, based on a certain frequency to validate adaptability of the algorithm. We assumed that the system

had no knowledge about the services’ QoS attributes, and let it rely on the learning method to learn the optimal execution

policy. When the QoS attributes change and the original optimal policy is no longer an optimal one, the algorithm will

re-learn the policy and eventually converge. 

In Fig. 10 (a)–(c), we randomly changed 1%, 5%, and 10% services’ QoS values at a fixed time. It shows the results of the

five methods when facing dynamic changes in the environment. When changing the QoS values, the current optimal policy

may not be the optimal result anymore. Since it is possible to add more explorations, it leads to the decline of the algorithm.

Through the re-learning process, the method will converge again. For each change, the Q-learning with skyline method need

to use skyline computing to extract non-dominated services. Thus, the change has more influence on Q-learning with skyline

method compared with other four methods. Along with the learning, the Q-learning with skyline method’s convergence

accelerates, and the discounted cumulative reward increases. As can be seen in Fig. 10 (a), (b) and (c), all five methods

converge at last, and the Q-learning with skyline method has good adaptability to the environment, which can help provide

more reliable and flexible service composition. 

5.2.4. Validation of scalability 

Scalability is an important indicator for the generalization of a method. Therefore, the main purpose of the following

experiments is to verify the influence of the number of candidate services and states on the efficiency of the algorithm. 

First, we carry out a number of experiments with respect to different candidate services. In Fig. 11 , the number of state

nodes of the service composition is set as | S | = 100, and the number of candidate services of each state node is changed from

200 to 400. 

As shown in Fig. 11 , the Q-learning with skyline method begins with the use of skyline computing to process the service

space, resulting in low efficiency at the beginning. With the continuous improvement of the learning process, the efficiency

of the Q-learning with skyline method has been improved, showing better efficiency and higher reward. When the number
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Fig. 10. Validation of adaptability. 
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Fig. 11. Influence ofdifferent numbers of services. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

of services in each state node changes from 200 to 400, the cumulative reward is not greatly improved, or even declines.

The reason is that new services are not necessarily superior to the existing ones. On the other hand, with the increase in

the number of candidate services, convergence time increases. 

Second, we carry out experiments with respect to different numbers of states, and explore the performance of the Q-

learning with skyline algorithm to deal with the different numbers of states. The states are set to 200 and 400, and the

number of candidate services in each state node is set to 100. As can be seen from Fig. 12 , with the increase of the number

of states, the convergence time of the algorithm becomes longer, because the increase of the state leads to the increase of

possible compositions. Through above two sets of experiments and comparisons with the existing methods, it is verified that

the Q-learning with skyline method has good scalability with respect to the number of candidate services and the number

of states. 

5.3. Statistical significance test 

The experimental results show that Q-learning with skyline obtains the best reward. However, since RL is a stochastic

algorithm, enough statistical evidence needs to be collected to make a convincing result. Therefore, we conduct statistical

significance tests to confirm this. 

In this section, we compare our method with multi-agent Q-learning, Hierarchical Task Network, Dynamic Programming

and Q-learning without skyline by Wilcoxon test and sign test. Each algorithm is executed 15 times to obtain their final

discounted cumulative rewards. Then, the differences between reward values will be computed and ranked by absolute

value (if some differences are equal, their ranked value should be the average of their rank). The sign of difference indicates

which algorithm obtains a better discounted cumulative reward. Tables 7–10 show the results of these experiments. 
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Fig. 12. Influence of different numbers of states. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tables 7–9 compare multi-agent Q-learning, Hierarchical Task Network and Dynamic Programming with Q-learning with

skyline, respectively. The rank sum of positive difference equals 7, 7 and 6. The counts of positive difference equal 3, 2 and

1. For Wilcoxon test, with 15 times contrast and significance level of 0.01, the critical value is 16. Our rank sum value 7

or 6 is smaller than the critical value, so we can conclude that the differences between these three pairs of algorithms are

unlikely to occur by chance. In other words, these results of Q-learning with skyline are better than that of other algorithms.

As for sign test, a similar conclusion can be reached. The critical value of sign test is 3 (with significance level of 0.05) and

our counts of positive difference equal 3, 2 and 1. But with significance level of 0.01, the critical value of sign test is 2. So,

with sign test, we can not be sure that Q-learning with skyline is better than multi-agent Q-learning, but it is better than

Hierarchical Task Network and Dynamic Programming. The result of sign test means that sometimes multi-agent Q-learning

will obtain a better reward than Q-learning with skyline. But from the result of Wilcoxon test, we can see that the reward

obtained by Q-learning with skyline is significantly better than multi-agent Q-learning. According to the above observation,

it is reasonable to come to the conclusion that Q-learning with skyline algorithm is better than other three algorithms. 

Table 10 compares Q-learning without skyline with Q-learning with skyline. We can see that all difference values are

negative. This result means Q-learning with skyline is significantly better than Q-learning without skyline. 

5.4. Remarks 

We conduct a series of experiments to evaluate the service composition model and algorithms proposed in this paper

from four aspects: effectiveness, adaptability, scalability, and statistical significance. For the Q-learning with skyline method,

we compare it with the Q-learning without skyline, Dynamic Programming, Hierarchical Task Network and the multi-agent

Q-learning method. The evaluation criterion of the effectiveness of the composition method is discounted cumulative reward

and the number of learning episodes until convergence. Five methods are executed in the same simulation environment re-
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Table 7 

Statistical Significance Test - with Multi-agent Q-learning. 

Multi-agent Q-learning Q-learning with skyline difference rank sign 

1 46.01 47.54 −1 .53 7 −
2 46.34 50.34 −4 .00 14 −
3 47.92 50.88 −2 .96 10 −
4 48.64 47.88 0 .76 4 + 

5 47.51 48.23 −0 .72 3 −
6 48.39 49.19 −0 .80 5 −
7 47.88 47.75 0 .13 2 + 

8 46.64 50.97 −4 .33 15 −
9 48.04 50.99 −2 .95 9 −
10 47.2 50.87 −3 .67 12.5 −
11 48.22 49.9 −1 .68 8 −
12 47.42 50.92 −3 .50 11 −
13 47.47 47.44 0 .03 1 + 

14 46.52 50.19 −3 .67 12.5 −
15 46.91 48.19 −1 .28 6 −

Table 8 

Statistical Significance Test - with Hierarchical Task Network. 

Hierarchical Task Network Q-learning with skyline difference rank sign 

1 47.86 47.54 0 .32 3 + 

2 46.93 50.34 −3 .41 12 −
3 48.21 50.88 −2 .67 9 −
4 47.22 47.88 −0 .66 5 −
5 48.14 48.23 −0 .09 2 −
6 47.25 49.19 −1 .94 7 −
7 48.22 47.75 0 .47 4 + 

8 47.04 50.97 −3 .93 15 −
9 47.29 50.99 −3 .70 14 −
10 47.63 50.87 −3 .24 10 −
11 47.79 49.9 −2 .11 8 −
12 47.38 50.92 −3 .54 13 −
13 47.37 47.44 −0 .07 1 −
14 46.9 50.19 −3 .29 11 −
15 47.51 48.19 −0 .68 6 −

Table 9 

Statistical Significance Test - with Dynamic Programming. 

Dynamic Programming Q-learning with skyline difference rank sign 

1 47.92 47.54 0 .38 1 + 

2 47.31 50.34 −3 .03 10 −
3 47.26 50.88 −3 .62 11 −
4 47.44 47.88 −0 .44 2 −
5 47.5 48.23 −0 .73 3.5 −
6 47.19 49.19 −2 .00 7 −
7 46.72 47.75 −1 .03 5 −
8 46.96 50.97 −4 .01 13 −
9 47.13 50.99 −3 .86 12 −
10 45.74 50.87 −5 .13 15 −
11 47.61 49.9 −2 .29 8 −
12 45.95 50.92 −4 .97 14 −
13 46.71 47.44 −0 .73 3.5 −
14 47.19 50.19 −3 .00 9 −
15 46.21 48.19 −1 .98 6 −

 

 

 

 

 

spectively to verify the effectiveness. For the adaptability, we modify the services’ QoS values randomly to simulate the

dynamic environment. The results of five methods in the dynamic environment can verify the adaptability. For the scala-

bility, we carry out a number of experiments with more candidate services and more states. Finally, we compare different

algorithms with Wilcoxon test and sign test to make sure that our study does not occur by chance. The comparative study

shows that the Q-learning with skyline method is superior to the common Q-learning method, Dynamic Programming, Hi-

erarchical Task Network and multi-agent Q-learning method. 
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Table 10 

Statistical Significance Test - with Q-learning without skyline. 

Q-learning without skyline Q-learning with skyline difference rank sign 

1 47.39 47.54 −0.15 1 −
2 45.95 50.34 −4.39 11 −
3 47.62 50.88 −3.26 8 −
4 45.45 47.88 −2.43 7 −
5 47.98 48.23 −0.25 2 −
6 47.47 49.19 −1.72 3 −
7 45.38 47.75 −2.37 6 −
8 47.29 50.97 −3.68 9 −
9 46.47 50.99 −4.52 12.5 −
10 46.99 50.87 −3.88 10 −
11 45.38 49.9 −4.52 12.5 −
12 45.63 50.92 −5.29 15 −
13 45.15 47.44 −2.29 5 −
14 45.11 50.19 −5.08 14 −
15 46.23 48.19 −1.96 4 −

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Conclusion and future work 

In this section, we first summarize the paper and describe some ongoing works that try to improve the proposed frame-

work. Then we identify some future directions. 

6.1. Conclusions 

As an important way to realize the reuse of services, service composition has become a new paradigm for building

complex software. The increase of homogeneous services promotes QoS-based service selection. The continuous evolution

of the internal and external environment requires that the service composition paradigm can adapt to these changes. The

complex user requirements combined with the increasing candidate services demand a service composition to have good

scalability. We combine skyline computing with Q-learning RL for service composition, where skyline computing is applied

to improve the efficiency of the composition computation. The main results of this paper are summarized as follows: 

• We use the WSC-MDP model for the large-scale service composition scenarios, which can cope with the dynamic chang-

ing environment. 

• Skyline computing is used to improve the efficiency of the composition scheme combined with the reinforcement learn-

ing method, which can represent user preferences. 

• We conduct a series of experiments to show that the proposed methods are effective, adaptive and scalable. 

6.2. Future work 

We identify a number of interesting and important directions that we plan to further explore in future research. 

• First, our approach requires that the environment can be fully observed, which may not be true in real scenarios. We

aim to use more general decision models, such as Partially Observed Markov Decision Process (POMDP) to model service

composition. 

• Second, we will use the multi-agent technology to integrate with skyline computing to further improve the efficiency. 

• Third, function approximation is an effective method in the face of continuous and large-scale state space. It is promising

to consider combining function approximation with skyline for solving large-scale and adaptive service composition. 

• Fourth, since Web services are based on the Internet, which may lead to QoS fluctuations, we will consider some QoS

prediction mechanisms to improve the reliability and adaptability of service composition. 
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