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ABSTRACT 

Tactile graphics are a common way to present information 

to people with vision impairments. Tactile graphics can be 

used to explore a broad range of static visual content but 

aren’t well suited to representing animation or interactivity. 

We introduce a new approach to creating dynamic tactile 

graphics that combines a touch screen tablet, static tactile 

overlays, and small mobile robots. We introduce a 

prototype system called RoboGraphics and several proof-

of-concept applications. We evaluated our prototype with 

seven participants with varying levels of vision, comparing 

interactive haptic to a flat screen, audio-tactile interface. 

Our results show that dynamic tactile graphics can help 

visually impaired participants explore data quickly and 

accurately. 
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INTRODUCTION 

Being able to read and understand charts, diagrams, and 

other graphics is an important life skill. In recent years, 

simple charts have often been replaced by more complex 

information graphics, animations, and interactive data 

visualizations. Each of these media types can present 

accessibility challenges to blind or visually impaired 

people. For simple images and graphics, it may be possible 

to create an accessible version of that media using 

sonification [22], audio and text descriptions [26], or tactile 

graphics [3,4].  

In many cases, the translation from visual content into a 

non-visual format is made by a teacher or Braille 

transcriptionist, often with limited time and limited access 

to technology. By necessity, these translations are often 

simple and lack many details present in the source material. 

For example, tactile graphics made by educators are often 

constructed from “low-tech” materials such as paper or 

Lego bricks. These tools often present information at a low 

resolution, and do not support advanced features such as 

animation or interactivity. 

While most tactile graphics “in the wild” rely upon simple 

static materials, researchers have developed many more 

advanced technologies for representing information non-

visually, including talking tactile graphics [4,17] and 

interactive shape displays [6,7,10,20]. However, these 

systems often rely on technologies that are expensive and 

difficult to use, if not completely unavailable to consumers. 

This gap between low-tech, practical materials and high-

tech, difficult to access prototypes, suggests a need for tools 

to enable the creation of more complex non-visual graphics 

using readily available technology. 

In this paper, we explore a new approach to creating 

interactive haptic graphics using mobile robots. This 

approach, called RoboGraphics, combines a touch screen 

tablet, a static tactile overlay, and small mobile robots to 

implement a shape-changing display using low-cost and 

off-the-shelf technology. Our software platform supports 

tactile graphics that combine static and moving tactile 
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Figure 1. In the Braille Assistant app, mobile robots form a 

large, tactile version of the letter “Q” (⠟) in Braille. 

 



 

 

content with audio feedback. These interactive haptic 

graphics can be controlled by the user via touch and speech 

input. We demonstrate the breadth of this approach through 

several proof-of-concept applications including animated 

graphics, interactive tutors, and audio-tactile stories.  

We evaluated our prototype with 7 participants with vision 

impairments to investigate two questions. First, how do 

dynamic tactile graphics compare to a flat touch screen for 

exploring data? Second, how can this approach be extended 

to support various types of audio-visual media? The results 

of our study show that dynamic tactile graphics are 

preferred to a flat screen with audio feedback alone. In 

addition, our study participants suggested a variety of uses 

for this technology, including data graphics and interactive 

stories. 

RELATED WORK 

Tactile Graphics 

Tactile graphics can be useful in presenting spatial 

information in an accessible format. Tactile graphics can be 

used to represent maps [4, 5], data visualizations [3], Braille 

characters [2], interactive stories [19], and other visual 

media. Some research prototypes have explored adding 

audio descriptions to tactile materials (e.g., [4,17]). Two 

major limitations of most tactile graphics is that they cannot 

easily represent moving images such as animations or 

video, and that they usually do not support interaction from 

the user. 

Add-On Haptic Devices 

One way to add additional haptic feedback to a traditional 

interface is via an add-on haptic device, such as a handheld 

puck [15], a haptic stylus [24], or a mobile robot [9]. With 

this approach, the user holds the device in their hand while 

exploring a 2D surface or 3D space. This approach can be 

augmented with audio feedback to provide a multimodal 

experience [24,25]. While these devices enable the addition 

of haptic feedback without incorporating a high-cost shape 

display, they are usually limited to one or two points of 

feedback and may be limited in the types of feedback that 

they can provide, such as only providing vibration 

feedback. 

Shape Displays 

Shape displays, which can represent an image in tactile 

format, are an increasingly common solution to visual 

accessibility problems. Most current shape displays use a 

grid of pins that can individually raise or lower to form 

complex shapes [1,7,10]. However, some shape displays 

provide mobile elements, such as a tactile markers, that can 

propel themselves over the display surface [8,16,17,20]. 

These displays often have the ability to convey motion by 

allowing a user to touch the tactile marker as it moves. 

Currently, most shape displays of this type are use custom 

hardware which can be difficult to obtain or costly [1,6,7, 

16,20]. Our approach uses off-the-shelf components that 

can be purchased and assembled by end users. 

The RoboGraphics system builds off of the earlier Haptic 

Video Player system [8]. However, while the Haptic Video 

Player used mobile robots to represent video, RoboGraphics 

extends this approach to support interactive applications, 

and supports interactions between static and moving tactile 

components. 

ROBOGRAPHICS 

The RoboGraphics system (Figure 1) comprises the 

following components: a touch screen tablet, a set of 

reusable mobile robots, and a series of static tactile 

overlays. When displaying a graphic, animation, or 

application, the user places a tactile overlay on the screen, 

and then places one or more of the mobile robots onto the 

overlay.  

These three components work together to create an 

interactive tactile graphic: the touch screen accepts user 

input and displays control codes for the mobile robots, the 

static tactile overlay represents static portions of the 

graphic, and the robots move across the screen to represent 

moving and interactive elements. 

Hardware Components 

The RoboGraphics prototype uses a combination of off-the-

shelf electronics (tablet, mobile robots) and low-cost tactile 

materials (tactile overlays and tactile mounts). 

Touch Screen Tablet 

The current prototype uses a Lenovo Yoga 720 convertible 

laptop, with a 15.6-inch, 16:9 touch screen, running 

Windows 10. However, this system can be modified to 

work on any touch screen-based laptop or tablet device. 

Mobile Robots 

Dynamic tactile feedback is provided by a set of Ozobot Bit 

2.0 robots (Figure 2). These robots are approximately one 

cubic inch in volume. The robots receive commands via an 

optical sensor on the bottom and drive using two motorized 

wheels. We chose these robots because of their 

programmability, ergonomic size, and low cost (about $60 

USD each). 

Our proof-of-concept applications use between one and six 

robots each. To keep the cost of entry low, we designed the 

RoboGraphics system so that it could be useful with only a 

single robot. Adding more robots enables the system to 

present multiple moving objects and to represent more 

complex shapes, such as Braille characters. 



 

 

 

Tactile Overlays 

While a major benefit of RoboGraphics is its ability to 

represent moving data via the mobile robots, not all tactile 

information is best represented using a robot. When 

designing RoboGraphics, we found many situations in 

which information was most useful if it remained still 

throughout the interaction, such as the tick marks on a bar 

chart. Furthermore, the mobile robot hardware is not able to 

represent some fine details such as contours or textures. To 

address this limitation, RoboGraphics combines mobile 

robots with a static tactile overlay component. 

Currently, each tactile overlay consists of a single layer of 

material with cutouts and etchings to indicate tactile 

features (Figure 1). To properly align the overlays and keep 

them still during interactions with the system, we created a 

static frame that we attached to the touch screen using tape. 

Each overlay features a notched corner in the lower-right 

which helps the user to orient the overlay properly. We 

created the initial set of overlays by laser cutting cardboard; 

however, these overlays could be made from other 

materials and could be cut by hand if a laser cutter (or 

equivalent tool) is not available. 

In general, the tactile overlay is meant to represent the 

background and context of the dynamic tactile graphic, 

including points of reference such as graph axes, legends, 

decorative background graphics, and other tactile 

information. We used stick-on Braille labels to add textual 

information to the overlays. 

In addition to providing tactile information, we leverage the 

tactile overlays to support non-visual interactions with 

RoboGraphics. For example, each overlay includes tactile 

“robot bays,” cutouts that are the approximate shape and 

size of the mobile robots and which indicate the robot’s 

starting position. When loading a new graphic, the user can 

feel the tactile cues and place the robot in the appropriate 

location. RoboGraphics also supports interactivity via the 

addition of tactile “button” cutouts, in which the user 

presses their finger into a circular cutout on the overlay to 

perform some function. 

Tactile Mounts 

An additional limitation of the mobile robot form factor is 

that all robots share the same size and shape (a hemisphere 

approximately one cubic inch in volume). In prior research 

[8], we found that it was sometimes difficult to track 

multiple robots simultaneously and to remember which 

robot represented which object. 

To address this problem, RoboGraphics includes support 

for attaching static “tactile mounts” to the top of each robot. 

These tactile mounts give each robot a distinguishing shape 

that enables the user to more easily recognize the robot and 

determine its function (Figure 3). For example, for the 

Tortoise and the Hare storybook application, one robot is 

given the silhouette of a turtle while the other is given the 

silhouette of a rabbit. 

As with the tactile overlays, we created the tactile mounts 

by laser cutting cardboard sheets. We attached the mounts 

to the tops of the robots using velcro. Once again, it would 

be possible to develop tactile mounts using other materials 

and fabrication methods, or even to create tactile mounts 

with more elaborate three-dimensional shapes. 

 

System Software 

RoboGraphics are controlled by a custom C# application. 

This application is responsible for controlling the motion of 

the robots, playing speech and other audio, and accepting 

user input.  

Currently, each “application” is made up of additional C# 

code that is integrated with the main program. Developing 

user-friendly authoring tools for RoboGraphics is an 

important goal of our future work. 

Robot Control 

Each robot is controlled via an optical sensor placed at its 

bottom. By default, each robot follows lines underneath it 

until it reaches the end of the line or a color code. These 

color codes are part of the Ozobot hardware platform, and 

 

Figure 2.  Mobile robots used in the RoboGraphics system. 

The Ozobot Bit 2.0 is driven by two wheels and reads 

commands from the optical sensor on its bottom. 

 

Figure 3. Tactile mounts may be placed on the top of 

robots to provide distinguishing shapes and textures. 

These mounts represent the storybook characters of the 

Tortoise and the Hare. 

 



 

 

include commands for adjusting speed, performing a U-

turn, and twirling (Table 1). 

While the color codes themselves are part of the Ozobot 

platform, the RoboGraphics software provides an interface 

for a programmer to specify the location each robot should 

travel to, and dynamically draws paths on the screen to 

move the robot from its starting point to the intended end 

point. Thus, when creating an audio-tactile story, the 

programmer can direct the robots to a specific location, read 

out some text, and then move the robot to a new location. 

One limitation of this approach is that the system does not 

track the actual positions of the robots, as there is no 

overhead camera or other sensor to track their location. 

Thus, if a user knocks a robot out of position, the user will 

have to notice this problem and correct the problem 

themselves. In RoboGraphics, this typically involves 

placing the robot back in its starting position (indicated by 

the tactile overlay) and pressing a key to restart the current 

animation.  

User Interaction 

In addition to moving the robots across the screen, 

RoboGraphics provides output via text-to-speech and 

prerecorded sound files.  

User input can be provided by touching portions of the 

screen marked as virtual buttons. To create a button with 

tactile feedback, we create a circular cutout in the tactile 

overlay, add a Braille label to the overlay, and detect when 

the user touches in that area. To reduce the risk of 

accidentally activating a button, the user must touch and 

hold the screen for 1 second to activate the virtual button. In 

some applications the user may also input brief voice 

commands. 

PROOF-OF-CONCEPT APPLICATIONS 

Our initial application set demonstrates the types of 

interactions supported by the RoboGraphics system, 

including static tactile graphics, dynamic motion, and user 

input, as well as demonstrating how this approach can be 

used to create a variety of application experiences. 

When brainstorming ideas for applications, we considered 

several types of interactions that would work especially 

well for this form factor: 

Data graphics. The system can be used to represent charts 

and graphs. The static tactile overlay can be used to provide 

a frame of reference, while the mobile robots can 

reconfigure themselves to show a particular dataset. 

Audio-tactile stories. The system can be used to play back 

some narrative content such as a storybook or educational 

animation. The mobile robots can be used to represent 

characters in the story or can direct the user’s attention to a 

specific location. The static tactile overlay can be used to 

provide scenery or other contextual information. 

Interactive applications. A set of robots can be used to 

represent particular shapes, such as letters, numbers, or 

chemical diagrams. The user can browse through a set of 

items to learn about each one and can interact with the 

system to complete a quiz (e.g., “identify the letter”) or 

other activity. 

We developed an initial set of five applications, shown in 

Figure 4 and described in detail below.  

Tactile Bar Chart 

The Tactile Bar Chart application allows a user to explore a 

series of bar charts that represent some dataset. The user 

can page between different charts to compare them. 

Static Tactile Overlay 

The overlay shows four columns to represent data. Tactile 

lines along the edge of the chart represent the chart’s tick 

marks and can be used to understand the scale of the chart. 

A row of button cutouts is placed along the left edge of the 

overlay. 

Dynamic Tactile Elements 

This application uses four robots. When starting the 

application, the system prompts the user to place one robot 

at each of the tactile starting locations. When loading a 

chart, the robots move to represent the top of each bar in the 

chart. The user can touch each of the robots to gain an 

overall sense of the data trend. 

User Interaction 

After loading the application, the system reads out a brief 

description of the data including the chart title, the 

maximum and minimum scale vales, and the interval 

between each tactile marker. 

The user can explore the chart by touching the screen. 

Touching within a column reads out that column’s label and 

current value (value not available during the experiment). 

The user can press buttons along the left edge to move 

between different datasets or views. 

Command Color Code 

Slow (25mm/sec) 
 

Cruise (45mm/sec) 
 

Fast (65 mm/sec) 
 

Turbo (85 mm/sec) 
 

U-turn 
 

Twirl  
 

Table 1. Graphical commands sent to the robots via the 

underlying touch screen. 
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Tortoise and the Hare 

The Tortoise and the Hare is a popular fable that was likely 

written by Aesop around 550 BCE [11]. The story concerns 

a race between two characters: the slow but determined 

Tortoise and the fast but lazy Hare. In the story, the 

Tortoise challenges the Hare to a race. The Hare laughs at 

the Tortoise’s proposition but agrees to participate. When 

the race begins, the Hare quickly moves far ahead of his 

opponent. Feeling confident about his success, the Hare 

then decides to take a nap under a tree. While the Hare 

rests, the Tortoise moves slowly and steadily forward, 

eventually passing the sleeping Hare. When the Hare 

awakens, he sees that the Tortoise has almost made it to the 

finish line. The Hare rushes ahead, but the Tortoise 

maintains the lead and wins the race. This application 

presents the story of the Tortoise and the Hare via sound 

and tactile movement. 

Static Tactile Overlay 

The tactile overlay presents a race track as depicted in the 

story. Along the top of the track are several tactile reliefs 

that represent different landmarks along the path. The first 

two tactile images, a mountain and a house, are decorative, 

while a tactile carrot patch and tree represent elements from 

the story. The tactile overlay provides separate path for the 

two racers. A flag is etched into the end of the overlay to 

denote the finish line. 

Dynamic Tactile Elements 

This application uses two robots, one to represent each 

character in the story. Each robot is given a tactile mount so 

that the Tortoise is shaped like a turtle and the Hare is 

shaped like a rabbit. 

During the story, the two characters move along with 

spoken narration. For example, the Hare moves ahead of 

the tortoise at the start of the race, but pauses underneath 

the tree, while the Tortoise moves steadily forward and 

eventually reaches the finish line. 

User Interaction 

The user begins by placing the tactile mounts on each robot 

and placing the robots at the starting position.  

In the lower left corner of the overlay, there are three 

buttons (labeled with Braille) representing Play, Pause, and 

Replay, respectively. The story begins when the user 

presses the Play button. 

Once started, the story is performed through speech and 

sound effects. The two characters move in correspondence 

with their actions in the story. The user can touch the 

characters to track their location. 

Analog Clock 

Learning to tell time on an analog clock face can be 

challenging for both blind and sighted children. We 

developed an application to support children in learning 

how to tell time on an analog clock face. 

Static Tactile Overlay 

The overlay presents a circular clock face. Around the clock 

face, each hour is denoted with a small tactile cutout and a 

Braille label. 

Dynamic Tactile Elements 

This application uses two robots. One robot represents the 

hour hand and the other represents the minute hand. Each 

robot is augmented by a tactile mount representing a 

pointed clock hand. At the start of the application, the robot 

representing the hour hand moves inward toward the center 

of the circle, making it easier to differentiate the two hands. 

User Interaction 

Currently, the system enables the user to view different 

times as represented on the analog clock face. The user 

speaks a time (e.g., “12:40”) and the robots move to reflect 

that time. Touching the screen reads back the current time. 

Braille Assistant 

The Braille Assistant application demonstrates how 

RoboGraphics can be used as a learning tool, in this case as 

a tool to learn and practice Braille letters.   

Static Tactile Overlay 

The tactile overlay provides six tactile indicators for placing 

the robots, a large area for representing Braille characters, 

and buttons for navigating between characters. 

Dynamic Tactile Elements 

This application uses six robots, one to represent each dot 

in a standard Braille character. When a character is 

selected, the relevant dots move to the center of the screen, 

while the other dots remain at the edge. For example, when 

representing the Braille character “C” (⠉), the two robots 

on the top row will move toward the center. 

User Interaction 

The user is able to view each character of the Braille 

alphabet. Pressing the Next and Previous buttons moves to 

 

Figure 4. Applications demonstrated in the study. From left to right: (1) Tactile Bar Chart; (2) Tortoise and the Hare; (3) 

Analog Clock; (4) Braille Assistant; (5) Digestive System. 
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the next or previous character, respectively, while pressing 

the Random button selects a random character. 

When a character is displayed, the user reaches toward the 

center of the screen to feel the tactile representation of the 

character. Tapping the screen reads out the character name. 

Digestive System 

The final application demonstrates how RoboGraphics can 

be used to present a multimodal educational experience. 

This application presents an interactive exploration of a 

cow’s digestive system, enabling the user to observe how it 

eats, digests, and eliminates its food.  

This application was inspired by similar demonstration 

from TinyBop’s educational iOS apps [22] and the Magic 

School Bus television show [21]. While these prior 

examples demonstrated the digestive process visually, we 

use RoboGraphics to present this information in an 

accessible and multimodal format. 

Static Tactile Overlay 

The tactile overlay shows a cutout silhouette of a cow. The 

cow’s body is hollow, as the food will pass through this 

area. Braille labels indicate the start of the digestive process 

(near the cow’s mouth) and the end of the process (near the 

cow’s rear). A Next button is placed in the lower right 

corner of the screen. 

Dynamic Tactile Elements 

This application uses a single robot. The robot represents 

the cow’s food as it moves through the digestive system. 

User Interaction 

This application is presented as an interactive slideshow as 

the food is chewed, digested, re-digested, passed through 

the intestines, and eliminated. Pressing the Next button 

moves to the next step. At each step, the robot moves to the 

next location. To represent this process in a multimodal 

format, the system sonifies this process through a series of 

squeaks, squishes, and gurgling sounds, and then provides a 

spoken word description of what happens at that stage. 

Tapping within the cow’s body reads out a description of 

nearby organs. 

USER STUDY 

We conducted a user study to evaluate the RoboGraphics 

prototype and proof-of-concept applications. Our study was 

motivated by two questions:  

1) Can visually impaired people correctly interpret data 

presented via RoboGraphics?  

2) What applications of RoboGraphics would be most 

useful and interesting to end users? 

We explored these two questions through a single-session, 

two-part study.  

Participants  

We recruited 7 participants (4 male, 3 female, age 29–49) 

via university mailing lists and via local blindness 

organizations. Participants’ level of vision varied: P1 

described his vision as “no usable vision”; P2, P3, and P6 

reported their vision as “no vision” or “totally blind” while 

P4, P5, and P7 reported “some light perception”. 

Participants’ occupations included entrepreneur, art teacher, 

stay-at-home parent, accessibility architect, accessibility 

consultant, and unemployed. 

Procedure 

Each study session took between 65 and 90 minutes. After 

completing the consent process, the researcher presented 

the tablet and the robots to the participant, allowing the 

participant to touch the objects and become familiar with 

them. The remainder of the study comprised two tasks. 

Task 1: Chart Comprehension  

To assess comprehension of data presented via 

RoboGraphics, we presented participants with a series of 

bar charts in the Tactile Bar Chart application. For each 

chart, we asked participants to explore the chart, and then 

asked comprehension questions such as the minimum value, 

maximum value, and general trend of the chart. 

To assess the performance of RoboGraphics relative to 

other approaches, we presented charts both via 

RoboGraphics and via a control condition consisting of the 

touch screen and passive tactile overlay, but with no robots. 

In this condition, the system provided spoken directions 

toward the nearest data point [12]. When a user placed their 

finger on the display, the system began to guide the user in 

the form of audio instructions (“up, up, left, left, ding!”) to 

the nearest data point. In both cases, touching the data point 

would read out the column label. 

During this task, participants first explored a practice 

dataset with one interface (audio or tactile) and another 

practice dataset with the other interface. Then, each 

 

Figure 5. Bar charts presented in the study. From left to right: (1) Student distribution between courses; (2) Number of tickets 

sold at a movie theatre; (3) Number of vehicles built in a factory; (4) Eye color count in a classroom. 

 



 

 

Figure 8. Average Likert responses and standard deviation 

for Enjoyability and Informativeness between the Graph 

Interface Conditions. (1 = least enjoyable/informative, 5 = 

most enjoyable/informative) 

participant explored the four charts shown in Figure 5. All 

participants explored the charts in the same order: half 

explored charts 1 and 2 with audio (and 3 and 4 with 

tactile), while half used tactile on charts 1 and 2 (and audio 

on charts 3 and 4). After exploring each chart for as long as 

they wished, the researcher asked the participant to state the 

maximum value, minimum value, and trend of the chart. 

After exploring all of the datasets, the researcher asked the 

participant to rate each of the interface conditions in terms 

of enjoyability and informativeness. 

Task 2: Application Feedback 

For the next task, participants interacted with each of the 

proof-of-concept applications described previously and 

discussed each application with the researcher. Each 

participant tested the applications in the same order: 

Tortoise and the Hare, Analog Clock, Braille Assistant, and 

Digestive System. 

To familiarize the participant with the interface, the 

researcher described the purpose of the application and 

presented the participant with a cardboard cutout of the user 

interface (Figure 6). These cutouts were the same as the 

tactile overlays but mounted on a sheet of cardboard instead 

of a touch screen. The participant was encouraged to 

familiarize themselves with the application layout before 

beginning the next step of the study. 

After familiarizing themselves with the screen layout, the 

participant tested the application using the RoboGraphics 

system. Once the participant felt that they understood the 

application, they were asked to describe their impressions 

of that application before moving on to the next one. After 

testing all of the applications, the participant provided 

general feedback about their experiences testing the system 

and demographic information. 

FINDINGS 

Task 1: Chart Comprehension 

Chart Reading Time 

We 

measured 

the time 

that each 

participant 

spent with 

each of the 

bar charts. 

The 

average 

time per 

chart by 

interface 

type is 

shown in 

Table 2.  

A paired t-

test was run on the task time observations to determine 

whether there was a statistically significant difference on 

the time spent on tactile charts vs. audio charts.  There was 

no a significant difference between the two conditions 

(t(13)= 1.769, p=.10, Cohen's d=0.47)  

Chart Comprehension Questions 

For each chart, participants answered five questions: 

minimum value, maximum value, relative difference 

 

Figure 6. Practice tactile overlays, mounted on a 

cardboard sheet, were shown to participants before testing 

each application. 

Graph Interface 

Format 

Mean Task Time 

(sec) 

Mean 

Accuracy  

Tactile 159.7 (σ = 87.95) 92.9% 

Audio 214.0 (σ = 80.84) 92.9% 

Table 2. Average time spent with each dataset by 

condition. 



 

 

 

Figure 7.  Number of participants by bar chart interface 

preference (1 = strongly prefer audio, 5 = strongly prefer 

tactile). 

between points 1 and 2, relative difference between points 2 

and 3, and relative difference between points 3 and 4 (5 

questions × 4 datasets = 20 responses per participant). The 

researchers coded each answer as correct or incorrect. The 

accuracy scores for each condition are shown in Table 2. 

Accuracy was the same for both conditions. 

Subjective Preference 

We asked participants whether they preferred interacting 

with bar charts via the tactile interface (i.e., RoboGraphics) 

or the audio-only interface. Participants rated their opinion 

on a Likert scale (1 = strongly prefer audio, 5 = strongly 

prefer tactile). Results are shown in Figure 7. All 

participants indicated that they preferred the tactile bar 

chart interface. 

We also asked participants to rate each of the interfaces by 

perceived enjoyability and informativeness (Figure 8). On 

average, participants reported that the enjoyability of the 

tactile interface (4.43) was greater than that of the audio 

interface (3.14) and reported the tactile interface (4.43) to 

be more informative than the audio interface (3.57).  

Task 2: Application Feedback 

Following the second task, we asked participants to rate 

their favorite and least favorite of the proof-of-concept 

applications (Figure 9). The most favorite application was 

the tactile version of the Bar Charts application with 3 

votes, followed by Tortoise and the Hare with 2 votes. The 

least favorite applications were the Analog Clock with 3 

votes, followed by the audio-only Bar Charts application 

with 2 votes. 

 
Participants also provided detailed comments about their 

experience using RoboGraphics. This feedback is 

summarized in the next section. 

DISCUSSION 

In this section we provide more context regarding how 

participants interacted with the various interfaces and 

summarize participants’ feedback about their experiences. 

Exploration Strategies 

Participants applied different strategies when exploring the 

audio-only bar chart vs. the tactile bar chart. 

With the audio bar charts, participants adopted two main 

strategies. Some participants (P1, P2, P3, P4, and P5) 

performed a bottom-up search, starting at the bottom of the 

screen and moving up until they found the data points. 

Other participants (P6 and P7) used side-to-side motions, 

locating one point and then using that point as a reference 

while searching for other points. 

With the tactile bar charts, participants were able to perform 

some additional types of movements. In particular, most 

participants practiced touching the main part of the display 

with both hands in order to feel the overall trend of the 

chart. Sometimes participants used this two-handed grasp to 

gain a general sense of the trend but would then hold one 

robot as a reference point while touching the others. 

Although we did not ask detailed questions about 

participants’ familiarity with reading charts, some of our 

participants expressed uncertainty about their experience 

with reading and interpreting graphical information. When 

discussing the bar charts task, P2 mentioned, “It’s been so 

long since I looked at a graph, I forgot to think about a 

graph, and I thought it was just space.” P4 noted that he had 

not explored a graph in several years. Conversely, P5, who 

had a background in economics, reported having extensive 

experience reading charts and graphs. It is likely that 

participants’ experiences with graphical data may affect 

their ability to use RoboGraphics. We suspect that more 

practice with RoboGraphics may lead to improved 

  

Figure 9. Reported favorite applications (left) and least 

favorite (right) applications presented in the study. 



 

 

performance but leave the answer to this question as an 

opportunity for future work. 

Interactions with Moving Objects 

One benefit of our mobile robot-based haptic display is the 

ability to represent and track moving objects [8]. This 

interaction was highlighted in applications such as Tortoise 

and the Hare, which centered around the relative movement 

of two objects. 

We observed several different hand poses during use of the 

Tortoise and the Hare application. P1 and P2 used one hand 

to follow the Tortoise and a second hand to follow the Hare, 

while P3 tracked both characters with one hand. Both P1 

and P3 frequently reached out to check on the tactile 

landmarks; P1 stretched his hand out to touch both the Hare 

and the landmarks, while P3 used his other hand to track the 

landmarks. 

Both P3 and P4 noted that they considered the sounds made 

by the robots to provide an additional information channel. 

P4 described using the sounds made by the robots during 

the Tortoise and the Hare to track each of the characters. P3 

described a similar strategy when exploring the tactile bar 

chart, moving the robots to the bottom of the screen and 

listening to how long it took for them to move into their 

correct positions. 

While we lack sufficient data to identify which (if any) 

exploration strategies work best, we note that participants 

explored and identified multiple strategies for making sense 

of information displayed on the device. 

Benefits of RoboGraphics 

We compared the total amount of time participants spent 

exploring the bar charts across the two interface conditions, 

as well as their ability to correctly answer questions about 

the data. Overall, there was no significant performance 

difference between the two conditions. Participants were 

marginally (but non-significantly) faster using the tactile 

interface but answered the same number of comprehension 

questions correctly. Since we did not give participants a 

time limit, it is not surprising to see similar performance 

characteristics. Given the formative focus of this study, we 

are pleased to note that the additional complexity of the 

mobile robots did not adversely affect performance but did 

positively affect subjective preference. 

Overall, participants preferred interacting with chart data 

using the combination of static tactile overlays and mobile 

robots. When asked to describe why they preferred 

RoboGraphics, participants commented on both the speed 

of finding the robots, as well as the importance of gestalt 

understanding of the graphical information. P4 noted that, 

“With the robots, you don’t have to find the data points 

because they are already there.” Similarly, P1 said, “I found 

the tactile ones to be easier to locate”. P5 stated, “I like this 

better … I can tell. You can visualize it and sense the 

distance and spatial orientation.” 

Conversely, the audio-only interface did not seem to 

provide this awareness of the gestalt. P2 said “I think the 

robots … that’s what we are missing here. [With the robots] 

I can put my hands like this and know where everything is.”  

Participants noted additional benefits of RoboGraphics after 

testing the other proof-of-concept applications. Several 

participants noted that animating tactile graphics can 

sometimes result in simpler graphics, P1 stated, “Tactile 

graphics can get a little bit busy, this is nice because you 

can follow the track.” P3 recalled experiencing difficulty 

when first learning to read tactile graphics due to the need 

to frequently move between the graphic and the legend. P2 

noted that, with RoboGraphics, “all the start and end points 

are all in the same spot [so] I have to scan less.” 

Animating tactile graphics can also be useful in 

representing specific types of information. P5 mentioned 

that he sometimes uses tactile graphics to understand 

sequential processes but finds it difficult to move between 

the legend and multiple points on the diagram, whereas 

RoboGraphics could direct his hand to the correct location. 

P7, who teaches Braille, noted that RoboGraphics may be 

useful not only for showing Braille characters, but because 

showing the animated transitions between characters may 

teach students about the relationships between those 

characters. 

While participants noted some advantages of dynamic 

tactile graphics, they also pointed out some cases in which 

traditional tactile graphics are superior. Specifically, 

RoboGraphics have a much lower resolution than 

traditionally produced tactile graphics. P1 noted that, “with 

the [static] tactile, you get a better view of the whole thing.” 

P7 reported that traditional tactile graphics are useful for 

precision tasks such as dense charts or detailed 

representations such as a clock face, which was somewhat 

difficult to read given the relatively large size of the robots. 

Future Applications and Opportunities 

We asked participants which of the applications they liked 

most, as well as what other applications they would be 

interested in seeing in the future.  

Of the initial set of applications, the tactile bar chart was the 

most popular. Overall, participants seemed to agree that 

RoboGraphics could be a useful tool for exploring data. P5, 

who has a background in economics, felt that the display 

would have been useful for his graduate studies because it 

could convey the shape of data very quickly. When asked 

what he might use RoboGraphics for in the future, P5 

requested support for more types of data visualizations, 

including pie charts, scatterplots, function graphs, and 

representations specific to economics such as supply-and-

demand curves. P6 requested additional support for 

geographic data such as turn-by-turn map directions, 

topographical maps, and animations that demonstrate 

geological processes.  



 

 

The animated story of the Tortoise and the Hare was also 

popular, and participants provided additional ideas for 

representing stories and games using RoboGraphics. P2 

noted that she was smiling throughout the Tortoise and the 

Hare and said that she was eager to read more stories in this 

format. P2 thought that RoboGraphics could be used to 

present other fairy tales such as Hansel and Gretel, could 

represent riddles such as the river-crossing riddle in which a 

fox, a chicken, and a bag of grain need to be transported 

across a river, and could perhaps be extended to support 

narrative games such as The Oregon Trail.  

Participants also suggested new applications for this 

technology. P3, who is a writer, suggested that 

RoboGraphics could be used to represent typefaces and 

could be used to teach topics in typography such as serif vs. 

sans-serif fonts. P3 also suggested that RoboGraphics could 

be used to teach him music notation symbols so that he 

could learn to write music. P4 noted that RoboGraphics 

could be used to create aesthetically pleasing displays, and 

that he might want to use the system as a decoration for his 

home. 

LIMITATIONS AND FUTURE WORK 

Although participants were generally positive about their 

experience using RoboGraphics, there are opportunities to 

improve the usability and accessibility of the system. The 

small robots used in the system present some usability 

challenges, such as turning slowly, accidentally being 

knocked off course, and shutting off to preserve power. At 

the same time, participants noted that the robots were 

sometimes too large to represent fine details. As robot-

based shape displays are still relatively new, there are 

exciting opportunities in exploring the design space of the 

associated robot hardware and in developing robot 

platforms that are optimized for non-visual displays.  

In developing RoboGraphics, we found that distinguishing 

robots from one another could sometimes be difficult. To 

address this problem, we developed tactile mounts that 

changed the shape of the robot. Moving from a swarm of 

indistinguishable robots to a set of robots with identifiable 

features may create new opportunities for tangible data 

displays. Future iterations of the tactile mount system could 

support robots of different sizes, shapes, and textures, or 

even robots with additional capabilities, such as the ability 

for multiple robots to link together. 

A major limitation of the current RoboGraphics system is 

that content can only be authored by programmers. Future 

versions of RoboGraphics should support a variety of 

content authoring tools, supporting both programmers and 

less technical subject experts such as tactile artists. Ideally 

these authoring tools should be usable by both blind and 

sighted users as well. 

Finally, while the current version of RoboGraphics uses a 

small display and a small number of robots, it may be worth 

exploring how the number of robots affects the ability to 

represent certain types of information. Further empirical 

studies of how robot-based shape displays represent 

information could lead to guidelines for designing such 

displays and could also result in algorithms for mapping 

information onto shape displays of different sizes or with 

different numbers of robots. 

CONCLUSION 

In this paper, we introduced RoboGraphics, a system that 

combines a touch screen with static tactile overlays and 

mobile robots to create dynamic tangible graphics. Our 

prototype system supports a variety of applications 

including dynamic data graphics, audio-tactile stories, and 

interactive applications. Participants in our user study were 

able to read and understand data graphics created by our 

system, and they suggested a variety of future applications 

for this technology. While innovations in high-tech shape 

displays will likely lead to new advances in accessibility, 

our work demonstrates that there remain new ways to use 

existing technology to create more accessible media. 
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