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In trajectory planning and control design for unmanned air vehicles, highly simplified models are typically used to

represent the vehicle dynamics and the operating environment. The goal of this work is to perform real-time, but

realistic, flight simulations and trajectory planning for quad-copters in low-altitude (<500m) atmospheric conditions.

The aerodynamic model for rotor performance is adapted from blade element momentum theory and validated

against experimental data.Large-eddy simulations of the atmospheric boundary layer areused to accurately represent

the operating environment of unmanned air vehicles. A reduced-order version of the atmospheric boundary-layer

data as well as the popular Dryden model are used to assess the impact of accuracy of the wind-field model on the

predicted vehicle performance and trajectory. The wind model, aerodynamics, and control modules are integrated

into a six-degree-of-freedom flight simulation environment with a fully nonlinear flight controller. Simulations are

performed for two representative flight paths, namely, straight and circular paths. Results for different wind models

are compared and the impact of simplifying assumptions in representing rotor aerodynamics is discussed. The

simulation framework and codes are open sourced for use by the community.

Nomenclature

Cd0 = profile drag coefficient

Cl = two-dimensional lift coefficient
Clα = two-dimensional lift curve slope

CP = power coefficient, P∕�ρπR5ω3�
CQ = torque coefficient, Q∕�ρπR5ω2�
CT = thrust coefficient, T∕�ρπR4ω2�
CW = weight coefficient, W∕�ρπR4ω2�
c = rotor chord, m
�cd = lumped drag coefficient
D = drag, N
Nb = number of blades
p, q, r = body angular rates, rad ⋅ s−1
R = rotor radius, m
Re = Reynolds number, Vc∕ν
r = radial distance of a rotor spanwise station, m
r = �x; y; z�T inertial position vector, m
T = total thrust, N
Ti = thrust of rotor i, N
V = velocity in inertial frame, m ⋅ s−1
VrelB

= velocity of the quad-copter with respect to wind
represented in body frame, V − VW , m ⋅ s−1

V tip = rotor tip velocity, m ⋅ s−1
VW = wind velocity in inertial frame, m ⋅ s−1
W = weight of the quad-copter, kg
α = sectional angle of attack, rad
Θ = blade pitch, rad
λ = rotor inflow ratio
λc = climb ratio
μ = advance ratio,

�����������������������������
V2
relBx

� V2
relBy

q
∕V tip

ν = kinematic viscosity, m2 ⋅ s−1

ρ = air density, kg ⋅m−3

σ = blade solidity, (blade area)/(rotor area)
τx, τy, τz = torque components in body frame (roll, pitch, and

yaw torques, respectively), N ⋅m
Φ = inflow angle, rad
Ψ = azimuth angle, rad
ψ , θ, ϕ = yaw, pitch, and roll, Euler angles, rad
ω = rotor angular velocity, rad ⋅ s−1

I. Introduction

OVER the past decade, small unmanned aerial systems (SUASs)
(or drones) [1] have been increasingly used in a variety of tasks,

including border patrolling [2], damage inspection [3], mapping [4],
and precision agriculture [5]. With newer designs and mission pro-
files, simulation tools are required for assessing vehicle performance
improvement [6–8], implications of atmospheric winds [9,10], aero-
dynamic force modeling [11], rotor failure studies [12], real-time
flight simulation [13], and trajectory prediction and validation, espe-
cially in the context of certification by analysis [14].
Depending on the stage and/or nature of the study, various sim-

plifications are invoked to facilitate the task of trajectory prediction
and performance analysis [15–17]. Simplified atmospheric models
are typically used formission planning and certification of unmanned
air vehicles (UAVs). In practice, the operating environment of UAVs
flying at low altitudes (<500 m) is not only subject to strong mean
velocity gradients (shear), but also involves intermittent unsteady
wind gusts that contain a nontrivial fraction of energy compared with
the mean flow. Further, the characteristic size of the turbulent eddies,
even in a stable boundary layer, is on the order of a few meters [18],
which is equivalent to the size of an SUAS. Accounting for such
scales becomes critical to the vehicle aeromechanics, and thus to
more accurate trajectory prediction and validation tasks.
Awidely used tool for numerical weather prediction is theweather

research and forecasting (WRF)model [19,20].Weather research and
forecasting is, however, a mesoscale model and is typically used over
large spatial domains [O�1000� km] and with coarse resolutions
[O�2� km]. Thus, WRF cannot be relied upon to represent all eddies
and gusts of interest for SUAS trajectory prediction and validation
purposes, and thus, a different higher-resolution approach is required.
It is a common practice to use idealized static models (i.e., simple

algebraic models) to facilitate numerical analyses. However, these
models do not capture the realistic performance of a propeller, which,
in general, depends on the inflow velocity, andmore accurate models
are needed [21]. On the other hand, the use of higher-fidelity models,
such as those based on computational fluid dynamics (CFD) [22–27],
or evenvortex-basedmethods [28,29] to predict the aeromechanics of
flight vehicles is computationally demanding, and thus is not feasible
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in trajectory optimization or trajectory prediction settings. As a
consequence, an additional challenge is to establish a set of computa-
tionally efficient and effective models for the aeromechanics and
flight dynamics of the SUAS vehicles.
The main contribution of this paper is to present efficient and

accurate models of atmospheric conditions and vehicle aeromechan-
ics, with the goal of using them in real-time trajectory planning,
validation, and control. Specifically, the operating environment is
characterized via atmospheric boundary-layer simulations. Aerome-
chanical models of appropriate fidelity are derived using momentum
and blade element theories with an emphasis on low-altitude flight.
These models are integrated within a numerical simulation environ-
ment that propagates a six-degree-of-freedom (DOF) model of a
quad-copter along two representative nominal flight trajectory pro-
files: 1) an ascent–straight–descent profile and 2) a circular path. In
addition, the trajectory of the quad-copter is controlled using a fully
nonlinear backstepping control algorithm. Results from different
wind models and propeller models are compared and discussed,
highlighting the importance of modeling fidelity for realistic trajec-
tory planning, validation, and control.
The remainder of the paper is organized as follows. Section II

introduces the atmospheric boundary-layermodel. Section III presents
a review of the aerodynamicmodel. Section IVdiscusses the details of
a fully nonlinear flight controller (namely, translational–rotational
control algorithm). In Sec. V, the coupling between the aerodynamic
models and control module is presented. Aerodynamic, dynamic,
control, and wind models are integrated, and flight simulation results
for a variety of problems are performed and presented in Sec. VI.
Section VII provides a summary and conclusions.

II. Modeling Atmospheric Gust Effects

A. Atmospheric Boundary-Layer Simulation Using Large-Eddy
Simulation

The popular approach to represent atmospheric gusts in aviation
applications, such as trajectory estimation, relies on stochastic for-
mulations [30,31] and its variants [32], all of which incorporate
knowledge of the canonical spectral energy function [33]. Although
computationally efficient, such methods have two major limitations:
1) use of parameterized equilibrium phenomenology that is often
inaccurate, and 2) not explicitly accounting for the structure of the
spectral energy tensor. In reality, the atmospheric boundary layer
(ABL) turbulence is characterized by a strong and highly coherent
eddying structure that contributes to the uncertainty associated
with the predicted trajectory. Such limitations in wind forecasting
for air traffic management are well known, as discussed in [34].
In a more recent study, Galway et al. [35] show that eddy-resolving
CFDwind fields can cause significant trajectory effects to unmanned
rotorcrafts. In this study, we build on this direction and adopt
scientifically accurate, high-fidelity large-eddy simulations (LESs)
of the ABL that capture energy-containing turbulence eddying
structures at scales that are dynamically important for unmanned
aerial flight.
The canonical ABL used to generate the wind-model data for

this study is modeled as a rough flat wall boundary layer with
surface heating from solar radiation, forced by a geostrophic wind
in the horizontal plane, and solved in the rotational frame of reference
fixed to Earth’s surface. The lower troposphere sets the upper height
limit for ABL, and is represented with a capping inversion and the
mesoscale effects through a forcing geostrophic wind vector. The
planetary boundary layer is different from engineering turbulent
boundary layers in three major ways:
1) Coriolis effect: the rotation of Earth causes the surface to move

relative to the fluid in the ABL that results in angular displacement of
the mean wind vector that changes with height.
2) Buoyancy-driven turbulence: the diurnal heating of the surface

generates buoyancy-driven temperature fluctuations that interact
with the near-surface turbulent streaks to produce turbulent motions.
3) Capping inversion: a layer with strong thermal gradients that

caps the microscale turbulence from interacting with the mesoscale
weather eddies.

In Fig. 1, the mesoscale wind drives the ABL along the x
direction while the rotation of Earth’s surface orients the surface
layer turbulence to nearly 30 deg relative to the imposed wind vector
(along the streaks). The isosurfaces (gray) show vorticity magnitude

at a value of 0.45 s−1, and the isocontours show the horizontal
fluctuating velocity. The blue regions denote low-speed streaks,
whereas the red regions represent high-speed streaks.

1. LES Methodology and Simulation Design

The Reynolds number of the daytime ABL is extremely large.
Hence, only the most energetic atmospheric turbulence motions are
resolved. The eddies in the surface layer are highly inhomogeneous
in the vertical (z), but are clearly homogeneous in the horizontal
direction. The LES attempts to resolve to the order of the grid scale,
the energy-containing eddy structures.
Using a grid filter, one can split the fluctuating instantaneous

velocity and potential temperature into resolved and subfilter-scale
(SFS) components. The canonical, quasi-stationary equilibriumABL
is driven from above by the horizontal mesoscale geostrophic wind
velocity vector ug, and the Coriolis force is converted into a mean
horizontal pressure gradient oriented perpendicular to ug. In the LES
of ABL, the molecular viscous forces are neglected and the surface
roughness elements of scale z0 are not resolved by the first grid cell
�z0 ≪ Δz�. Buoyancy forces are accurately predicted using the
Boussinesq approximation. The momentum equation for resolved
velocity contains an SFS stress tensor that is modeled using an eddy-
viscosity formulationwith the velocity scale being generated through
a one-equation formulation for the SFS turbulent kinetic energy
[36,37]. The LES equations are shown as follows in Eqs. (1–3). A
detailed discussion of the numerical methods is available in [38–40].

In Eq. (1), ~u represents the filtered velocity, τSFS the SFS stresses, p�

the modified pressure, and ~θ the filtered potential temperature:

∇ ⋅ ~u � 0 (1)

∂ ~u
∂t

�∇⋅ � ~u ~u��−∇p�−∇⋅ τSFSu � g

θ0
�~θ−θ0��f× �ug− ~u� (2)

∂ ~θ
∂t

� ∇ ⋅ � ~θ ~u� � −∇ ⋅ τSFSθ (3)

Although the effects of buoyancy are highly pronounced in ABL
turbulence and significantly impact its structure [39,40], we chose a
more benign neutral stratification for this study. The domain size is
restricted to 400 × 400 × 600 m, which is sufficiently large to capture
both the atmospheric scales as well as those relevant to small fixed
wind unmanned vehicles. The Cartesian LES grid has a resolution of

Fig. 1 Schematic showing the Coriolis effect in a three-dimensional
visualization of ABL turbulence for a neutral ABLwith−zi∕L � 0 using
LES.
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200 × 200 × 300 m for a uniform spacing of 2 m in each spatial
direction. To realistically mimic the interface between the mesoscale
and microscale atmospheric turbulence, a capping inversion was
specified at a height of 280 m. The surface heat flux is set to
zero for this neutral ABL simulation, and a Coriolis parameter of

f � 0.0001 s−1 is chosen to represent continentalU.S.A. The bottom
surface ismodeled as uniformly roughwith a characteristic roughness
scale of 16 cm that is typical of grasslands. The dynamic system
described in Eqs. (1–3) is forced by an imposed mean pressure

gradient ∇ �P, usually specified in terms of a geostrophic wind as

∇ �P � −f × ug. For this model, ug magnitude is set to 8 m ⋅ s−1,
which corresponds to amoderatelywindy day. The equation system is
solved using the pseudo-spectral method in the horizontal with
periodic boundary conditions and second-order finite difference in
the vertical. The time marching is accomplished using a third-order
Runge–Kuttamethod. The computational setup is exactly as shown in
Fig. 1. Further details about the computational methods and models
can be obtained from [38–40].

2. Validation of Results

Large-eddy simulation is well established as a high-fidelity bench
tool for modeling near-surface atmospheric flows. The fidelity of the
modeling framework has been validated for equilibrium conditions
using experimental data [41] and well-known phenomenology [38].
In this study, we adopt a similar strategy and assess the nondimen-
sional near-wall scaling from simulation data with respect to the law
of the wall, and Monin–Obukhov similarity theory arguments for
neutral stratification. Particularly, we compute the nondimensional
mean gradient ΦM � �κZ∕uτ�dh ~ui∕dz, which should be closer to
unity in the inertial logarithmic region of the ABL. The nondimen-
sional mean gradient was obtained using the appropriate choice of
near-surface parameters for length (distance from the wall z)
and velocity (friction velocity uτ). For a constant value of the mes-
oscale wind and surface heat flux, the turbulent flowfield evolves
into a fully developed equilibrium boundary layer. After verifying
the existence of statistical stationarity, converged statistics were
estimated. Figure 2 shows the near-wall variation ofΦM as a function
of normalized distance from the surface (z∕zi), where zi is the height
of the ABL.We observe thatΦM is nearly unity with small deviations
arising from a combination of inaccuracies, including numerical
errors and near-wall modeling [42]. The LES quality is considered
acceptable as long as these deviations are small.

B. Reduced-Order Wind Representations

After obtaining wind data from the LES described earlier, a
reduced-order representation of the ABL data can be constructed to
assess the importance of the details of thewind field, and to reduce the
memory requirements, proper orthogonal decomposition [43] is used.

Given a matrix A of size m × n, the singular value decomposition is

given by

Am×n � Ûm×nΣm×mV
�
n×n

where Û, Σ, and V are matrices of the left singular basis vectors,

singular values, and unitary right singular vectors, respectively. For

every component of velocity, the data are stacked into a rectangular

matrix. That is, each column represents time instances, and each row

has the velocity in the three dimensions stacked as a columnvector of

length Nx × Ny × Nz.
The fraction of energy corresponding to each singular value,

σ2�i�∕P σ2�i�, is shown in Fig. 3.
A reduced-order representation can be constructed by using pro-

jections on a truncated number of modesN < 100. For thewind data,
we have chosenN to be 10modes, andwe have reconstructed the new

wind fields as will be presented in the Results section.

C. Benchmark Wind Model: Dryden Turbulence Model

Having LES wind data, one can determine mean wind velocities

by temporally and spatially averaging the data. Once the mean wind

is known (via simulation or experimental measurements), there

are empirical models that estimate the velocity fluctuations, such as

the Dryden model [31], which is a well-known benchmark wind

model. TheDrydenwind turbulencemodel uses an empirical spectral

representation to add velocity fluctuations to the mean velocity.

In this work, a continuous representation of the Dryden velocity

spectrawith positive vertical and negative lateral angular rates spectra
is used. This representation is based on the Military Handbook

MIL-HDBK-1797B [44]. The inputs to the Dryden model are alti-

tude, vehicle velocity (in the inertial reference frame), and direction

cosine matrix, and the output is the gust velocity in the body frame.

The mean wind velocity is then added to the fluctuations to represent

the full wind.
The current model provides the mean wind velocity using the

U.S. Naval Research Laboratory Horizontal Wind Model routine.

The typical inputs to this model are altitude, longitude, geopotential

altitude, and the specific time of interest. The model predictions vary

for different locations in the world and time of the year, and are of a

very low fidelity compared with the ABL simulation. Thus, we have

used theABL data (Sec. II) to input thewindmagnitude and direction

for comparison purposes.
Data from sample atmospheric simulations are used to determine

the magnitude of the wind velocity and the wind direction that are

inputs to the aforementioned built-in MATLAB functions. Specifi-

cally, the mean wind speed and direction at 6 m are inputs to the

Dryden wind turbulence model. Those values are approximately

3.40 m ⋅ s−1 and 240 deg, respectively. It is noted that the wind

direction is measured from the north in a clockwise positive setting.

Fig. 2 Comparison of the nondimensional mean velocity gradients in
the surface layer for neutral ABL with κ � 0.4. Fig. 3 Energy contained in each singular mode.
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III. Aerodynamic Model

In this work, each rotor of a quad-copter is modeled individually
using fundamental potential flow theory, while taking into account
tools from helicopter rotor aerodynamic modeling. Blade element
momentum theory (BEMT) was used in this paper as the rotor inflow
ratio varies radially across the blade span. Also, the vehicle inflow
dynamics at each time instant is treated as quasi-steady. Mishra et
al. [45] utilized a BEMT model based on [46] for a fixed-wing
aircraft. They validated their propeller thrust estimations against
CFDsimulation data. It is noted that rotors of a quad-copter invertical
flight experience the same condition of a propeller of a fixed-wing
UAV in cruise flight. It is noted that the model used in this study still
involves a high degree of simplification in forward flight. More
advanced rotor aerodynamic models that consider in-plane inflow
to the rotor disk (neglected in the current model) have the potential to
improve the accuracy of the predictions. Such models may be
replaced as an independent block without any further modifications
required in the flight simulation package.
Blade element momentum theory uses and combines the

two fundamental aerodynamic theories [46], namely, momentum
and blade element theories. Momentum theory relates the thrust
coefficient CT to inflow velocity ratio where rotor is treated as a disk
through which a flux of airflow passes. Hence, it does not process
any information about the blade shape. On the other hand, the blade
element theory uses blade geometric and aerodynamic character-
istics, such as chord length and twist angle distribution. The blade
element theory can be used to determine the thrust coefficient using
strip theory to integrate lift over the blade span. The sectional lift
coefficient Cl is determined by estimating the two-dimensional lift
curve slope Clα and the pitch and inflow angles:

Cl � Clααeff (4)

where αeff � �Θ� αL�0 −Φ� is the effective angle of attack, Φ is
the inflow angle (λ�r�∕r), λ is the rotor inflow ratio, Θ is the blade
pitch angle, αL�0 is the absolute value of the zero-lift angle of attack,
and r represents the rotor radius.
The sectional lift for higher effective angles of attack can be

represented by a poststall model [47]. That is, Eq. (4) can be replaced
by Eq. (5):

Cl � �1 − σ�Clααeff

� σ�2sign�αeff − αL�0�sin2�αeff − αL�0� cos�αeff − αL�0��

σ � 1� e−M�αeff−αL�0−α0� � eM�αeff−αL�0�α0�

�1� e−M�αeff−αL�0−α0���1� e−M�αeff−αL�0�α0�� (5)

where σ is the blending function, 	α0 are the cutoffs, and M is the
transition rate.
In BEMT [46], the rotor inflow ratio can be determined as a

function of the flight condition parameters and geometric character-
istics of the rotor by equating the thrust obtained frommomentum and
blade element theories. The following equation shows the resultant
rotor inflow ratio:

λ�r� �
����������������������������������������������������
σClα

16F
−
λc
2

�
2

� σClα

8F
Θr

s
−
�
σClα

16F
−
λc
2

�
(6)

where F is given as

F � 4

π2
cos−1�exp�−froot��cos−1�exp�−ftip�� (7)

where λc is the climb ratio; σ is the blade solidity;
froot � �Nb∕2��r∕�1 − r�Φ�; ftip � �Nb∕2���1 − r�∕rΦ�; the func-

tion F is Prandtl’s tip loss function to compensate for the loss in lift
near the tip and root of the blade, withΘ being the blade pitch; andNb

is the number of blades. Let−VrelBz
denote the total inlet velocity, and

let V tip denote the blade tip velocity. In this study, λc is obtained as

λc � −
VrelBz

V tip

(8)

Note that VrelBz
denotes the projection of the relativewind velocity

along the positive z direction of the body frame (i.e., positive inlet
flow). The negative sign in VrelBz

is required, because the positive

sense of z is defined downward, and a positive λc implies climb for
which the velocity in the body frame is negative. This model can be
used in forward flight.
The total thrust of a rotor is obtained by integrating the sectional lift

from hub (Rmin � 0.1R for the blade used in this study) to tip as
follows:

T � Nb

Z
R

Rmin

1

2
ρCl��rω�2 � �λV tip�2�c�r� dr (9)

where c�r� is the chord distribution from hub to tip. This model for
a single rotor is compared with the experimental data of Ref. [48]
in Fig. 4. The results correspond to a rotor with a radius of 7.62 cm,
an average chord of 1.10 cm, and the twist distribution varying
approximately from 25 to 5 deg from root to tip. It is noted that
Clα � 1.7059π and αL�0 � 4 deg.

As noted in Fig. 4, the thrust values predicted by the radial inflow
model are in good agreement with the experimental data, whereas
the torque values are underestimated. Torque values predicted by the
performance model (that will be discussed next) only represent the
resisting torque due to aerodynamics; however, additional frictional
resistance in the shaft of the propeller may have manifested itself in
the experimental torque data.

A. Torque and Power Performance Model

For a standard quad-copter (with a “�” rotor configuration shown
in Fig. 5), the roll and pitch moments (τx and τy) are produced using
differential thrust among the four rotors:

τx � l�T4 − T2�; τy � l�T1 − T3� (10)

Fig. 4 Comparison between experimental data and the radial inflow model (BEMT) for hovering flight.
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where l is the distance between the rotor and center ofmass (c.m.). By

modulating each rotor speed, it is possible to modify thrust and

generate the required torque. The yaw moment τz is obtained by

adding the reactive yaw moment of each rotor. The reactive moment

for each rotor is a function of multiple aerodynamic contributors that

will be discussed in detail next.
In forward flight, for a single rotor, the power required to overcome

the resisting moment can be categorized as follows (in coefficient

form, nondimensionalized by ρπR5ω2):
1) Induced power is the power that is used to overcome lift-induced

drag, CP;ind � 1.15C2
T∕2

����������������
λ2 � μ2

p
, in which the advance ratio is

defined as μ �
�����������������������������
V2
relBx

� V2
relBy

q
∕V tip.

2) Blade profile power is the power required to overcome the

viscous drag of each blade, CP;0 � �σCd0∕8��1� 4.6μ2�, where
Cd0 is the profile drag coefficient (Cd0 � 0.008).
3) Parasite power is the power required to overcome the drag

exerted on the body of the vehicle due to the incoming freestream,

CP;p � �1∕2��f∕A�μ3. It is noted that, for a rotor of a quad-copter,

a 1∕4 factor should be multiplied to CP;p. The variable f is

the equivalent flat-plate area that models the body of the vehicle;
f∕A can be approximated to be 1.
4) Climb or descent power is the power required/produced in

climbing/descending flight, CP;c � CWλc.
Therefore, the total power required is

CP � 1.15C2
T

2
����������������
λ20 � μ2

p � σCd0

8
�1� 4.6μ2� � 1

8

f

A
μ3 � CWλc (11)

The power and torque coefficients are the same (CP � CQ). Thus,

given Eq. (11), one can express the yaw torque due to the ith rotor as
Qi � CPρπR

5ω2
i . Thus, the total reactive torque can be written as

τz �
X4
i�1

Qi�sign�ω�� (12)

The term sign�ω� is required to make sure that the torque

value associated with each rotor is taken into account with its correct

sign, where counterclockwise rotation direction provides a positive

reaction torque (for instance, see rotor 1 in Fig. 5). For yaw control,

it is possible to mount the rotors with a small cant angle to improve

the yaw authority of the platformwith negligible reduction in vertical

thrust. This is a desired configuration, in particular, when high-

revolutions-per-minute low-torque motors are used.

B. Lumped Drag Model

The total drag on a quad-copter involves combinations of different

aerodynamic effects, some of the contributions to which were dis-

cussed previously in the context of the required torque/power to turn

the four rotors at the desired speed given a flight condition. It is noted

that one physical phenomenon can lead to both additional required

power and drag force on the quad-copter. The prominent contributors
to the drag of a quad-copter are induced drag, blade profile drag, and
translational drag due to the swirl of the induced velocity in forward
flight. Parasite drag is typically small relative to the other contributors.
These parameters were studied in [49], and a lumped drag model

for a quad-copter was introduced in Eq. (13) that related the drag
(defined in the body frame) to thrust value and relative velocity seen
by the quad-copter:

D � −

2
64

�cd 0 0

0 �cd 0

0 0 0

3
75TVrelB

(13)

where �cd is the lumped drag coefficient that was inferred from
measured onboard accelerometer data for a typical quad-copter;
�c � 0.04	 0.0035. In this study, �c � 0.04 is used. Drag in the
inertial frame is in the direction of the incoming velocity, whereas
Eq. (13) represents rotor in-plane force that has no component in the z
direction of the body-frame coordinate system.
In general, several interactions exist between the rotor blades and

thewake, and between the rotor and airframe. Ventura Diaz andYoon
[22] performed high-fidelity CFD simulations and suggested that the
airframe can reduce rotor–rotor interaction, and hence, increase the
total thrust. With the requirement for the models to be near real time,
the aerodynamics of each rotor is treated individually and rotor–rotor
interaction effects are not considered in this study.

IV. Vehicle Dynamic Model and Control Hierarchy

The schematic of the vehicle and frames of references is given in
Fig. 5. The body frame B � fxB; yB; zBg is needed to describe the
orientation of the vehicle with respect to the inertial frame, whereas
the inertial frame I � fxI; yI; zIg is used to locate the position of the
c.m. of the vehicle. The modulation of the voltage to the electrical
motor of each rotor modifies the angular velocity of each propellerωi

�i � 1; : : : ; 4�, which in turn governs both the rotational and trans-
lational dynamics due to the generated forces fi �i � 1; : : : ; 4�. The
angular velocities are paired, that is, the first and third rotors rotate in
a counterclockwise manner, whereas the second and fourth rotors
rotate in a clockwisemanner, such that the net torque around the body
z axis due to the rotation of propellers is zero during hovering flight.
Equations of motion can be derived using the Newton–Euler

method that uses the transport theorem [50]. The overall control of
the vehicle is achieved through the combination of position control
and attitude control. Figure 6 depicts a typical outer/inner control
loop strategy along with the interconnection of the main components
of an algorithm for control purposes. Let r ∈ R3 and v ∈ R3 denote
the position and velocity vectors of the c.m. of the quad-copter,

respectively, in the inertial coordinate system, and let �ϕ; θ;ψ �T
denote the orientation angles in a standard (roll–pitch–yaw) 3–2–1

Euler rotation sequence. LetΩ � �p; q; r�T denote the components of
the angular velocity vector of the body frame relative to the inertial
frame when expressed in the body frame—the so-called body rates.
Our goal is to derive control commands, namely, thrust control T and
control torque τB to follow a nominal trajectory.
The nominal trajectory is usually generated in an off-line fashion

through a path planner (or guidance algorithm) [17]. The “naviga-
tion” block represents any navigation algorithm. The outputs of the
“path planner” block are the desired time histories of the states of the
system that have to be tracked. In Fig. 6, the position, velocity, body
rates, and heading angle are shown to be the outputs of the guidance
block. (The subscript c is used to specify these values as commanded
values that have to be tracked.) Thesevalues are fed to the “controller”
block. At this stage, the position controller is used to track com-
manded values of position and velocity (i.e., rc and vc). This task
is achieved through a second-order differential error-tracking equa-
tion as

�re � Kd _re � Kpre � 0 (14)

Fig. 5 Definition of the body and inertial frames of reference.
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where re � rc − r denotes the position error, and Kd and Kp are

positive definite gain matrices to ensure acceptable time character-
istics of a second-order response. A virtual control vector U is
defined as

U � �r � �rc � Kd�vc − v� � Kp�rc − r� (15)

Following Ref. [51], this virtual control input can be used along
with the translational and rotational equations of motion to compute
the desired thrust T, roll angle ϕc, and pitch angle θc. Thus, if these
three variables are tracked to a good degree of accuracy, one has
essentially realized the position and velocity vectors that are com-
manded by the path-planning algorithm. The two angles, θc and ϕc,
alongwith the commanded yaw altitudeψc and the commanded body
ratesΩc (computed through a tracking differentiator [51]), constitute
the input data to the inner loop (attitude controller).
The goal of the attitude controller is to track the intermediate

commanded values (i.e., those that are the outputs of the position
controller) and thosevalues that are commanded by the path-planning
block. The output of the attitude controller is, therefore, the control
torquevector τB, whichwill result in accurate tracking of Euler angles
and body rates. Eventually, the thrust and torque vectors are used to

compute rotor angular velocity vector ω � �ω1;ω2;ω3;ω4�T. The
details of the algorithms can be found in Ref. [51].

V. Aerodynamic Models and Coupling to Flight
Dynamics

In this section, the coupling of two aerodynamic models, one
of which is based on Sec. III, to the vehicle dynamics is described.
Note that the resulting model is intended for fast (real-time or near
real-time) trajectory prediction and validation applications.

A. Simplistic Performance Model

In this approach (also known as the static model), the thrust
and torque of the ith rotor (i � 1; : : : ; 4) are modeled as quadratic
functions of the rotor revolutions per minute for hovering fixed-pitch
rotors:

Qi � kω2
i ; Ti � bω2

i (16)

where k and b are referred to as the effective torque and thrust
coefficients, which can be determined experimentally, or using
CFD analysis for a given rotor using simple quadratic curve fitting
[52]. Using experimental data shown in Fig. 4, these coefficients

are estimated to be equal to b � 1.5652 × 10−8 N∕rpm2 and

k � 2.0862 × 10−10 �N ⋅m�∕rpm2.
Given these relations, one can form the following linear system of

equations to relate the rotor rotation rate to the required net thrust and
torque. Considering Eq. (10), and the fact that the sum of the thrust of
rotors is the net thrust, one can derive the following relation for the
total thrust magnitude and torque inputs:

2
666664

T

τx

τy

τz

3
777775 �

2
666664

b b b b

0 −bl 0 bl

−bl 0 bl 0

−k k −k k

3
777775

2
666664

ω2
1

ω2
2

ω2
3

ω2
4

3
777775 (17)

Therefore, by solving Eq. (17), one can determine the rotation rate
of each rotor. However, it is noted that this model is insensitive to
wind conditions as well as the vehicle dynamics.

B. Radial Inflow Model

The radial inflowmodel, as described in Sec. III, is strictly valid for
axial flight. In this work, the incoming wind velocity is projected to
the axis of rotor and the thrust is estimated using BEMT. The benefit
of this model—in comparison with the simplistic model—is its
sensitivity to the wind condition and vehicle dynamics. The inputs
to this model are the required thrust and the velocity relative to the
body of the quad-copter.
Implementing this model along with the torque model introduces

additional complications. First, an inverse problem should be solved,
because the desired thrust is nowgiven as an input and revolutions per
minutemust be computed.At every time instant, this is performed via
a simple optimization routine. Second, the yaw torque τz is no longer
a function of the revolutions per minute, and in fact, is a complex
function as described in Eq. (12). Thus, the set of equations to solve
for ωi are

T �
X4
i�1

Ti�ωi�; τx � l�T4�ω4� − T2�ω2��;

τy � l�T1�ω1� − T3�ω3��; τz �
X4
i�1

Qi�ωi��−1�i�1 (18)

It is clear that, because ωi is implicit in all of the equations, an
analytical solution cannot be found. Note that we need to solve forωi

�i � 1; : : : ; 4� at every time instant along the trajectory, which is a

Fig. 6 Outer/inner control loop scheme for position and attitude control of a quad-copter.
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nonlinear root-finding problem. One way to provide an approximate
solution to these set of equations for every time step is as follows:
1) At a given time instant and a given flight condition, for every

thrust Ti, solve the inverse problem to find ωi and the resultant Qi.
2) For each rotor, use the relations Ti � biω

2
i and Qi � kiω

2
i to

estimate the local values of bi and ki for that specific rotor and flight
condition.
3) Use Eq. (17), where the coefficient matrix is given by2

66664
b1 b2 b3 b4

0 −b2l 0 b4l

−b1l 0 0 b4l

−k1 k2 −k3 k4

3
77775

to find the final revolutions per minute.
4) Calculate the net thrust and torque using newly found

revolutions per minute, and feed them back into the dynamic model.
It has to be noted that the radial inflow model serves as a

template for general aerodynamic module that can be replaced by
higher-fidelity models (such as a CFD model).

VI. Results and Discussion

A quad-copter with the following physical and geometric charac-
teristics is considered: mass m � 0.69 kg, arm length l � 0.225 m,

X moment of inertia Ix � 0.0469 kg ⋅m−2, Y moment of inertia

Iy � 0.0358 kg ⋅m−2, Z moment of inertia Iz � 0.0673 kg ⋅m−2,

and rotor moment of inertia Ir � 3.357 × 10−5 kg ⋅m−2. The rotor
radius is R � 0.0762 m.
The aerodynamic models for the quad-copter and the wind models

(Sec. II) were integrated with the control module in the Simulink
environment ofMATLAB.The entire simulation suite is open sourced
for use by the community.**We have performed flight simulations for
two representative nominal trajectories: 1) an ascent–straight–descent
trajectory and 2) a circular trajectory.

A. Ascent–Straight–Descent Path

Let Δti denote the time interval of the ith segment of a multiseg-
ment trajectory. Figure 7 shows the schematic of an idealized rectan-
gular path that consists of five segments: 1) taking off vertically to an
altitude of 40m (where the initial and final vertical velocities are zero)
over a time interval ofΔt1 � 10 s, 2) accelerating from zero forward

velocity to a cruise constant speed of 15 m ⋅ s−1 over a time interval of
Δt2 � 12 s, 3) continuing with the cruise speed for Δt3 � 30 s,

4) decelerating from a forward velocity of 15 m ⋅ s−1 to zero over a
time interval ofΔt4 � 15 s, and 5) descending over a time interval of
Δt5 � 10 s. As the quad-copter follows the trajectory, it is subject to
the wind field described in Sec. II. For all segments (except for the
cruise segment 3), a cubic polynomial is used to enforce the boundary
conditions on x, y, and z positions and velocity coordinates [53]. It is
noted that the planned trajectory information consists of the planned

position, velocities, and acceleration, as well as the heading (yaw)
angle [ψ�t� � 0], all of which are used in the attitude controller block
in Fig. 6. The results for different flight parameters are next presented
using a full-wind representation and radial inflow model. The results
demonstrate that the planned trajectory and the vehicle attitude
and position are controlled successfully. The time histories of the
quad-copter position and velocity coordinates as well as its attitude
are shown in Figs. 8–10. All of the resultant flight parameters (shown
in red dashed line) are compared with their planned ones (shown in
black sold line). The resultant position vs planned position is shown
in Fig. 8.
As noted, the quad-copter has tracked the planned trajectory with

acceptable accuracy. The off-the-track y-position coordinate appears
to have the largest deviation due to the side-wind effects. The planned
and resultant velocities in the body frame are shown in Fig. 10, which
reveals the fluctuations due to turbulent gusts.
The wind velocity at the vehicle c.m. is shown in Fig. 10,

illustrating a desirable forward wind and an undesirable side wind
experienced by the vehicle. The controller was able to handle wind
fluctuation amplitudes of 0.4 m ⋅ s−1 in the X direction and 0.7 m ⋅
s−1 in the Y direction.
The Euler angles (ψ , θ, ϕ), body rates (p, q, r), and generated

torques (τx, τy, τz) on the body of the quad-copter are shown in

Fig. 11. As noted, the pitch angle is about θ � −20 deg (pitch down)
during the cruise phase of the flight (25 s < t < 55 s).

Fig. 7 Schematic of the ascent–straight–descent nominal trajectory.

Fig. 8 Time histories of the inertial coordinates of the actual vs nominal
trajectory.

Fig. 9 Time histories of the inertial velocity of the quad-copter vs the
nominal velocity.
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The required rotor revolutions per minute to track the planned path

are obtained using the radial inflow model and shown in Fig. 12. It is

noted that the advance ratio is relatively low (μ � 0.12) during the

cruise phase.

The effects of the wind on the resultant trajectory and vehicle
dynamics are shown in Figs. 13 and 14. It is noted that,without awind
field, the planned path was tracked with almost no deviations. It is
also evident that wind effects on the revolutions per minute inputs are
more prominent in the cruise section compared with the vertical
takeoff and landing segments.
The difference between the simplified and radial inflow models in

terms of the predicted rotor speeds is compared in Fig. 15. Note that
the resultant revolutions per minute of only rotor 1 (leading rotor;
see Fig. 5) in a no-wind condition is presented for clarity in depicting
the discrepancy. The predicted revolutions per minute conditions
(approximately 10,150) from both models are very similar in the
hover case (t � 10 s and t � 70 s), as shown in Fig. 15. Also, during
the takeoff and landing phases (t < 10 s and t > 70 s), both models
provide closer rotor speed predictions. There is, however, a large
discrepancy in the cruise section of the trajectory (10 < t < 70 s),
where the velocity relative to the body of the quad-copter increases
the inflow λ [see Eq. (6)]. Therefore, the lift coefficient [Eq. (4)]
decreases becauseΦ increases. Hence, the rotor speed has to increase
to maintain the required thrust.
The torque and power performance models, introduced in

Sec. III.A, can be used to provide an estimate of the total required
power during flight. Considering Eq. (11), one can simply write the
total power as

P �
X4
i�1

CPi
ρπR5ω3

i (19)

Fig. 10 Components of the wind velocity (in inertial frame) along the
actual trajectory.

Fig. 11 Time histories of the Euler angles, body rates, and control

torques.

Fig. 12 Time histories of the rotor revolutions per minute along the
trajectory.

Fig. 13 Flown trajectorieswith andwithout consideration ofwind (each
axis is scaled differently for clarity).

Fig. 14 Comparison of the rotor 1 rpm with and without consideration
of wind.
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For the simplified model, the power estimate is simply
P

4
i�1 kω

3
i ,

where the value of k is obtained from the torque data of Fig. 4. The

time history of the power estimated by both models is shown

in Fig. 16.

The simplifiedmodel yields larger power values, and this ismainly

due to the offset seen between the torque predictions of performance

model and experimental data in Fig. 4. It is also apparent that takeoff

(t < 10 s) requires more power than landing (t > 70 s). The radial

inflow model represents this effect, whereas the simplified model is

unable to do this.

To assess the importance of the wind model, the wind field is

reconstructed using different numbers ofmodes, and flight simulations

are performed to illustrate the impact on the results. A comparison

between the resultant trajectories of the full-wind and reduced-order

versions of the wind field, and the Dryden wind turbulence model is

shown in Fig. 17. In these simulations, the radial inflow model was

used as the aerodynamic model to compare the impact of the different

wind models. The controller attempts to keep the quad-copter on the

nominal path regardless of the wind model used. It is clear that the

Dryden model, in which the fluctuations are not spatiotemporally

correlated, results in a lesser deviation from the nominal trajectory.

It is noted that fluctuations are spatiotemporally correlated in the

LES model.

The incoming velocities in the three directions seen by the

quad-copter for different wind models are shown as a function of

time in Fig. 18.

B. Circular Path

Flying in a circular path further accentuates the importance of

the flight controller and windmodel. In this case, the quad-copter has

to follow a path with continuous acceleration. The presence of wind

has both favorable and unfavorable effects during portions of the

trajectory, as discussed herein. A schematic of the circular path and

the wind condition is shown in Fig. 19.
Similar to the straight path, the trajectory for the circular path

consists of five segments: 1) taking off to an altitude of 60 m,

2) accelerating for 10 s to a nominal speed while being in the circular

pathwith radius of 80m, 3) following the circular pathwith a nominal

speed, 4) decelerating for 10 s to stop at the point where the circular

path was initially started, and 5) landing.

Fig. 16 Time histories of the required power estimates using different
models.

Fig. 17 Effect of different versions of wind model on the resultant
trajectory.

Fig. 18 Wind-velocity components in the inertial frame.

Fig. 19 Schematic of the circular path.

Fig. 15 Rotor revolutions per minute prediction with different models.
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A comparison between the planned and obtained locations

and velocities in the three directions is shown in Figs. 20 and 21.

The results are indicative of the fact that the vehicle has been able to

track the planned path well and maintain the quad-copter on the

nominal path.
Thewindvelocity at the c.m. of the quad-copter is shown inFig. 22.

The values are slightly larger compared with the straight path (see

Fig. 10), given that the circular path has a higher altitude.
For this path, the commanded heading angle ψc was set to zero,

which means the quad-copter does not turn around its Z axis, and the

circular pathwas tracked by controlling only the roll and pitch angles.

The Euler angles and their rated and resultant torques are depicted

in Fig. 23.
As noted from Fig. 23, for the takeoff phase (t < 10 s), the

quad-copter has to roll (right rotor 3 down) and pitch up (front rotor

1 up) to negate the incoming wind from the south west, and then

continue the entire path with a nose-up position to negate the effect of

thewind. The corresponding four rotor speeds shown in Fig. 24 were

obtained as the controller commands computed to maintain the

planned circular trajectory.
The actual vs planned trajectories are demonstrated for the circular

path in Fig. 25. As expected, the actual trajectory is shifted toward positive x and negative y due to the wind condition. A maximum

deviation of 2 m between the two paths is noted. The estimates of the

required power obtained from the simplified and radial inflowmodels

are shown in Fig. 26.

Fig. 20 Timehistories of the position coordinates of the c.m. of the quad-
copter for circular path.

Fig. 21 Time histories of velocity coordinates of the c.m. of the quad-
copter for circular path.

Fig. 22 Wind velocity at the c.m. of the quad-copter.

Fig. 23 Euler angles, body rates, and torques applied to the quad-copter
during circular path.

Fig. 24 Rotor speeds to maintain the quad-copter on the circular path.
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When the quad-copter is on the circular trajectory (10 < t < 70 s),
the simplified model shows a higher sensitivity to the favorable
and adverse wind conditions. In the first half-circle (10 < t < 40 s),
the wind is overall favorable. In the second half-circle (40 <

t < 70 s), the wind causes unfavorable drag as well as more induced
inflow to the rotors that leads to higher revolutions per minute (see

Fig. 24), and subsequently, higher power, as depicted in Fig. 26.

C. Optimal Cruise Speed

The relationship between power and cruise speed is nonmonotone

and nonlinear. The power model [see Eq. (11)] can be further

analyzed to determine the optimal cruise speed and compared with
the power required in hover. A new trajectory was defined, in which

the quad-copter starts from hover, and the forward speed is adjusted
incrementally on a straight path.Within each increment, it accelerates

for 5 s to add 1 m ⋅ s−1 to its speed during the acceleration phase,

and stays on that specific cruise speed for 20 s. This increment is
performed 20 times, and the vehicle will eventually reach a forward

speed of 20 m ⋅ s−1 in a total time of 500 s. The Euler angles and

forward velocity in the inertial reference frame, and the advance ratio
are shown in Fig. 27.
It is noted that the advance ratio μ is relatively small for the

entire flight. At the highest forward speed of 20 m ⋅ s−1, the advance
ratio is μ � 0.17. The pitch angle increases in magnitude during the

acceleration phase and maintains the same level during the constant
cruise speed part of each increment. The speed of the quad-copter as a
function of the leading rotor 1 (see Fig. 5) rotational speed is shown
in Fig. 28.
As noted from Fig. 28, the power curve with the performance

model [see Eq. (11)] has a local minimum around Vx � 7.2 m ⋅ s−1
(indicated with the green dashed line). It is also noted that the
simplified model that only uses the rotor speed to estimate the power

(P � k
P

4
i�1 ω

3
i ) estimates less power consumption for higher

speeds. This is due to the fact that, at higher speeds, the drag [that
is defined in the body frame; see Eq. (13)] provides an upward
component when the pitch angle is negative (θ < 0), thus augmenting
the net vertical force. Therefore, the thrust required by the rotor (to
sustain the altitude) decreases, and based on the simplifiedmodel, the
required revolutions per minute should also decrease. The estimated
revolutions per minute values of rotor 1 vs the forward speed from
both models are shown in Fig. 29.
As expected, the two models show opposite trends. Based on

Figs. 28 and 29, higher revolutions per minute does not necessarily
indicate higher required power, as the flight condition has a signifi-
cant impact on the total power.

Fig. 25 Trajectories with and without consideration of wind for the
circular path.

Fig. 26 Estimated requiredpower through differentmodels for circular
path.

Fig. 27 Euler angles and cruise speed for optimal cruise speed deter-
mination.

Fig. 28 Estimated required power vs cruise speed for simplified and
radial inflow models.
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VII. Conclusions

A comprehensive suite of tools was introduced for performing
realistic flight simulations for unmanned quad-copters. The focus is
onoperations in low-altitude atmospheric conditions,where turbulent
gusts are expected to have a significant impact on the performance
and stability of small unmanned aerial vehicles.
Large-eddy simulationswere performed to accurately represent the

ABL. The canonical ABL used to generate the data in this study is
modeled as a rough flatwall boundary layerwith surface heating from
solar radiation, forced by a geostrophic wind in the horizontal plane,
and solved in the rotational frameof reference fixed toEarth’s surface.
From the LES data, a reduced-order representation of the wind field
was also constructed. Additionally, the Dryden turbulence model for
wind velocity fluctuations was included as a benchmark windmodel.
The aerodynamics of the quad-copter was modeled using

adaptations of the BEMT. Models for thrust, drag, and power of
the quad-copter were integrated with the flight dynamics and wind
models. A nonlinear flight controller (backstepping controller) was
developed to control all six DOF of the motion of the quad-copters.
An ascent–straight–descent path and a circular path were designed

for the simulations of the closed-loop system. These two trajectories
were of interest due to the fact that they both incorporate a represen-
tative set of possible trajectories of a quad-copter. Representative
results for flight parameters, required revolutions per minute inputs,
resultant trajectory and power of the quad-copter for different aero-
dynamic andwindmodels, andplanned trajectorieswereobtained and
compared against each other. Amultiple cruise-speed trajectory phase
was defined to determine the optimal cruise speed of the quad-copter.
Collectively, this study presented a new suite of tools for realistic

flight simulations, and provides insight into the impact of modeling
fidelity on trajectory planning and control. The entire simulation suite
is open sourced for use by the community (See footnote **).
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