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In recent years, better instrumentation and greater computing
power have enabled imaging of elusive biomolecule dynamics in
cells, driving many advances in understanding the chemical
organization of biological systems. The focus of this review is on
interactions in the cell that affect both biomolecular stability and
function, and modulate them. The same protein or nucleic acid
can behave differently depending on time in the cell cycle,
location in a specific compartment, or stresses acting on the cell.
We describe in detail crowding, sticking and quinary structure in
the cell and the current methods to quantify them both in vitro
and in vivo. Finally, we discuss protein evolution in the cell in light of current biophysical evidence.
We describe the factors that drive protein evolution and shape protein interaction networks. These
interactions can significantly affect the free energy AG of marginally-stable and low-population
proteins and due to epistasis direct the evolutionary pathways in an organism. We finally conclude
by providing an outlook on experiments to come, and the possibility of collaborative evolutionary
biology and biophysical efforts.
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1. Introduction

The cell was discovered in the 17t century by the Dutch scientist van Leeuwenhoek and observed
in the simplest eukaryotic organism — a single-celled protozoan. Cells showcase many layers of
biological organization, from membrane-bound organelles and phase-separated membrane-less
‘liquid droplets’ to the cytoskeleton. The structural organization of cells, from small solutes to
organelles, is highly dynamic and far removed from the dilute buffers that are used in in vitro
experiments.

The energetics of the cell cover a wide dynamic range, from interactions barely exceeding the
thermal noise ksT at room temperature, to strong chemical bonds. The protein and DNA
backbones are made of stable bonds that are relatively hard to hydrolyze. Even the cellular
cytoskeleton is held together by interactions on the order of 40 kd/mol or 15 ksT (the interaction
free energy of tubulin dimers'). Although such specific and relatively strong interactions are easy
to detect, weakly interacting (a few ks T) and thus harder to detect multi-partner networks are more
resilient towards malfunction (e.g. due to a mutation), and more flexible to evolve. While hubs in
networks may be conserved, their many partners can evolve more independently.?

One of the hallmarks of complex networks is that many of their interactions are only on the order
of a few ksT. Weak interactions are numerous in cells, and can add up cooperatively, thus
significantly affecting the spatial and temporal distribution of macromolecules in the cell. To fully
understand these weak interactions, they are best studied directly in cells or even in living
organisms, or at least in a solvation environment that mimics those aspects of the cell important
for the interaction in question. We have only just discovered the tip of the iceberg of how biological
organization emerges from and affects dynamics at the molecular level. Moving forward,
quantitative in-cell and in vivo experiments will become more important to study weak interactions
that are sensitive to their solvation environment.

In this review, we discuss three concepts that can be used to classify weak interactions inside the
cell; ‘crowding,’ ‘sticking’ and ‘quinary structure.” Crowding is due to the short-range repulsive wall
of interaction potentials with macromolecules in the cell (Figure 1). The repulsive wall is mainly
due to physical forces not subject to evolution, although the size distribution of macromolecules
that exclude volume could evolve. Sticking is due to longer-range attractive forces among a
combination of macromolecular surfaces and small solutes within the cell. The effective forces
can be electrostatic or entropic in nature, and can evolve, for instance by changing the charge or
hydrophobicity of an amino acid side chain on a protein surface. Sticking is not necessarily
favorable to cell health, but when it evolves into a favorable interaction, the resulting transient
structure is referred to as ‘quinary structure,’” as a continuation of the hierarchical levels of evolved
protein organization: primary, secondary, tertiary and quaternary structure.

A number of literature reviews have discussed in detail the experimental work and the current
state-of-the-art theoretical models that describe macromolecular crowding®* and quinary
structure.5>8 We do not seek to recapitulate the comprehensive work of these published reviews.



Instead, the focus of this review is to inspect the available data on chemical forces from the point
of view of evolutionary pressures that have shaped protein (and other biomolecular) interactomes.
Evolution produces complex interaction networks robust to perturbation, but it has to use chemical
interactions outlined in figure 1 as basic building blocks. Our main goal is to emphasize the
importance of collaborative studies in evolution and biophysical chemistry to understand how
structural and functional aspects of the cell have evolved. Finally, to conclude we provide an
outlook on the future and the scope of further experiments in post-reductionist chemistry of the
cell.

Figure 1: Cartoon representation of crowding, sticking and quinary interactions. The cytoplasm scaffold
image was provided by Meredith Rickard. (A) Protein (orange) crowded by neighboring biomolecules (grey).
(B) Ribbon structure of protein shows charged (negative — blue and positive — red) and hydrophobic patches
(yellow). Patches on the surface of the protein interact with neighboring biomolecules via electrostatic and
hydrophobic interactions. (C) Quinary functional interaction between two small proteins via surface electrostatic
interaction.

2. Weak interactions in the cell — a brief history

In this section we discuss the three weak in-cell interactions (Figure 1) that contribute to
organization near the ksT level of thermal energy, namely crowding, sticking and quinary
structure. All three of these can impact cell fithess; for example, crowding can enhance protein
stability; sticking can lead to aggregation; and quinary structure of two enzymes can improve their
substrate processivity. The terms macromolecular crowding and quinary structure were first
introduced in the 1980s in the context of the cell. While the effects of crowding have been
investigated rigorously in vitro, studies probing quinary structure have gained momentum only
recently in vitro or in vivo. On the other hand, non-specific sticking has been known to exist since
the earliest studies of protein aggregation.® However, its implications in cell have been observed
only recently using in-cell NMR.°

2.1 Macromolecular Crowding

The bio-macromolecular concentration inside an Escherichia coli cell can reach over 300
mg/mL."" The crowding inside eukaryotic cells can be even higher due to the cytoskeletal
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framework.'> Macromolecular crowding was defined by Minton in 1983 as excluded volume
effects exerted by the solutes in a solution.'3 In simple terms this means that solutes in a solution
cannot overlap due to neighboring molecules’ short-range repulsion, which is ultimately due to
Pauli exclusion of atomic electrons on a length scale of ~ 0.1 nm.'* About 30-40% of the cellular
volume in eukaryotes is occupied by protein and nucleic acid molecules.® At these concentrations
excluded volume effects can manifest as 1) macromolecular crowding: the volume excluded for
one solute molecule by another and 2) macromolecular confinement: molecules confined to a
smaller effective volume than the solution volume due to a high concentration of species. This
situation can result in phenomena such as jamming, where macromolecular diffusion through
interstitial spaces in the cytoplasm is severely hindered.®

Both crowding and confinement can have a significant effect on ubiquitous cellular functions such
as association, activity, stability and conformation. For example, macromolecular crowding
generally stabilizes proteins because the configurational entropy of the unfolded state is more
severely reduced than that of the native state.'-° (It is worth noting that unfolded proteins have
smaller molar volume than folded proteins in vitro, hence proteins denature at high pressure.)
Similarly, crowding can also increase association constants by favoring lower entropy, lower
energy complexes.?23 Although the many features of the cell such as pH, ionic strength,
osmolarity and redox potential can be accounted for by using suitable buffers, the main feature of
biological macromolecules missing from traditional buffered in vitro experiments is their size. The
last decade has seen an explosion of experimental data characterizing the effects of
macromolecular crowding by using large inert polymers to account for macromolecule size.
However, cellular components are far from inert and interact with each other constantly. As a
result, simple crowders are not necessarily good mimics of the in-cell environment.?* In the next
section we discuss these interactions as an effect of macromolecules that is complementary to
crowding.

2.2 Sticking

In 2016, Pielak and coworkers found that the stability of the small protein SH3 remained
unchanged in an E. coli cell using in-cell NMR.25 This observation could not be explained by the
simplest version of macromolecular crowding that stabilizes the folded state due to excluded
volume effects. Moreover, excluded volume effects are purely entropic, but enthalpic contributions
are often seen as a consequence of crowding.426

Macromolecular crowding and its effects have been characterized rigorously in vitro using inert
synthetic polymers such as Ficoll, dextran or PEG. However, the interior of the cell is far from
inert. Proteins and RNA are charged and interact via electrostatics (screened charge or polar
interactions), hydrogen bonding, and hydrophobic interactions (which are partly entropic due to
enhanced ordering of water molecules near aliphatic or aromatic amino acid side chains). These
forces can together be grouped into the non-specific forces that lead to macromolecular sticking
inside a cell. In 2017, Oliveberg and coworkers showed that two mammalian proteins that tumble
freely in mammalian cells get stuck in the bacterial cytoplasm.’® On the other hand native bacterial



proteins with the same fold tumble freely inside the bacterial cytosol. This is strong evidence that
biomolecular surfaces are under evolutionary selection not just for residue-specific function, but
also such that surface charge and hydrophobicity are optimized according to organism. For
example, a freely tumbling and diffusing molecule can sample multiple potential binding partners
in a short time. On the other hand, stickiness could evolve into a useful signaling interaction (see
section 2.3). Either way it is clear that weak chemical forces in the cell can modulate stability,?”
activity?® and diffusion.2®

2.3 Quinary structure

The term ‘quinary’ was first used by Vainshtein in 1973 to describe the fifth level of organization
of proteins and nucleic acids in natural and synthetic aggregates such as those in viruses,
chromosomes, molecular films etc.3° In 1980, Edelstein also described quinary structure as being
the fifth level of organization of protein subunits in helical lattices.®' The term quinary structure as
it is frequently understood today was introduced by McConkey, also as the fifth level of protein
organization consisting of functional interactions that are weaker and more transient than
quaternary protein structure.®? Quinary structure can be hard to isolate or purify by harsh in vitro
techniques. In McConkey’s definition, quinary structure is a likely reason why most cellular
proteins evolve slower than expected: protein surfaces are subject to maintaining functional
interactions with a few (on the order of 1 to 20) partners, while at the same time avoiding
interactions with thousands of other types of macromolecules in the cell.

McConkey also noted that even though hard to replicate in vitro, in his day there were already
examples of quinary structure formation among cellular constituents. These included i) the
ribosome that transiently interacts with many factors and ii) some of the cytoskeletal framework
that was destroyed by the separation methods of the time. We now know of many more examples
of transiently interacting complexes inside cells. This has allowed us to understand the functional
role of quinary structure as well as the range of thermodynamic and kinetic parameters that make
an interaction inherently transient. Quinary structure requires a balance of both thermodynamic
stability and kinetics. If two states are of similar stability but have a high kinetic barrier, then the
system will get trapped in each state for a long time. Similarly, if one state is significantly lower in
free energy than the other, then the system will mostly end up in the lower free energy state.
When both barriers and stability differences are on the order of a few ks T on the free energy scale,
transient association results. Small free energy differences and barriers make quinary structure
highly susceptible to modulation by the cellular environment, and changes in the cellular
environment that occur during the cell cycle or stress.

3. Macromolecular Crowding

Over the years, the effects of macromolecular crowding on protein folding, assembly and other
biological processes have been extensively characterized in vitro and in vivo by theoretical and
experimental approaches.3? Initial work by Zimmerman and Minton led to over two decades of



considerable research in the field. A number of reviews have comprehensively described the
existing literature.33+38 |n this section, we briefly highlight the basic principles of crowding and
confinement and discuss in vitro crowding agents in experiments referencing earlier reviews
where more detail is needed. We discuss in a greater detail some recent developments in the
field of theoretical and computational studies that have facilitated all-atom simulations of the
cytoplasm. We finally conclude by detailing recent efforts in characterizing the state of crowding
in the cell as well as the consequences of crowding in the pharmaceutical industry.

3.1 Excluded volume effect

Excluded volume effects, a direct consequence of crowding by biological macromolecules due to
repulsive interactions at short range, are perhaps the best characterized interactions that occur
in the cell on the thermal energy scale.®® Crowding by macromolecules can be visualized in the
simplest approximation as hard spheres, nearly close-packed in a fixed volume. The interstitial
space between the spheres can be occupied by small solvent or solute molecules such as water
and metal ions, but it cannot be occupied by other large spheres present in the packed structure.
The same constraints prevent the addition of any more spheres into the volume. This interstitial
volume is then said to be excluded for these spheres.

In the above example, the volume available to species of any shape or size is limited simply by
the impenetrability of the hard spheres in the volume. For real macromolecules, short-range
repulsion has a finite range, which adds further add to the excluded volume (Figure 2A). Hence,
the introduction of a particle from a free into a crowded environment leads to a reduction in entropy
which, when scaled by temperature, is equal to the work done to insert the particle. Therefore,
systems are driven to minimize the excluded volume to increase entropy.

Rigorous descriptions of crowding due to hard particles in a fluid have been published.#43 The
effects of crowding on folded biological macromolecules are well described by such simple
models that treat macromolecules as hard particles with an effective coarse-grained size and
shape. For example, unfolded proteins, can be treated as random chains which have a greater
ability to thread through interstitial spaces as compared to folded proteins generally modeled as
hard spheres. Models have been developed to mimic the effect that crowders have on
biomolecule stability due to excluded volume.*6 Cheung and Thirumalai calculated that the
change in melting temperature (T;,,) for a protein with crowder volume fraction @, can be
estimated by:

AT,, =~ 0.84T,,(Kelvin) ¢ *® [1]

The volume fraction @ for spherical crowders with radii R comparable to the radius of gyration of
the folded protein is

oc =2 (R)*T, [2]

where M is the number of crowders and V is the volume of the smallest cubic box that can be
drawn around the protein assuming a random coil denatured state.*
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3.2 Crowding vs. confinement

Both crowding and confinement (Figure 2) are the consequences of macromolecular volume
exclusion. Specifically crowding refers to the amount of free energy required to transfer a
macromolecule from a dilute solution into a crowded environment. This is equivalent to the
amount of energy expended to create a cavity large enough to accommodate the introduced
macromolecule. Hall and Minton3¢ showed that for a molecule “X” this free energy can be
approximated by

AF.Xcrowding = —RTIn (M) = RTln(VX)a [3]

total

where Vgy,qianie x 1S the volume available to a species “X” in a crowded environment, V¢4, is the

Viotal

total volume and yx = is the activity coefficient of the species “X.” Eq. [3] simply reflects

availble, X

the entropic cost of changing the available volume around a solute.

On the other hand, confinement refers to the free energy required to transfer a biomolecule from
the set of configurations allowed in dilute solution to the set allowed in a bounded volume (such
as a rigid cavity). Zhou and Minton® showed that for a molecule “X” this free energy change is
given by

AFconfine — —RTI Wailowed 4

¥ n(=ipeed), [4]
Where, W, owea 1S the number of allowed configurations in a crowded solution and W,; is the
number of all configurational states allowed in a dilute solution. Confinement is a somewhat more
general concept than crowding, and reflects the entropic cost of reducing the number of
configurations of a macromolecule, not just the cost of reducing the surrounding volume.

Crowding and confinement both limit the number of states macromolecules can occupy. Crowding
favors more compact states of a molecule under a given set of solvation conditions. (However,
the smaller molar volume of a random coil polypeptide relative to a native state will not generally
lower its free energy sufficiently because of its reduced configurational entropy in a smaller free
volume.) Confinement doesn’t always prefer the most compact state. Rather confinement favors
conformations that have shapes complementary to the shapes of the confining cavity. For
example, spherical objects fit better in spherical pores whereas rod-like shapes fit better in a more
cylindrical pore. The effect of confinement on both protein folding and association has been
discussed in detail.1247

3.3 Invitro crowding agents

The effects of crowding have been characterized extensively in vitro using chemical agents to
mimic a crowded environment. This section briefly discusses popular crowding agents and their
advantages and disadvantages. Readily available polysaccharides such as Ficoll and dextran, or
the poly-ether poly(ethylene glycol) (PEG) are the most popular polymeric crowding agents.3”
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Each polymer is available in various molecular masses to mimic the size of different
biomacromolecules. Both Ficoll and dextrans interact with proteins mostly via repulsive excluded
volume effects. However, a number of studies have shown that for PEG this repulsive interaction
is compensated to some extent by attractive interactions with hydrophobic and non-polar side
chains on the protein surface.*®-52 For example, PEG seeks out mixed hydrophilic/hydrophobic
patches on the protein surface and forms transient but recurring structure around them.5 Thus
even these simple crowders do not necessarily act like structureless spheres.

Figure 2: A qualitative representation of (A) crowding and (B) confinement. (A) Crowding
agent represented by grey balls with a model protein in blue. Both crowder and protein can freely
diffuse in solution. (B) Protein in blue is confined to pores by a matrix shown in black.

Crowding studies in general seek to mimic cellular congestion and the effect of congestion on
other macromolecules. The intracellular space contains biomolecules such as proteins, DNA and
RNA of various shapes and sizes. Most of the crowders described above are used because of
the ease of availability and experimental manipulation. These non-biological agents are unlike the
crowding biomolecules inside cells and might not, therefore, provide physiologically relevant
information.27:3454 To probe the effect of biological macromolecular crowding, biomacromolecules
such as proteins have also been used as crowders extensively.20.22232854-56 Some of the
commonly used proteins are bovine serum albumin (BSA),202355 SubL,5* hemoglobin,?® RNase
A,57 B-lactoglobulin®” and lysozyme.2° Numerous studies have shown that contrasting effects are
observed for non-biological polymeric crowding agents and biological crowders on a wide variety
of reactions such as enzyme activity, protein refolding and denaturation.2856.58-60 The difference
between a polymeric crowder such as Ficoll and a protein crowder such as BSA is, in most cases,
explained as a consequence of the difference between their shapes or sizes. For example,
Derham and Harding concluded that in protein crowders, the formation of higher activity
oligomeric states due to the excluded volume effect showed an initial increase in enzyme
activity.?8 However, in polymer crowders a reduction of activity was seen across all concentrations
of crowders. They postulated that this is because the reduction in molecular diffusion is higher for
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polymers such as dextran or PEG as compared to globular protein crowders. This lower diffusion
in polymeric crowders was thought to cancel out any positive contribution of oligomeric states to
activity. Similar results were also observed for a small protein SubL on the unfolding of lambda
repressor mutant 6-85,5 and BSA on refolding of egg lysozyme?8€° vs. non-biological crowders,
the protein crowders being more effective.

In highly heterogenous environments, diffusion can be complex and is sometimes described as
“anomalous diffusion”. This occurs when the mean squared displacement, (r?(t)), follows a power
law of the form

(r2(t)) = 6Dt%, (5]

where « is degree of deviation from normal diffusion given by @ = 1 and D is a constant that does
not depend on time. In recent years, several diffusion studies of crowding (and sticking) effects
have been conducted in vitro by tracking the movement of a fluorescent tracer molecule using
Fluorescence Correlation Spectroscopy (FCS).61-62 These tracer molecules are either labeled with
small fluorescent probe molecules such as Alexa488 and fluorescein or with a fluorescent protein
such as EGFP. The main thrust of this research area is to characterize the diffusion behavior of
macromolecules in crowded solutions. However, the results from these studies are contradictory,
with some groups arguing for anomalous diffusion8® and others for normal diffusion.? A recent
study using hole-burning®¢5 of fluorescence intensity coupled with whole-cell imaging showed
that anomalous diffusion best describes the overall flow of the proteins GFP and FRET-labeled
PGK in mammalian cells, although a good semi-quantitative description of the diffusion of folded
protein could be obtained by a normal diffusion model.

Even with these limitations, the diffusion behavior in heterogenous, crowded environments can
shed light on the behavior of macromolecules inside the cell and the deviations from ideality
reported in many crowding studies in vitro.

3.4 Towards theoretical tools to characterize crowding

Many theoretical models have predicted the effect of crowding based on statistical mechanics.
Eq. [1] is an example. These statistical models, in most cases, assume that crowders are inert
and do not interact, other than through purely repulsive forces, with the macromolecules of
interest. These theories have been extensively described and reviewed .3.34.66

The Zhou and Minton groups have used simple crowding models where both protein and crowder
can be modeled by effective hard spheres or rods. The Zhou group used experiments as well
theoretical calculations®7-° based on scaled patrticle theory (SPT)*° and Widom’s particle insertion
method*3 to probe the effect of crowding on protein stability”® and binding”! to another protein as
well as on membrane proteins.”? Using the SPT for hard spheres, Zhou predicted the free energy
change due to crowding of a polymer chain as 8°

AFﬁrOWd
RT

= —In(1- ) + 39Y2(1 + 7 7=). [6]
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The first term is similar to eq. [1], written in terms of the excluded volume fraction ¢. Yis the ratio
of the radius of gyration of the unfolded chain in dilute solution to the radius of the crowder. For
large biomolecules or small crowders, the correction to simple excluded volume is thus bilinear in
both excluded volume fraction and ratio of biomolecule to crowder size, and increases the
crowding free energy further. The Minton group has also used statistical mechanics-based
calculations relying on SPT to predict the effect of crowding.364546 Recently, Pielak and coworkers
used SPT to predict the magnitude of the stabilizing effect of hard-core repulsion on two distinct
shapes.” Crowders such as sucrose, BSA and lysozyme were modeled as hard sphere crowders
using SPT and the magnitude of stabilization on an elongated dumbbell-shaped vs. a more
compact dimer was calculated. In all their calculations the more compact dimer showed a higher
degree of stabilization. Moreover, crowding effects were slightly destabilizing for highly elongated
dimers, such as where the monomers are only touching. This reiterates the observation that the
crowded cellular milieu prefers a more compact shape than an elongated shape and could be
part of the reason why a globular protein like PGK is stabilized in the cytoplasm whereas the more
elongated VISE is destabilized.?427

Moving away from these simple analytical models,”* the Cheung and Thirumalai groups used
molecular simulations to fold a small, fast-folding, model protein WW-domain in a crowded
environment.#* The Cheung group also conducted similar molecular simulations studies in
collaboration with experimental groups of Wittung-Stafshede’ 75 and Waxham.”677 In 2012,
Cheung and Wang used the all-atom cytoplasmic model of Elcock and McGuffee and developed
an algorithm that coarse-grains slices of the cytoplasm.”® They studied the thermodynamic
properties of apoazurin in this coarse-grained cytoplasm and compared it to two models where
each macromolecule in the cytoplasm is replaced by either (1) hard spheres of 55 A, the size of
Ficoll70, or (2) hard spheres of the same volume as the macromolecule. While the hard sphere
model allows heterogeneity in only the size, the coarse-grained cytoplasm has heterogeneity in
both size and shape of crowding macromolecules. As was expected, the size of the crowding
agent affects the predicted thermodynamic parameters; the stability of apoazurin was ~5 °C lower
in Ficoll70 model than in either the variable-size hard sphere model or the coarse-grained
cytoplasm. However, the variable-size hard sphere model could not adequately reflect the extent
of structural fluctuations observed in the coarse-grained cytoplasm even though the average
values of the thermodynamic parameters are similar in both. This concludes that not just crowder
size but also crowder shape contribute to crowding effects.

These methods, while computationally more expensive, can in principle provide more accurate
fitting models for experimental observations of kinetics and conformational changes induced by
the environment.

3.5 Characterizing crowding inside cells

Fluorescence is a tool used extensively to measure observables inside living cells, partly due to
the ease of tagging cellular components with fluorescent labels, and its relatively non-perturbative
nature in cells.” Fluorescence techniques such as FCS, Fluorescence Recovery After
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Photobleaching (FRAP) and Férster Resonance Energy Transfer (FRET) have been used to
characterize crowding in cells. FCS has been used widely to measure diffusion to indirectly
quantify crowding inside cells, for example via changes in diffusion.280 Weiss and Guigas used
FCS to measure the viscoelastic properties of Alexa488 labeled gold colloidal particles (5 nm
diameter) in a variety of cell lines from various organisms and at different states of health. They
then used viscoelasticity as a measure of crowding and surprisingly, found a lower degree of
crowding in the nucleus than the cytoplasm despite the high DNA content. They also found, not
surprisingly, that diffusion was size-dependent. For example, the colloidal particles or ~6 nm
diameter BSA both show anomalous diffusion whereas much smaller species such as GFP
diffused normally.
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Figure 3: An in-cell crowding sensor designed by Poolman and Boersma highlighting the
low- and high-FRET states. Data was taken from reference 79. The sensor consists of two helices
connected via a flexible linker (inset) labeled with mCerulean at the N-terminus and mCitrine at the
C-terminus. In dilute solutions the sensor adopts a low-FRET state where the two fluorescent tags
are further apart (left inset), and fluorescence is dominated by mCerulean fluorescence (blue trace).
In a crowded environment the two helices are pushed closer together adopting the high-FRET state
(right inset). Fluorescence is dominated by mCitrine fluorescence due to mCerulean-mCitrine FRET
(yellow trace).

A newer area of research in the field is the development of molecular crowding sensors that
enable direct measurement of crowding inside cells.®182 Poolman and Boersma designed FRET-
based crowding sensors (Figure 3) that report on the crowding-induced conformational changes
in the protein.8':8 The sensors contain an a-helical peptide labeled with the FRET pair
mCerulean3 and mCitrine at the N- and C-terminus, respectively. The protein adopts more
compact high-FRET conformations in crowded environment and can be genetically encoded in
various cell types. Using this sensor, the authors were able to calibrate the crowding in E. coli
cells and found it to be ~180 mg/g with a volume fraction of 0.13. Poolman, Boersma and Liu later
designed a set of sensors that are useful where in-cell calibration of the sensor is prohibited, for
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example during time-lapse measurements.® A set of nine probes was designed with the same
FRET pair but varying linker sizes. Six of the nine probes showed efficacy for in-cell
measurements. Other sensors, including PEG-based ones developed by Ebbinghaus and
coworkers, use similar FRET-based approaches to measure crowding.39.8284

The capability of some sensors to be genetically encoded enabled the measurement of free
volume change inside cells due osmotic pressure.8® These sensors could potentially be used to
measure the heterogeneity of crowding in subcellular compartments via localization tags as well
as on phase-separated membrane-less organelles. Such studies could yield key information
about crowding inside the cell and its effects on modulation of biological processes.

Figure 4: The interaction between PEG and Asss. Calculations for this figure are described in
reference 51. Figure shows PEG interacting with protein surface on the left and extended into solution
on the right.

3.6 Crowding outside the cell

The apparent stabilization of proteins in crowded environments has been harnessed by the
pharmaceutical industry in protein- and peptide-based drug therapies. Even though protein drugs
hold great promise, they are easily degraded by proteolytic enzymes, cleared by the kidneys,
have a short circulating half-life and generate neutralizing antibodies. One of the most widely used
methodologies to circumvent these problems is PEGylation, or the addition of PEG chains to
proteins. The first evidence of improved drug delivery through PEGylation was shown by Frank
Davis and his colleagues in 1970.86 A detailed review of the use of PEG to improve drug delivery
was recently published by Chess and Harris.8” PEG interacts with proteins via transient
interactions at the protein surface that can be specific in nature.5'5% Gruebele and Chao showed
that when hooked to the protein surface, PEG preferentially interacted with specific patches on
the surface of Asgs irrespective of the attachment site thereby stabilizing particular secondary
structures. Furthermore, PEG becomes structured near lysine residues that are surrounded by
hydrophobic amino acids (Figure 4). This happens as PEG oxygen can hydrogen bond with lysine
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sidechains while the methylene groups interact with the hydrophobic amino acids. This strategy
could be potentially useful in designing drug targets that require stabilization at particular sites or
to improve efficacy of PEG to stabilize particular proteins.

Another area of research is to study proteins in gel matrices. Entrapment of biological molecules
in gels have been used in many processes such as drug delivery,8 sensors,8%% separation
methods,®' and microfluidics,®? etc. Bulk measurements in gel matrices show stabilization for
apomyoglobin?394 and lysozyme,® among others. However, here too the picture of inert crowding
may not be as simple as with PEG: it was recently found that the behavior of a model protein,
PGK, at the gel surface was not the same as in the bulk of the matrix.? It was also found that the
interaction of the gel with PGK, and not degree of confinement, influenced protein properties in
gels. Likewise, zwitterionic polymers, originally thought not to interact significantly with proteins,
have been shown to affect protein stability and unfolded state compactness via interactions with
the protein surface.% Gels, undeniably, have potential benefits in many applications relying on
enhanced protein stability. However, their interaction with proteins need to be explored beyond
simple crowding and confinement effects.

4, Sticking

In the cytoplasm, the packing of macromolecules causes what we simply refer to as crowding; we
already alluded in the previous section to limitations of the simple steric picture. Crowding has
been characterized in vitro using inert macromolecules and polymers. However, crowding
macromolecules in the cell include proteins and nuclei acids that contain charged, polar, and
nonpolar patches. Proteins and RNA surfaces hence are not inert repulsive walls, and interact via
electrostatics (charged and polar interactions), hydrogen bonding and hydrophobic interactions.
These somewhat longer-range forces, sometimes attractive and sometimes repulsive, are the
cause of stickiness of the cytoplasm. In this review we refer to these interactions collectively as
“sticking” in the cell.

4.1 The thermodynamic consequences of sticking

The change in free energy AGP of a protein has both entropic and enthalpic contributions
according to the Gibbs-Helmholtz equation (N = native, U = unfolded)

AGI(\)I—>U = A1-11(\)I—>U - TASI?I—)Ua [7]

and these can be separated by the temperature dependence of the free energy. Crowding
manifests as excluded volume effects in the cell. As described above the contribution of excluded
volume effects is purely entropic. However, enthalpic effects are often seen in presence of
crowders. These enthalpic effects can arise from non-specific forces that include electrostatic
attraction and repulsion.
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In-cell NMR is a non-perturbative technique to characterize these forces inside the native
environment of the cell.” One such case was reported for the SH3 domain of the Drosophila
signal transduction protein using in-cell NMR. Pielak and coworkers studied the stability of SH3
by fluorine labeling of the tryptophan residue in E. coli cells and compared it to the stability in
polymeric crowding agents.?> As expected, SH3 was stabilized in Ficoll, dextran and PEG but
inside cells no such stabilization was observed. On the contrary both T, and AGY, either
decreased or were unchanged as compared to buffer. Similar results were obtained in cell lysate
where no stabilization was observed. These results point to a destabilizing effect that counteracts
the entropic stabilization from crowding. Indeed, when polycationic protein crowders such as BSA
and lysozyme were used with the polyanionic SH3, a destabilizing effect was also observed. The
degree of destabilization reduced when NaCl was used to screen the charges or the overall
positive charges on the protein crowders was decreased by altering the pH. These results indicate
that weak non-specific attractive interactions can effectively counteract stabilizing entropic effects
due to crowding.

Similar results were also observed for wild-type GB1 protein, where attractive interaction due to
mutating a surface aspartic acid to lysine destabilized GB1 in E. coli cells.®8% Moreover, while
this mutation was innocuous in buffers, the average effect seen in the cell is 10-fold larger. GB1
and E. coli proteins (on average) are slightly negatively charged, hence mutating a negatively
charged aspartic acid to a positive lysine changes the overall charge of the protein by +2 and
therefore increases attractive interaction with other cellular proteins. Such charge reversal
mutations have also proved useful to differentiate non-specific from functional interactions using
in-cell NMR for other proteins.1%0

The stickiness of the cytoplasm can therefore negatively affect protein stability and function.
These effects abound in the cell where the bio-macromolecular concentration is very high and
where these macromolecules are not inert. Attractive interactions with other biomolecules can
destabilize proteins because the number of favorable interactions can increase as the protein
unfolds. As we will discuss later, stickiness in the cell caused by a random mutation could however
evolve into new favorable quinary structure.

4.2 Evidence of stickiness in vitro

Several in vitro studies point towards the existence of these weak hydrophobic and electrostatic
interactions and hydrogen bonding that cause sticking even outside the cell. The effects of sticking
have been characterized by studying protein stability in buffers with globular proteins as crowders
such as BSA and lysozyme.®7.101.102 |n this scenario sticking is due to either attractive or repulsive
interactions between charged biomolecules. Attractive interactions are destabilizing as they favor
exposure of more surface which leads to unfolding. For example, negatively charged SOD1'35A (-
0.5 e) and GB1 (-4 e) are destabilized in positively charged lysozyme (+8.5 e). Repulsive
interactions stabilize the native state by reinforcing hard-core repulsion due to excluded volume.
For example a negatively charged SOD1 dimer (-5 €) is slightly stabilized in BSA (-8.5 €) due to
non-specific electrostatic repulsion.'> However, in many cases the stabilization due to the net
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charge on the interacting proteins is easily overcome by non-specific localized attractive
interactions between protein surfaces. Lysozyme (+8.5 €), BSA (-8.5 e) and an anionic lysate
destabilize chymotrypsin inhibitor 2 (C12).97.103.104 Similar effects have also been seen for ubiquitin
in BSA and lysozyme where the stability is either decreased or unchanged and for SOD1'3%A in
BSA where the stability is largely unaffected.95

Protein self-association due to sticking has been a major problem in the biopharmaceutical
industry.106.107  Aggregated proteins in pharmaceutical applications can have far-reaching
consequences on patient health. Aggregated protein in the blood stream can persist and cause
an immune response leading to the patient becoming immune to the drug or in worst-case
scenarios acquiring an autoimmune disease.'%8-110 The formation of weak transient non-specific
complexes due to sticking precedes the formation of more stable protein aggregates. These
protein self-associated transient complexes are difficult to isolate as stable intermediates and
must be studied using a method that is sensitive to low-population states undergoing very fast
assembly-disassembly kinetics in situ.

Paramagnetic relaxation enhancement (PRE) is one such technique. For example, the human
growth hormone (hGH) is involved in many regulatory processes. GH deficiency (GHD) causes
slow muscular development and stunted growth and is generally treated using hormone
replacement therapy.'"" One of the main challenges in hGH therapy is the propensity of hGH to
form soluble dimers, trimers and higher oligomers as well as insoluble aggregates.!'?
Consequently the aggregation of hGH has been extensively studied.'?-1'4 Using PRE, Led and
coworkers showed that hGH forms transient weakly associated complexes that give way to
longer-lived aggregates as the concentration increases.!'116 In order for aggregation to occur,
multiple sites on the protein surface interact via weak non-specific interactions with other hGH
molecules (Ky = 0.9 mM). Similar ultra-weak self-association (Kq = 15 mM) was also observed for
an E. coli protein histidine-containing phosphocarrier protein (HPr).'"7 These metastable
oligomeric species could act as nucleation events for the formation of higher order aggregates
such as amyloid fibrils or viral capsids. Transient oligomeric species are in rapid equilibrium with
the monomer and can either be assimilated into a higher order aggregate or dissolve back into
the solution. PRE measurements are a useful tool to characterize these early metastable
intermediates that form due to sticking.

4.3 In vivo methods to characterize stickiness

In-cell spectroscopy has gained considerable momentum in the last decade driven by the need
to study biomolecules in their native environment. While in vitro experiments have been
indispensable to our understanding of biomolecule structure and function, a large part of the
interactome relies on weak interactions that are disrupted in vitro unless a native-like solvation
environment can be painstakingly reproduced. In this section we discuss the two main methods
to characterize sticking in vivo: 1) Fluorescence microscopy and 2) In-cell NMR.
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Fluorescence microscopy is a time-honored technique to study biomolecule dynamics in vivo. The
ease of availability of fluorescent labels as well as robust and flexible tagging methods have made
fluorescence microscopy the method of choice for studying many different processes in vivo.
These include but are not limited to diffusion,2?80.118 binding''®'20 and stability?7.85121.122 of
biomolecules. Moreover, the availability of different fluorescence techniques such as Forster
Resonance Energy Transfer (FRET), fluorescence lifetime imaging (FLIM),'> fluorescence
correlation spectroscopy (FCS),6".124or fluorescence recovery after photobleaching (FRAP)'25 can
identify different aspects of the tagged biomolecule dynamics. An important outcome of the
stickiness of the cytoplasm is the slowdown of biomolecules as they diffuse through the
cytoplasm. This can be easily visualized by fluorescently labeling biomolecules and then tracking
them as they diffuse through the cytoplasm.’?6 Gruebele and Guo measured the diffusion of a
GFP-labeled protein, phosphoglycerate kinase (PGK), in both the folded and unfolded state inside
cells and saw anomalous diffusion.?® They also observed that unfolded PGK diffused slower than
folded PGK in the cell. It was concluded that this slow-down could not be explained by the larger
hydrodynamic radius of the unfolded protein chain alone, but required sticking of exposed
hydrophobic patches to other cellular constituents.

Figure 5: Cartoon representation of sticking in a (A) bacterial vs. (B) mammalian cytoplasm
(grey). Arrow lengths signify interaction strength, longer arrows show weaker interactions and vice
versa. Cytoplasm scaffold image was provided by Meredith Rickard. (A) A mammalian protein in a
bacterial cytoplasm. Many bacterial proteins are negatively charged and proteins from other
organisms such as mammals may get stuck and show slowed diffusion due to attractive electrostatic
interactions. (B) A mammalian protein in a mammalian cytoplasm. A mammalian cytoplasm has a
distribution of charges that is evolved to be compatible with native mammalian proteins. The cartoon
shows a smaller number of negatively charged patches that reduces sticking.

While fluorescence techniques have been extensively diversified for in-cell applications, they are
somewhat limited when conformational dynamics of biomolecules needs to be monitored. Most
of these techniques also involve using fluorescent proteins that are bulky and could perturb the
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tagged biomolecule.’?” In the last decade, in-cell NMR has been developed to complement
fluorescence microscopy.190.128-130 |gotopically labeled proteins for in-cell NMR can be both over-
expressed or microinjected directly in the cell. Generally, NMR line broadening is a signature of
interaction between biomolecules and can be used as such in-cells to characterize both functional
and non-specific interactions. Non-specific interactions are easy to visualize when exclusively
eukaryotic proteins are studied in prokaryotic organisms such as E. coli. In this case most
functional partners for the protein of interest are absent and only non-specific interactions
occur.’ |n-cell NMR and mutagenesis have been used to predict the role of specific surface
charges to non-specific electrostatic interactions as explained in section 4.1.97-99.101 Gierasch,
Wang and Zhuravleva showed that these non-specific interactions are not modulated by a single
variable, but are a function of several factors like overall charge, distribution of hydrophobic
patches and conformational flexibility.®®

In most cases, sticking has a negative consequence for protein stability or function. For example,
ProtL,3" SOD1,'2 and GB1-D40K® are destabilized in-cells as compared to buffer. This is
evidence that entropic stabilization from crowding can be overcome by destabilization due to
sticking. Furthermore, there is also evidence that sticking can lead to disruption of functional
interactions. Oliveberg and coworkers showed that two mammalian proteins HAH1 and SOD1
diffused freely in mammalian cells but seemed to get stuck in the bacterial cytoplasm (Figure 5).1°
A freely diffusing protein can form functional interactions with its partners. A slowdown such as
the one observed for SOD1 and HAH1 in E. coli can reduce the sampling of such interactions.

In-cell measurements are just starting to scratch the surface of the widespread non-specific
interactions that are abundant in the cell. The usability of in-cell NMR is somewhat limited to
studying eukaryote-specific proteins in prokaryotes. Eukaryotic proteins that are conserved in
prokaryotes pose a challenge because very strong functional interactions can broaden lines
beyond detection. However, in-cell NMR has been successful in eukaryotic systems by mutating
out residues in the binding pocket to reduce broadening due to strong interactions. For example,
Shirakawa and coworkers were able to record in-cell NMR spectra of a ubiquitin derivative (Ub-
3A), whose affinity to cytosolic proteins was reduced by making three point mutations in the
binding interface.'3? While wild-type ubiquitin showed peak broadening due to interactions with
endogenous proteins in vivo, Ub-3A showed well-resolved peaks. Hydrogen exchange in
combination with NMR also showed that binding to proteins in the cell destabilize wild-type
ubiquitin in vivo compared to in vitro. Interestingly, even though Ub-3A has lower binding affinity,
it is still destabilized in vivo due to sticking.

4.4 Towards creating a sticky cytoplasm using theoretical models

A new area of theoretical advancement is the explicit coarse-grained or even atomistic treatment
of protein-protein interactions in crowded environments. In 1996, Field and Bicout published the
first research study on modeling the cytoplasm of an E. coli cell.’® The Field version of the
cytoplasm consisted of three particles, ribosomes, proteins and tRNA, modeled as spheres. The
interactions between these particles consisted of short-range Lennard-Jones and long-range
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electrostatic terms. In 2008, Ellison and coworkers developed another model of the bacterial
cytoplasm which also represented proteins as spheres.'®* This model was an important step
forward from the model of Field and Bicout in that the model included >100 proteins at
physiologically relevant concentrations. However, due to the limitations of this model it could not
reproduce the in vivo diffusion rate of GFP accurately. Contrary to the 10-fold decrease in diffusion
in vivo's this model only produced a 2-fold reduction in diffusion rate. The authors hypothesized
that since the model’s prediction was based solely on steric repulsion due to excluded volume
between macromolecules, there are perhaps other effects inside cells that need to be accounted
for to get more accurate results. As we will see later, sticking due to attractive potentials is one
such effect.

Figure 6: A snapshot showing proteins packed into a theoretical model of the bacterial
cytoplasm. Image was provided by Dr. Taras Pogorelov and Meredith Rickard. The model consists
of the most abundant cytosolic proteins, metabolites, ions and water molecules in an E. coli cell.
Such a model allows for both crowding and sticking via protein surface charges.

In recent years, other more realistic models for crowding and sticking have been developed. In
2010, Elcock and McGuffee developed an all-atom model of the E. coli cytoplasm (Figure 6). The
model consists of the 50 most abundant macromolecules of the E. coli cytoplasm, 45 of which are
proteins. Moreover, this model considers two of the most common types of interactions in the cell
i.e. hydrophobic and electrostatic. With these additional considerations Elcock and McGuffee
were able to provide a quantitative rationalization of the destabilization of CRABP in vivo and As.
85'S unchanged stability in vivo (vs. in vitro). In these cases, sticking of the unfolded protein
counteracts the crowding-enhanced stability of the native state. However, this all-atom
cytoplasmic model is very computationally intensive and still limited in its uses for simulating
cellular phenomena.
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By 2015, Feig and coworkers presented another atomistic model of a cytoplasm based on M.
genitalium.’3¢ This model of the cytoplasm is essentially complete and consists of all the
components necessary for protein translation, folding and degradation in addition to the metabolic
core functions. Using this methodology Feig and coworkers were able to construct complete
metabolic pathways in a cytoplasmic subsection. With the increase in computational power in
leaps and bounds over the past decade, the drawbacks of these all-atom simulations owing to
their time-intensive nature could be resolved in the near future and allow for the simulation of
biological reactions in a highly detailed model of the cell.

5. Quinary Structure

The term ‘quinary’ was used by McConkey to describe transient functional assemblies present in
the cell.32 Proteins show four main levels of organization: primary (amide bond formation, -AG =
8-16 kd/mol in solvent), secondary (hydrogen bonds during a-helix and B-sheet formation, -AG <
1 kd/mol in solvent), tertiary (disulfide bond formation, hydrophobic core, salt bridges etc., -AG =
0-0.1 kJd/mol/residue in solvent) and quaternary (hydrogen bonding, electrostatics and
hydrophobic interactions in protein oligomerization, -AG = 40-60 kJ/mol). Quinary structure is the
5t level of protein structural organization, where proteins interact weakly (K¢ > 1 yM) and form
short-lived functional complexes in the cell.85 Quinary structure is characterized by low
thermodynamic stability and a low kinetic barrier, but unlike sticking, it has useful functional
consequences that improve cell health. The electrostatic, hydrophobic and other interactions that
underlie quinary structure formation are referred to here simply as ‘quinary interactions.’

In this section we briefly describe the advances in quinary structure determination and our current
knowledge of the existence of quinary structure formation in biological systems. We briefly
describe the concept of the metabolon. The metabolon is one the most well-characterized
instances of quinary structure formation in cells. In the last decade technical advancements have
led to the discovery of many more examples of quinary structure. We describe in detail two such
cases where quinary structure may play key roles in regulating biological function: 1) phase
separation in living systems and 2) formation of encounter complexes.

5.1 What is and isn’t quinary structure?

For an interaction to be quinary it must satisfy three conditions: 1) low stability of the complex, 2)
rapid kinetics of dissociation/association and 3) interaction should confer some functionality. For
a very high kinetic barrier the interaction wouldn’t be transient, i.e. the complex may get trapped
in one state for a long time. Similarly, for a highly stable state, the system will more often end up
in that state with the interaction being more long-lived than transient. Both above-mentioned
scenarios lead to tightly bound stable complexes instead of transient quinary structure. And if
there is no significant function, the interaction is merely ‘sticking’. These features make quinary
structure highly susceptible to disruption by in vitro biochemical separation methods.
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In evolutionary terms, it is possible that sticking evolves into functional quinary structure, which
then evolves into more specific, stronger interactions. The difference between sticking and
quinary structure is not the energy scale, but that the former is frequently a destabilizing force
without any functional contribution, whereas the latter endows functionality. One possible reason
that most quinary structure has not evolved greater specificity is that proteins are involved in
networks with multiple binding partners. A protein’s surface is finite in extent, and can only
accommodate so many binding partners: either a few strong ones (larger surface area occupied
by each binding interaction) or more weaker ones (smaller surface area occupied by each of the
binding partners). In terms of information theory, the surface of a protein can only encode a certain
number of bits of information, and these must be divided up among multiple binding interactions
in a zero-sum game. If we take an amino acid surface area Aa = 10 A3 and a protein surface area
Ap, and assume that either +, -, polar or non-polar can be encoded on each amino acid patch
(four states), then the total information is ~(Ap/Aa)*, or in terms of an information entropy
(proportional to number of bits because In[x] = Inz2[x]/In[2]),
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A Primary structure D Quarternary structure
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GroEL - a multimeric
complex of 7 subunits
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Quinary structure between Hsp70 substrate binding
domain (blue) and a model substrate (green)

Figure 7: The different levels of organization of in protein folding. (A) Primary structure
consists of backbone amide bonds. (B) Secondary structure shows two example folds, a-helices
and B-sheets held together by hydrogen bonds shown in yellow. (C) Tertiary structure shows a fully
folded GroEL monomer (PDB ID: 1SS8) consisting of both a-helices and B-sheets. (D) GroEL (PDB

22



ID: 1SS8) — a multimeric complex made of 7 monomers, an example of quaternary structure. (E)
Quinary structure (weak binding) between Hsp70 substrate binding domain (blue, PDB ID: 2KHO)
and a model substrate phosphoglycerate kinase (orange, PDB ID: 3PGK).

Quinary structure, due to its low stability, is highly susceptible to the environment. Cellular
properties, such as whole proteome pl values, are highly organism-specific. For example, anionic
proteins are more abundant in E. coli at physiological pH.'37-13 Since quinary structure is highly
sensitive to the local environment, it is possible that they are also organism-specific. In-cell NMR
studies have proved useful in probing the energy scale of weak interactions in cells.’4® However,
many of these studies rely on the examination of eukaryotic proteins in prokaryotes to reduce
peak broadening due to strong interactions that may occur in the native eukaryotic cytosol (Figure
5).1% Due to its organism specificity, this strategy could disrupt quinary structure associated with
the protein of interest that are present in the eukaryotic cytosol. For this reason, in-cell NMR
studies of eukaryotic proteins in E. coli have been classified as sticking and described in Section
4.3.

It is important to differentiate between sticking and quinary structure since both have similar
energetics. We also do not refer to strong, long-lived interactions, such as those underlying the
hemoglobin tetramer or GroEL formation, as quinary, but rather as quaternary (Figure 7).

A. Without channeling B. With channeling

~

PGK
,t\_ _

PGK@# GAPD = 1,3BPG <« 3PG ®%

GAPDH

Figure 8: Cartoon showing substrate channeling between GAPDH and PGK during
glycolysis. GAPDH (green) and PGK (light blue) were accessed by PDB IDs 1IHY and 3PGK.
GAPD (dark green), 1,3 BPG (yellow) and 3PG (purple) were accessed by PubChem numbers 729,
683 and 439183. All structures were rendered using UCSF Chimera. (A) Without channeling the
substrate 1,3 BPG must diffuse after being produced by GAPDH before being bound to PGK. (B)
During channeling the substrate 1,3 BPG is channeled between both enzymes.

5.2 The metabolon

Perhaps one of the best representative examples of quinary structure formation is the metabolon.
The word metabolon was coined by Paul A. Srere in 1985.'4! Quoting the 1985 communication
by Srere, a metabolon is a ‘supramolecular complex of sequential metabolic enzymes and cellular
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structural elements’. This supramolecular complex is formed of many enzymes associating into
quinary structure and increases reaction efficiency through substrate-channeling (Figure 8).142-144
Metabolic pathways generate many intermediates, a majority of which have no specific function
other than to be fed into the next reaction in the sequence. During substrate-channeling,
substrates are prevented from escaping into the bulk cytoplasm by efficiently channeling them to
the next processing enzyme in the supramolecular complex. This dramatically accelerates
reaction rates by 1) avoiding the time delay for the enzyme or substrate to diffuse in the cytoplasm
to encounter one another, and 2) allowing the enzyme to compete for relatively low copy number
substrate molecules before they decay into side products.

Metabolons exist in many metabolic pathways, including fatty acid oxidation,'#? amino acid
metabolism,#5 glycolysis,'#¢ lipid biosynthesis'#? and the tricarboxylic acid (TCA) cycle.#4147 The
TCA cycle, also known as the Krebs cycle, is an essential metabolic pathway that generates the
energy rich molecule ATP through aerobic respiration in cells.* The Krebs metabolon has been
studied in great detail and consists of eight enzymes forming a supramolecular complex via
quinary interactions.43144147.1499 Theoretical modeling showed that on association the charge
patters on the enzyme surfaces rearrange to create continuous positively charged zones.'* This
allows substrate-channeling of negatively charged substrates from one enzyme to another across
the positively charged surface. An analytical equation was developed to characterize the effect of
substrate-channeling on the kinetics of a bi-enzyme complex. Assume a simple coupled reaction
scheme with enzyme E; and Eo:

Eq, VOIEZ' Km, Vmax

p (9]

where, the substrate S is converted to intermediate I by enzyme 1 that operates at the constant
velocity V, which is then converted to product P by enzyme 2 with Michaelis constant K,, and
maximum attainable velocity V},,,,.. For this bi-enzyme system following pseudo first-order kinetics
the time required for the intermediate I to build up to sufficient levels so as to maintain steady
state flux is called the transient time, t. The variable t can be used to characterize the effect of
efficient channeling of substrate by the metabolon as substrate-channeling leads to dramatic
decrease in the transient time. By building on older models by Easterby'>° and Ovadi,'>' Elcock
and coworkers formulated, using an analytical approach, the following general equation for the
calculation of t:152

T = Km(1—pcpr) [101

Vm ax

where, p. is the channeling probability that describes whether the intermediate I is successfully
transferred to the next enzyme and p,. is the probability that complex formation successfully leads
to formation of product P rather than dissociating to reform the intermediate. Using this formula,
the transient time for two representative enzymes, citrate synthase (CS) and mitochondrial malate
dehydrogenase (mMMDH), in the Krebs metabolon was determined to be 0.03 secs and 2.5 secs
with and without channeling, a nearly two orders of magnitude difference in efficiency.'3 In the
above example the importance of substrate-channeling is evident in the ~100-fold reduction in 7.
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This is particularly important in the case of CS/mMDH because the forward mMDH reaction has
an unfavorable equilibrium constant and their intermediate, oxaloacetate, occurs at
concentrations that are too low to sustain experimental reaction rates.53154

Surprisingly, the quinary structures involved in substrate channeling have rarely been imaged
directly in cells. One recently developed technique uses cell volume modulation in response to
osmotic pressure to modulate enzyme association.8 Using osmotic pressure Gruebele and
coworkers were able to characterize the Ky of two weakly associating enzymes, GAPDH, and
PGK, both members of the glycolysis metabolon. The K, for GAPDH4-PGK oligomerization was
calculated to be ~14 yM in U-2 OS cells. Moreover, the authors showed that two GAPDH
tetramers associated with one PGK. It is known that GAPDH copy numbers in-cells is at least
twice as high as PGK.'5 Therefore, the formation of the GAPDH4-PGK-GAPDH4 ternary complex
may help GAPDH compete for cellular levels of PGK and in the efficient transfer of bis-
phosphoglycerate substrate from GAPDH tetramer to PGK during glycolysis (Figure 8). Other
studies have also shown substrate channeling in the glycolysis metabolon. Molecular dynamics
simulations by Barton, Minteer, Sigman and coworkers demonstrated substrate channeling
between another enzyme hexokinase (HK) and G6PDH (glucose-6-phosphate dehydrogenase)
in the glycolytic pathway.'%¢ The interaction between G6PDH and HK precede the ATP generation
step involving PGK and GAPDH. Taken together, these results potentially emphasize the
channeling of multiple substrates between enzymes during glycolysis.

The benefits of substrate channeling are clearly visible in many other biological processes. For
example, during protein synthesis, multi-synthetase complexes provide amino acid substrates to
the ribosome in the form of aminoacyl-tRNAs. These aminoacyl-tRNAs are channeled directly
from aminoacyl-tRNA synthetases to elongation factor to the ribosome without diffusing into the
bulk cytoplasm.'57:158 Such quinary structure has resisted characterization as it is disrupted by in
vitro purification methods.’® The many regulatory functions of the aminoacyl-tRNA synthetase
complexes have been discussed in detail in published reviews.1%8

Shakhnovich and coworkers showed that there is evolutionary pressure to develop interaction
networks that support substrate channeling and select against non-functional interactions.'® The
authors investigated in detail the reasons behind the gene dosage toxicity (GDT). In simple terms
GDT is a phenomenon where overexpression of certain genes has toxic effects. Using the
enzyme DHFR (dihydrofolate reductase) the authors showed that imbalance of protein-protein
interactions due to overexpression is the result of toxicity during DHFR overexpression. One of
the key findings revealed by these results was that evolutionary selection shapes protein-protein
interactions to facilitate the formation of metabolons that support efficient substrate channeling.
These interaction networks are highly organism specific such that when E. coli DHFR was
replaced by a foreign DHFR, promiscuous mis-interactions increased indicating that there is
selection pressure against such promiscuity.

Quinary structure is thus an important biological organizing principle ensuring that reactions in
the cell proceed efficiently. Weak interactions allow supramolecular complexes to be assembled
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and disassembled quickly in response to cellular signals and act as effective biological switches.
With the advent of better in vivo imaging techniques, the observation of metabolon formation in
many other biological compartments may surface in the future.
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Figure 9: Cartoon representation showing the three steps in the formation of phase separated
droplets in the cell. During nucleation a set of constituent proteins are recruited and form a small droplet.
The droplet grows and reaches steady state. However, if stress is applied the droplet growth increases as
a stress response mechanism to protect or shield its constituents from unfolding/misfolding.

5.3 The role of quinary structure in cellular organization

A single quinary interaction may not confer a lot of additional functionality or stability to the cell,
but in large numbers they can add up and result in robust networks of interactions. Weaker
interactions allow a protein to interact with more partners by using fewer bits of the recognizable
information stored on a protein’s surface. Such weakly interacting networks are more likely to be
robust against deletion of any one component or interaction.?

In extreme cases, the highly crowded cellular environment can even lead to phase separation of
biomolecules due to quinary interactions, similar to that observed in saturated solutions (Figure
9). This creates microenvironments, also referred to as membraneless organelles or ‘liquid
droplets,” with defined functionality and specific composition: examples include Cajal bodies,
stress granules, nucleolus, P-bodies and paraspeckles.'® The composition of these
membraneless organelles typically ranges from a few to several hundred protein species or RNA
molecules.®°

These microenvironments are considered quinary structure due to two main reasons: 1) The
interacting molecules are highly dynamic, showing liquid-like properties where molecules
dynamically exchange with the surrounding environment and many components are recruited
only transiently in response to certain stimuli and 2) they are functional and improve cell health.6'-
163 At the center of this phenomenon are multivalent interactions between groups of binding
partners often involving highly charged disordered proteins (IDPs) and RNA molecules.64165
Many of these quinary interactions occur in the low-complexity regions (LCRs) in IDPs that
consequently have been shown to be modulators of phase separation in cells.'®® Quinary

26



interactions has also been implicated during stress-induced phase separation'68.16” and reversible
aggregation of endogenous proteins.'68

The biochemical environment in these phase-separated regions has important functional
implications. Phase separation can affect reaction kinetics and specificity by substantially
increasing the local concentration of the reactants. For example the rate of mMRNA processing is
significantly reduced when key components fail to concentrate within the histone locus body or
Cajal bodies in zebrafish.'6%-171 Phase separation could also inhibit activity by sequestering
molecules in these regions or act as an on/off switch where functions can be rapidly regulated
through the formation and dissolution of the condensed phase.'®® For example key components
of the protein synthesis machinery are sequestered inside stress granules during heat shock in
Saccharomyces cerevisiae.'®” Finally, by either releasing molecules from the condensate or
recruiting molecules into the condensate, phase separation can help to maintain stable levels of
molecules in the bulk phase despite fluctuations in expression.160

The eukaryotic cytoskeleton also exhibits many instances of quinary structure formation with Ky
in the ~yuM regime. In yeast, Saccharomyces cerevisiae, evidence suggests that actin and
microtubule cytoskeletons may function together during mitosis and in mating cells.72 Barnes and
coworkers found that a component of the actin cytoskeleton, coronin 1p (Crn1p), provides a functional
link between the actin and microtubular cytoskeleton in yeast.173 Crn1p interacts only weakly with
microtubules with a Ky of 15-20 yM. However, in the presence of actin, the Ky for Crn1p and
microtubule association increases 10-fold. This indicates that quinary structure formation (Ky — 2 pM)
via Crn1p crosslinks actin filaments and microtubules in mitotic and mating cells. Another example of
quinary structure is evident for the cofactor, dynactin, of the cytoplasmic dynein-1 motor that transports
cargos along the microtubular cytoskeleton.174 The microtubule binding domain of a dynactin subunit
interacts with microtubules with a Ky of 10 yM.175 These cytoskeletal quinary structures abound in the
eukaryotic cytoplasm and provide structure and shape to the cell.

5.4 Quinary structure and encounter complexes

Phase separation is not the only phenomenon in biological systems that is driven by quinary
structure. Biological systems need regulatory switches for a large number of processes. These
switches must be highly sensitive and specific and signaling must be performed with a high fidelity
to ensure proper function. Most signaling pathways consists of the formation and dissolution of
multicomponent complexes consisting of proteins, nucleic acids and other small molecules.'”®
These complex must not only associate with high specificity but also dissociate when the signal
is turned off. A tightly bound complex that does not dissociate cannot be turned off.

The cell solves this problem using encounter complexes (Figure 10).'77 In simple terms,
biomolecules diffuse freely and form weak transient encounter complexes via collisions with a
high ko, and ko rate. These weak complexes can then reorient, reposition or undergo
conformational changes to give rise to stronger and more specific interactions with a low K.
These weak transient complexes are functional and signaling pathways that lead to their formation
are possibly formed through evolutionary selection under which non-functional interactions evolve
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into productive interactions. In addition to evolved functionality, the Ky for these interactions are
in the range of 10s of yM'78 and hence we group them under quinary structure formation for the
purpose of this review. In effect, quinary structure can be a short-lived precursor for stronger
binding.

/-ﬁ ) Encounter Substrate
' binding

Complex

& ATP » ADP

Figure 10: Formation of encounter complexes leading to binding in the Hsp70 system. Red and black
show the N-terminal and C-terminal nucleotide and substrate binding domain respectively. In the ATP
bound state Hsp70 forms transient encounter complexes with potential substrate proteins. During stress
ATP is replaced by ADP which facilitates conversion of the encounter complexes to productive stably bound
substrate-chaperone complex. Hsp70 molecules were rendered using UCSF Chimera and accessed using
PDB IDs (ATP bound state — 4B9Q and ADP bound state — 2KHO).

Such a mechanism is utilized by the molecular chaperone 70 kDa heat shock protein (Hsp70).
Hsp70 is maintains cellular proteostasis by binding unfolded, misfolded or nascent chain peptides
and preventing further unfolding (Figure 10).'7%8 In a normal cell, Hsp70 is in the ATP bound
state where it binds substrates with a high k., and ko rate.'® Substrate binding then induces ATP
hydrolysis which in turn leads to a conformational change in the C-terminal domain of Hsp70. This
conformational change results in a more tightly bound Hsp70-substrate complex.

Paramagnetic relaxation enhancement (PRE) is a useful method to detect low-population (<10%)
encounter complexes. To do this, paramagnetic labels are generally introduced outside the
specific interaction site. Clore and coworkers showed that the encounter complexes formed due
to quinary interactions are important intermediates that increase the rate of formation of specific
functional interactions by reducing the dimensionality of the search process.'”8182 |n the bacterial
signaling system that catalyzes phosphorylation reactions (phosphotransferase system) the
authors were able to show evidence of the formation of these encounter complexes using PRE.
They observed these rare, fast-exchanging complexes for the N-terminal domain of enzyme |
(EIN), 11AMannitol gnd ||AMannose with the phosphocarrier protein (HPr) with Ko = 10-50 yM.'78 These
encounter complexes are formed due to longer-range electrostatic and shorter-range van der
Waals attraction and have been discussed in detail in published reviews.83184 |n the case of the
bacterial phosphotransferase system, the negatively charged residues on EIN, [IAMamitl gnd
[IAMannose interact with the positively charged surfaces of HPr. In the case of EIN-HPr, a small
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population of a ternary encounter complex (HPr-EIN-HPr) was also observed.85 This second type
of encounter complex occurs predominantly when the active site of Enzyme I is occupied, and
possibly helps in efficiently reloading the enzyme active site the moment it frees up, as well as
competing for the cellular pool of HPr.

A similar ternary complex was also observed for protein-DNA binding.'® In the nucleus, DNA is
present at mM base pair concentration. Under nucleus-like experimental conditions involving sub-
millimolar free DNA, Clore and lwahara showed that the association of protein and DNA occurs
via a ternary encounter complex where free DNA associates with a DNA-protein bound complex
rather than the association of free protein with free DNA. The formation of the ternary complex
can accelerate target recognition rate in protein-DNA interactions resulting in translocation rates
that are up to three orders of magnitude faster than the in vitro protein-DNA dissociation rate for
a transcription factor, HOXD9 homeodomain. This phenomenon simultaneously explains the
highly dynamic nature of protein-DNA interactions observed in vivo, as well as the long half-life of
the complex measured by traditional in vitro biochemical methods.186.187

Therefore, quinary interactions underlying encounter complex formation plays important biological
roles in living systems. The two roles discussed in detail in this section relate to the efficient
formation of a specific enzyme complex and the efficient reloading of the substrate at the active
site of this complex. Both these functions are important for improving enzymatic turnover in vivo,
however, this scratches only the surface of quinary structure formation and its biological
implications. There is also evidence that formation of these weak complexes is involved in
enhancing electron transfer for plastocyanin'® and cytochrome c.'81%0 Future studies are
required to fully appreciate the functional diversity and landscape of these short-lived functional
encounter complexes.

5.5 Characterizing quinary structure formation in vivo and in vitro

Because quinary structure is transient and weakly bound, on the order of a few kgT in the energy
scale, routine purification methods can disrupt it and therefore, it must be characterized in vivo
where possible.

This is not to say that quinary structure formation cannot be observed in vitro. For example, using
NMR Shekhtman and coworkers showed that ribosome-protein quinary structure plays a key role
in enzymatic activity of thymidylate synthase (TS).'®' Addition of ribosomes in vitro enhances
enzymatic activity 20-fold, in good agreement with the ~10-fold increase observed in vivo.1®?
Interestingly, the authors also found that ribosome-specific quinary interactions can decrease the
activity of another enzyme, dihydrofolate reductase (DHFR). By modulating the enzyme activity
via quinary structure formation, the ribosome plays an important role in metabolism by acting as
the hub where enzymes and metabolites are concentrated.'*? Ribsome-mediated quinary
structure formation with the 30S subunit of the ribosome has also been shown with mRNA, and
for aminoacyl-tRNA synthetases such as with LysRS as described in section 5.2.1% These
interactions are significantly weakened when antibiotics that inhibit the 30S subunit are added.
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In-cell NMR was originally established in bacteria, but eukaryotic systems have also recently been
used, including yeast, human cell lines and Xenopus laevis oocytes.100.128.132,194195 NMR
experiments have the potential to probe both sticking (see Section 4.3) and quinary structure
which we describe in detail in this section. NMR experiments in yeast have been successfully
used to demonstrate biomolecule interactions under physiological expression conditions in
physiologically relevant cellular compartments. This is possible in yeast due to a wide variety of
genetic tools facilitated by very well understood yeast genetics.'% Moreover, a very stable yeast
cell wall reduces leakage problems'9¢ and spectra can be obtained over long periods of time (~6
hours) with a high signal-to-noise ratio.
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Figure 11: Chemical cross-linking mass spectrometry. Transiently interaction species are
cross-linked to form more stable species that can be then isolated in vitro. These fragments can
then be characterized using mass spectrometry giving rise to discrete peaks corresponding to
complex molecular weight on the x-axis and relative abundance on the y-axis.

In addition to above-mentioned enzymes and mRNA, chemical cross linking and mass
spectrometry revealed >800 proteins that can potentially bind to mRNA or ribosomes in eukaryotic
cells (Figure 11).191.197-199 Experiments in yeast using NMR by Shekhtman and coworkers showed
that transient interactions with RNA play a key role in deciding biochemistry, like protein activity
and localization, of ubiquitin and 3-galcatosidase.'®5%° The resulting quinary structure is further
modulated by growth medium and RNA levels in cells. For example, in yeast grown in methanol
as the carbon source a well-resolved 'H-'SN HSQC spectrum of ubiquitin is obtained. This is
because the presence of a large amount of preprocessed mRNA and large ribosomal subunit
leads to a reduction in RNA-protein quinary structure formation. In sharp contrast, quinary
structure formation is enhanced, and the ubiquitin spectrum is broadened beyond detection in
yeast grown in mixed dextrose-methanol medium. Moreover, in the mixed medium both proteins
are sequestered in their inactive state in vesicles. Ubiquitin interferes with dextrose metabolism
and its inactivation can allow the cell to explore more efficient metabolic pathways,?%° also known
as catabolic inactivation.2 RNA-protein quinary interactions can therefore act as important
regulators of many in-cell processes.

Even with some disadvantages (e.g. high protein density required),’®® NMR in human cell
lines'00:132 and Xenopus laevis oocytes?022% js a powerful techniques to probe quinary structure.
Proteins are constantly interacting with other proteins in the cellular cytoplasm. These interactions
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lead to peak broadening and can be easily visualized by NMR. Formation of quinary structure has
been observed for both ubiquitin in HeLa cells and Xenopus laevis oocytes and profilin1 in human
HEK293T cells.190.132.203 The contribution of these interactions can be measured by introducing
appropriate mutations and comparing their NMR spectra. For example, mutations in parts of the
protein that interact strongly with other protein partners will lead to larger differences in the
spectrum than those that interact weakly. This was successfully demonstrated for both ubiquitin
and profilin1 by introducing mutations in the binding pocket and on the surface respectively, which
then yielded well-resolved NMR spectra.100.132

Because the stabilization due to quinary structure formation is on the order of a few kgT, they are
highly susceptible to changes in the local environment. Gruebele and coworkers showed that
different environments in the cell show different degrees of stabilization due to quinary structure
formation.'?" A model protein phosphoglycerate kinase (PGK) is stabilized in mammalian U20S
cells compared to in vitro.'?? This is partially due to macromolecular crowding'®, however PGK
stability in-cell is also modulated to some extent by its cellular localization.’' PGK in the nucleus
is more stable than that in the cytoplasm and endoplasmic reticulum (ER). The degree of crowding
in the cytoplasm and the nucleus is similar according to diffusion measurements.& Since the local
environment in the nucleus is very different from that in the cytoplasm, the nature of sticking or
quinary interactions are possibly also different in both environments.204

Weak modulations of the cellular environment such as cell volume changes can be used to
characterize the Ky for quinary structure formation. Such weak perturbations only modify quinary
structure in the cell without destroying the cell, thus, allowing the detection of quinary structure in
the native cellular environment. Cell volume changes by osmotic pressure modulation was used
by Gruebele and coworkers to determine the K, for GAPDH4-PGK binding, described in detail in
section 5.2 and for mCherry-AcGFP1 oligomerization to be ~2 yM, an order of magnitude lower
than in vitro.8> PRE-measurements described in detail in section 5.4 have also proved very useful
to probe quinary structure and the formation of metastable encounter complexes.

6. Evolution

We now turn to the connection between physico-chemical interactions in the cell, such as
crowding and productive (quinary) or disruptive (sticking) interactions, and evolution. Evolution of
proteins has been investigated in great depth and many comprehensive reviews exist that
critically analyze the developments in the field.

A recent article by Spitzer, Pielak and Poolman on the emergence of life sheds light on some
interesting concepts that drive biological evolution.?%®> The authors describe how, among other
things, crowding plays an important role in driving evolution in biological systems. Evolution
cannot occur in uncrowded systems where surfaces are far from each other and do not interact.
In dilute conditions, non-covalent molecular forces cannot maintain cellular organization because
thermal disordering effects overcome attractive ordering forces. Indeed evolution of biomolecular
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surfaces under crowded or confined conditions has been shown to be a likely prerequisite for the
transition from the inanimate to the living.'%”

Since the focus of this review is cellular forces at protein surfaces, we briefly touch upon how
evolution has shaped surface interactions. Biomolecular surfaces are constantly evolving under
constraints to improve fithess and function. The potential benefits of combining protein biophysical
chemistry with evolutionary biology are many, and as such the inclusion of evolutionary biology
in the study of protein biophysics already greatly benefits our understanding of protein
function.296.207 We discuss two main methods of analyzing evolutionary data: epistasis mapping
and ancestral sequence reconstruction. Finally, we conclude the review by outlining what future
collaborative efforts between evolutionary biology and biophysical chemistry could bring to the
table in terms of our understanding of protein interactions in the cell.

6.1 How protein surfaces evolve — cytochrome ¢ and heat shock proteins

Evolution means constant change in biology, but some proteins are peculiar because they have
stayed effectively unchanged over millions of years. The structure of cytochrome ¢ was solved in
1971 and was used to characterize the correlation between evolution and function.208209
Cytochrome cis a small protein (104 residues in vertebrates), present in the mitochondria of every
eukaryotic organism. Dickerson estimated its evolutionary rate.2°® During random mutational drift,
if m is the fraction of mutations in a polypeptide chain, then the fraction n of the polypeptide
sequence that actually changes is:

n=(1—-e™™). [11]

n takes into account that repeated mutations at the same locus do not reduce sequence identity.
The calculated rate was then used to approximate the time required for a 1% change in sequence
between two divergent lines of evolution in a million years (MY). For a small fibrinopeptide, whose
function is to be excised out of fibrinogen and converted to fibrin in a blood clot, this time was 1.1
MY, a rapid rate of protein evolution. Presumably for fibrinogen, any change in the sequence is
permissible if it still allows for successful excision of the peptide. The fibrinogen mutation rate is
therefore close to the actual DNA mutation rate (Figure 12). Conversely, cytochrome c interacts
with several large macromolecules and hence utilizes more of its overall surface for function. The
time scale for cytochrome cis 20 MY and large portions of the cytochrome ¢ surface have highly
conserved charged and aromatic residues. There is also a general correlation between protein
size and evolutionary rate.209

The evolutionary role and importance of the family of heat shock proteins has been discussed
and probed in great detail.?'®2'2 They have many interaction partners and are evolutionary
capacitors.2'3 Not surprisingly, therefore, they are also highly conserved and well-known for their
stress response function.?'4215> Among them, the 90 kDa heat shock protein (Hsp90) plays a
fundamental role in the expression of genetic variation.216-218 |ts function is special because in
addition to stress response, it can also expose or suppress genetic variation. Macro-scale
changes in genetics through evolution are generally gradual, but all living species must survive
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sudden environmental changes and maintain robust developmental systems that do not change
abruptly during environmental stasis. This is generally done by storing a certain amount of
unexpressed genetic variation that is typically hidden during developmental homeostasis, for
example, in species hybrids.?'® Hsp90 can expose such variation by destabilizing and stabilizing
transcription factors associated with promoter regions responsible for morphological remodeling
of metamorphosis.2'® Likewise, in cell-cycle control Hsp90 supports both activators and inhibitors
of the same function to control the process output downstream.?20 Hsp90, therefore acts as a
capacitor, that through controlled exposure of cryptic alleles could account for the rapid
morphological changes evident in fossil records. Another 70 kDa heat shock protein (Hsp70) that
is also highly conserved maintains cellular stasis during stress and has been referred to as an
evolution facilitator, for example by protecting less stable protein mutants and facilitating more
sequence variation.214221
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Figure 12: The evolution of Cytochrome c vs. fibrinopeptides. Data for this figure is adapted from
reference 209. Cytochrome c evolves very slowly taking almost 20 MY for a 1% change in residues whereas
fibrinopeptides evolve at the rate of occurrence of mutations, 1.1 MY. This shows that residues in Cytochrome
¢ are highly conserved.

These two examples of protein evolution teach us something very important about the
combination of evolutionary biology and biophysical chemistry. Cytochrome ¢ shows us how
important it is to consider evolution from the perspective of protein function. It also points to
conclusions that could be made only by combining results derived separately from evolution and
studies of protein function. Heat shock proteins highlight that evolutionary changes occur both on
macro- and micro-scales. Interestingly, biological systems have evolved not only fithess with the
help of genetic variation, but have also endowed the products of evolution itself, proteins, with the
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latent power of evolutionary change. In the future heat shock proteins are prime candidates to tell
us a more complete story of evolutionary change than what is visible only through genetic data.

Lastly, although evolution is the force for change, it is important to probe systems, such as heat
shock proteins, that have resisted that change. By correlating systems that change frequently and
those that remain static, we can begin to reconstruct the elusive protein evolutionary pathways
that lead from now into the past.

6.2 What drives evolution of protein surfaces?

The cell is an environment where proteins must navigate crowded spaces so their surfaces can
not only make functional interactions, but also avoid debilitating non-functional interactions with
the majority of surfaces they encounter. As discussed in 5.3, only so many bits of information can
be encoded on a protein’s surface, and must be used up in a compromise between interaction
strength (stronger = generally more surface), number of interactions encoded (more = less
surface per interaction), and avoiding undesirable sticking (although this could evolve into quinary
structure). Proteins evolve constantly and have been doing so since the Hadean eon (~4 billion
years ago).??>228 They have weathered extreme heat and extreme cold but have maintained
function.2?4 Interestingly, the principles that drive the complex evolutionary behavior in biological
systems are fairly basic and follows two main rules: 1) maintain or improve organism fitness and
2) keep intact or improve function.

Perhaps the two driving forces in protein evolution that are most evident at first glance are folding
and stability. Since misfolding and aggregation can have a considerable negative effect on
organism viability,??5 there is selection pressure to evolve thermodynamically stable??¢ and /or
aggregation-resistant protein sequences.??” Several different adaptations reduce aggregation
propensity for proteins.??” For example, protein sequences limit hydrophobicity and maintain an
overall low net charge. Hydrophobic patches longer than 5 residues are represented significantly
less than what would be predicted from a statistically independent distribution.??8 Moreover,
disordered proteins have charge distributions to avoid aggregation, and globular protein fold to
bury hydrophobic residues in the core and hence reduce the propensity of these hydrophobic
surfaces from coming into contact and aggregating with other hydrophobic surfaces. Since
aggregation is concentration-dependent, protein sequences have further evolved such that the
aggregation propensity is just below their solubility limit in vivo.22°

Early studies have also shown that different proteins from the same organism can evolve at vastly
different rates.23° Proteins with multiple partners evolve more slowly.223! This is because a greater
proportion of the protein is directly involved in function and the protein is only able to accept a
reduced subset of mutations that are at either net neutral or positive for all the interacting partners.
Any other evolutionary changes, for such a system must occur via coevolution where changes to
one protein lead to an additional selection pressure for reciprocal changes in the interacting
partners. This is in part explained by the neutral theory of evolution,?3? where the rate of protein
sequence evolution is given by,
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k = up, [12]

where k is the rate of protein sequence evolution, u is the rate of mutation and p is approximated
by the proportion of mutants that are neutral because beneficial mutations are considered too rare
to affect the rate of evolution.

Another factor driving protein evolution is the pressure to reduce non-specific protein-protein
interactions that compete with productive specific interactions. Interestingly, even though the cell
is a sea of sticky surfaces where the need for specificity is paramount, protein interactions follow
a scale-free network topology. In a scale-free topology, the minimum free energy gap (AE)
between the weakest specific interaction and the most competitive non-specific interaction
decreases in a power law fashion,233234 such that

AE~N"Y [13]

where, N is the number of interfaces and y is the scaling factor that determines how quickly the
energy gap drops to 0 as the number of interfaces increase and correspondingly how quickly
binding specificity is lost. Even though y is small (0.13-0.19) the gap reduction is significant for
typical proteome sizes, such that, for a typical yeast proteome a gap as small as ~2.5kgT is
already reached with ~1000 interfaces. Moreover, for a proteome with N protein types there are
aN specific interactions and bN? non-specific ones (where a = 1 to 20 and b are constants), and
hence there is significant evolutionary pressure to decrease deleterious non-specific interactions.
Since increasing the proteome size radically increases non-specific interactions and decreases
AE, this limits the number of proteins that can function effectively in the cell, and organisms must
therefore survive with a limited number of proteins. Increasing protein size provides one way out
by increasing the dynamic range of interactions (weak to strong) available but has its own
problems: increased misfolding and aggregation requires increased chaperoning, i.e. yet more
proteins that act as caretakers.

Indeed, even though the evolutionary distance is large, the number of proteins remains similar
between simple multicellular organisms and humans.23> Given these constraints and consistent
with scale-free topologies, binding in biological systems is optimized by favoring networks where
a few proteins interact with a large number of partners, while most proteins interact with just a few
other partners.233236

The pressure to reduce non-specific interactions has also been associated with protein
abundance and surface hydrophobicity or hydrophilicity.?3” Protein abundance is negatively
correlated with the number of its functional interaction partners as well as the number of non-
specific interactions.2% Functional interactions in a proteome generally involve hydrophobic
interactions.?39240 Consequently, hydrophobicity also decreases with protein abundance to
decrease non-specific interactions. In agreement with this observation more abundant proteins in
the E. coli cytoplasm are less hydrophobic.?*' Conversely, abundant hydrophilic IDPs (disordered
proteins) make up to 30% of the eukaryotic proteome.?*2 Thus, surface properties of a protein
play a crucial role in determining protein evolutionary rates.238243
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Further reviews that discuss protein evolution in more detail have been published.?#4-246 We
discuss the biophysical aspects of protein interaction networks in more detail in the next section.
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Figure 13: Bar plot showing relative abundance of proteins (P(AAGep)) as a function of
stabilization due to PPIs (AAGep). The data from this figure was taken from reference 213. The
population at AAGeei=0 shows no stabilization due to PPIs.

6.3 Evolutionary advantages of protein interaction networks

The hydrophobic core of proteins is highly conserved and mutations in the core can quickly disrupt
protein structure and stability.24” Although surface mutations contribute only weakly to overall
stability,?*8 they also exhibit a surprising level of conservation.?*® This is due to protein-protein
interactions (PPIs). In the previous section, we discussed how protein interaction networks follow
scale-free topologies. These protein interaction networks (PINs) benefit the organism in many
ways.

In spite of the obvious disadvantages due to non-specific interactions, highlighted in section 6.2,
networks are of great importance to thriving biological systems. They facilitate signaling and
ensure that the cell is robust to random failure of a few network components. Additionally, in
higher organisms the number of interactions between proteins increases, and consequently larger
multi-protein complexes are observed as compared to their ancestors.?50 Such multi-protein
complexes are favored over larger size of individual proteins because larger proteins are more
expensive to fold, as noted in 6.2.25' Smaller individual proteins are easier to fold and are less
prone to aggregation, thus improving overall fitness of the organism. Protein interactions can also
give rise to allostery and cooperativity, which results in a more efficient on/off switch.

PPIs further reduce toxic aggregation by reducing the effective monomer concentration in the
cytosol; monomeric proteins bound to partners are not available for aggregation and are therefore
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removed from the aggregation-prone pool of monomers. This additional stabilization of the folded
state due to suppression of aggregation was calculated?'® and contributes to the overall stability
such that,

AG = AGfoigea + AAGppy [14]
AAGpp; = kpTlin <AGC—A>a [15]
(1+e /kBT)UA

where C, is the total concentration of any protein, U, is the concentration of all unusable states of
A, comprised of all unfolded peptides and insoluble oligomers and AG is the thermodynamic
stability of the free monomeric state. In yeast, the stabilization due to PPIs was found to be on
average about ~2ksT and in some cases as high as 5-6kgT (Figure 13).2'3 Therefore, each protein
in a PIN effectively stabilizes its interaction partners to some extent. On the other hand, ‘foreign’
proteins such as noted in the in-cell NMR experiments (section 4.3) experience sticking instead
of effective stabilization.

Stabilization from PPls can also offset small amounts of destabilizing variations in protein
sequences, which often leads to a higher degree of functional diversification.?52253 This
phenomenon has been termed evolutionary capacitance.?’®> We discuss the concept of
capacitance further in section 6.5. Indeed, the contribution of AAGpp; becomes more important for
proteins whose effective population is low (due to genetic drift) and for proteins with a low inherent
stability (AGfoi4eq), sUch as IDPs (disordered proteins).

The relationship between protein fithess and evolution has been investigated in detail. The
Shakhnovich group studied the effect of mutations on the folding free energy and showed that
protein abundance is negatively correlated with evolutionary rate using simulations.2542% Since
destabilizing effects of deleterious mutations are multiplied by protein abundance, more abundant
proteins lead to larger amounts of toxic misfolded structures as a result of lethal mutations. Protein
abundance and fithess hence plan an important role in determining evolutionary rates: higher
abundance leads to higher stabilities and slower evolutionary rates since average mutations are
more deleterious. These relationships between the protein biophysical landscape and
evolutionary rate have been discussed in detail in already published reviews.256:257

6.4 Current methods in protein evolutionary biology

In this section we briefly touch upon two methods that have been used to study evolution of
biological systems, and that are related to protein evolution and cell health and can be applied to
studies of protein surface evolution. Detailed description of the methods discussed below are
beyond the scope of this review but have been discussed elsewhere.258:2%°

6.4.1 Epistasis modeling

The term ‘epistatic’ was first used in biology by Bateson in 1909 to describe masking of a gene
by another gene.280 From the point of view of proteins, epistasis refers to the modification of a
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mutation’s phenotype by another mutation.?6'262 For example, a deleterious mutation could be
masked by a mutation at a remote site; or a mutation’s enhanced activity could only arise in the
context of a subsequent mutation at a remote site, so that what started out as genetic drift later
becomes enhanced fitness (Figure 14). As a result, any mutation event in an evolutionary pathway
is contingent on the context of many past events. Epistasis is responsible for evolutionary benefits
that occur due to a potentiating mutation in an ancestor, and thus cannot be evolved easily by
stochastic single point mutations.283 Thus, epistasis is a symmetry-breaking event that gets frozen
in as time progresses. The genetic definition used by Bateson is the same basic concept but
defines these changes in the genotype of the organism instead of the phenotype.

Figure 14: A sunburst plot showing epistasis. All proteins start from the black ancestor. Each
corner represents a possible mutation and color differences show mutation accessibility from the
previous mutation blue (easiest) to red (hardest). For example, it’s easiest to go from blue to blue
and hardest to go from blue to red. These affects add up, for example if starting at blue traveling
along blue is the easiest. The three example black paths show three different evolutionary
trajectories starting from the common black ancestor. Epistasis means that every mutation is to
some extent determined by the path taken by the previous mutations and the landscape color of
the previous mutation.

The recognition of pairwise epistasis goes back ~100 years,?6° however, the importance of higher-
order epistasis has only recently been emphasized.?64-266 Pairwise epistasis is the difference in
the effects of two mutations introduced together vs. separately. More generally higher-order
epistasis refers to when a set of n + 1 mutations are introduced together vs. separately in n-tuples
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(e.g. a triplet relative to the three pairs). Such higher-order epistasis is evident in many biological
systems.266

Historically epistasis has been studied either in simple model organism such as E. coli, S.
cerevisiae or C. elegans, or by computationally modeling epistasis in model systems.2%8 For
example, Plotkin and coworkers modeled how epistasis affects accumulation of mutations over
time.262 They studied the stability of lysine-arginine-ornithine-binding periplasmic protein (argT)
from Salmonella typhimurium as a function of mutations. They showed that at any given time,
mutations that became successfully incorporated were contingent on previous mutations and
typically would have been deleterious if introduced at an earlier time. Additionally, once a mutation
is fixed, any reversal becomes increasingly detrimental to fitness. This is because a mutation, M,
fixed at any given time interacts with many other mutations that occur at later times and deletion
of M negatively affects all other mutations that were contingent on M. This phenomenon has been
referred to as an “evolutionary Stokes shift,”67 in analogy to light excitation and fluorescence:
once an excited state is relaxing, blue fluorescence at the same wavelength as the absorption is
increasingly unlikely to be emitted as relaxation progresses. Thornton and Harms, similarly, used
an error prone polymerase to generate mutants of an ancestral protein of the vertebrate
glucocorticoid receptor (GR).268 They showed that the evolution of the GR protein from its
ancestor occurred through a series of epistatic changes that are otherwise improbable and non-
deterministic. Such an event is so rare, that if evolution were to reoccur from the start the GR
protein would evolve either from a completely different ancestor or not at all; more generally the
vertebrate endocrine system would be substantially different.

Evidence of epistasis has been also been shown experimentally in model organisms. For
example, epistasis was shown to be responsible for evolving a citrate metabolism gene in E. coli
over ~30000 generations.?%3 A potentiating mutation that occurred at ~20000 generations led to
significantly greater tendency for the evolution of the citrate gene in later clones. Similarly
Kryazhimskiy, Desai and coworkers characterized epistasis, adaptability and fitness in S.
cerevisiae over 500 generations.?%® They found that the adaptability of a genotype is negatively
correlated with fitness; lower fitness leads to higher rate of adaptation, and differences in
adaptability are almost entirely correlated with the overall fithess, rather than with individual
genetic mutations underlying that fitness.26°

Epistasis modeling can be a powerful tool to predict the evolutionary pathway undertaken by
modern proteins. However, Harms and Sailer showed that even with current tools, evolution
remains difficult to back-track due to epistasis.?®> Since proteins occur in an ensemble of
conformations, any single mutation exerts its effect on each conformation in a slightly different
way. Calculating this requires either the knowledge of how each conformation is affected by a
mutation, which is currently impossible to measure, or the calculation of all higher-order epistases,
which is currently computationally too difficult. Simply calculating the average ensemble effect of
the mutation on the entire population, a mean field approach, leads to large uncertainties in
prediction. For now, epistasis can predict phenotypes with relatively high accuracy and help
connect the dots between how modern proteins came to be from ancestral ones.
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6.4.2 Ancestral sequence reconstruction

With the advent of efficient sequencing techniques by Frederick Sanger in 1955,270 Emile
Zuckerkandl and Linus Pauling postulated that such sequences could be used to reconstruct the
sequences of ancestral proteins. Ancestral sequence reconstruction was thus born. In simple
terms, it is the extrapolation back in time of genetic sequences from current proteins to their
common ancestors. It relies on sufficiently realistic models of evolution to predict ancestral states
and immense progress has been made with the improvement in computational power and the
development of more efficient algorithms. Details of some common methods and algorithms used
in ancestral sequence reconstruction have been published.?5%271 Among the available prediction
methods, Bayesian inference is believed to be able to estimate ancestral sequences with a high
accuracy and has been widely used.?”?

1 Thermophilic
Mesophilic lineage lineage

T. therm- )
ophilus 3 2 1 A B C D E. coli
AGunf 53.6 52.3 43.9 42.7 39.3 36.0 38.9 38.9 40.6
3 7 3 3 3 3] 3] 3 5
unf 4x10 2.1x10 |1.1x10 |1.6x10 |2.4x10 [1.1x10 [1.7x10 |7.3x10 |1.7x10
k 0.6 4.1 14.1 10.4 9.7 0.77 2.8 13 74
fold

Figure 15: Thermodynamic and kinetic evolution of modern RNase H thermophilic and
mesophilic homologs. Data for figure was adapted from ref. 279. Overall stability is reflected by
AGuny, folding rate by kiiq and unfolding rate by kynt.

Once ancestral protein sequences have been predicted, they can be experimentally reconstructed
in two ways. First, via step-by-step site-directed mutagenesis of specific residues in the modern
protein, recapitulating in reverse the path from ancestral to modern protein.273274 This approach
is limited to proteins for which structure-function relationships are well understood and only works
under the assumption that the mutations themselves do not significantly affect the function or
folding of the protein. Alternatively, the entire sequence of the ancestral sequence can be
assembled in its entirety de novo provided that the ancestral sequence is known or can be
inferred.?”> This method does not require prior knowledge of the structure-function relationship.
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Of course, site-directed mutagenesis can also be used to reconstruct the full set of mutations of
an ancestral protein at once.?”®

Benner and coworkers reconstructed the ancestor of the yeast protein that consumes and
metabolizes ethanol. Since most organisms cannot metabolize alcohol, this lends yeast a
significant survival advantage over other competing organisms.?”” The ancestor of this enzyme
specialized not in alcohol consumption but in alcohol production. The alcohol production was a
consequence of recycling NADH during anaerobic glycolysis. The alcohol is eventually lost to the
environment. Similarly, sequence reconstruction also showed that ancient enzymes exhibit a
relatively slow evolution of protein structure even as the amino acid sequence varies.2’® This
suggests that the evolution of non-promiscuous activity of highly specialized enzymes and
enzyme complexes may been completed in the era of the last universal common ancestor.

More recently, ancestral sequence reconstruction was used to investigate evolution of the folding
pathway of a model protein, RNaseH.?°280 Marqusee and coworkers used sequence
reconstruction to probe evolution of the thermodynamic and kinetic stability of RNase H (Figure
15) from a common ancestor into the mesophilic and thermophilic branches of modern day RNase
H. They observed a 90 to 400-fold decrease in the protein unfolding rate (ku:r) as well as 10 to 20-
fold decrease in protein folding rate (kiq) for mesophiles and thermophiles over the ancestor. The
large decrease in unfolding rate shows evolutionary pressure in favor of increasing kinetic
stability. Increasing kinetic stability allows the protein to be more resistant to unfolding and
subsequent aggregation or misfolding. Thus, reduction of unfolding rate is an evolved protein
property. However, the smaller decrease in the folding rates of RNase H could indicate neutral
drift. Therefore, evolution does not seek to evolve fast folding proteins beyond a certain limit.
Good enough is often good enough.

While both thermophilic and mesophilic proteins are stabilized overall, thermophile RNase H
stability is much higher. This is possible because RNase H is a three-state folder allowing for

changes in the rate-limiting step, from native to the intermediate state, to only affect kinetic
stability without much change to the overall thermodynamic stability.28

This can be easily visualized by the equation where for a two-state folder:
AGunf = —RTIn (kunf/kfold) [1 6]

whereas, for a three-state folder it is:

AGunf = AGintermediate + —RTIn (kunf,rate—limiting/kfold,rate—limiting) [1 7]

7. What is yet to come: looking at protein biophysics from an evolutionary perspective

Biological systems are highly evolved, robust and efficient molecular machines, not just
structurally and functionally but also in terms of interactions. Promiscuous or generalist proteins
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were more common in our ancestors. They provided a wider array of lesser catalytic activities,
more useful in a rapidly changing fitness landscape such as the Paleoarchean era. Specificity
evolved as enhancement of certain functional traits, better adopted to stable niches, improved
fitness. However, not all proteins became specific. This is because of two reasons: 1) Specificity
is difficult to maintain; two highly specific partners must co-evolve to keep function intact. 2) If all
proteins became highly specialized, then the biomolecule load due to protein variety N in a cell
would be enormous. As described before, non-specific interactions that scale as N? would then
become highly detrimental to the organism’s survival. Thus more proteins that are ‘perfect ’ is not
necessarily better than fewer proteins that are ‘good enough,” and so generalists still abound in
modern day species.?®228 Qver a third of modern E. coli enzymes exhibit promiscuity.83
However, promiscuity does remain a source for new specific functions in the future, should the
environment change again.2®*

Quinary interactions likely evolved from non-functional sticking, very likely assisted by epistasis.
A later mutation that made a pre-existing sticky interaction weakly functional would have been
very beneficial to organism fitness. Moreover, for the few proteins that have many binding
partners, like chaperones, promiscuity is an inherent trait. In E. coli the promiscuous interactions
that have survived evolution have weakly-binding Ky in the yM regime,?82 a hallmark of quinary
structure formation. Promiscuous interactions and quinary structure were therefore shaping the
organization of even the earliest cells.

Quinary structure formation is strongly influenced by the crowded cellular environment and
purification methods often disrupt such interactions. In vitro experiments in simple buffers,
therefore, only have limited access to probing quinary structure and in-cell studies or carefully
constructed more complex in vitro systems are needed. With technical advancements,
instruments to image quinary structure inside cells are fortunately becoming more routine.

Much remains to be gained by collaborative efforts between evolutionary biology and biophysical
chemistry. The integration of the knowledge of protein structure, function and evolution will
provide a complete picture of how proteins interact inside cells.
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