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ABSTRACT

In the present world, it is difficult to realize any computing application working on a standalone computing
device without connecting it to the network. A large amount of data is transferred over the network from
one device to another. As networking is expanding, security is becoming a major concern. Therefore, it
has become important to maintain a high level of security to ensure that a safe and secure connection is
established among the devices. An intrusion detection system (IDS) is therefore used to differentiate
between the legitimate and illegitimate activities on the system. There are different techniques are used for
detecting intrusions in the intrusion detection system. This paper presents the different clustering
techniques that have been implemented by different researchers in their relevant articles. This survey was
carried out on 30 papers and it presents what different datasets were used by different researchers and
what evaluation metrics were used to evaluate the performance of IDS. This paper also highlights the pros
and cons of each clustering technique used for IDS, which can be used as a basis for future work.
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1. INTRODUCTION

Due to the increasing growth of computer network usages, network security is becoming an
important issue. With the evolution of new technology, there is a rapid increase in the incidents
of hacking and intrusion [1]. There is no doubt that all computers are suffering from security
vulnerabilities, that are both technically challenging and costly for manufacturers to fix. So, any
malicious activity on network security vulnerabilities or computers can seriously affect the
system and breach its confidentiality, availability, and integrity. Therefore, the intrusion detection
system has become an integral part of network security architectures.

An intrusion detection system can the ability to locate and identify malicious or anomalous
activities in the computer network by examining the network traffic in real-time [2]. The intrusion
detection system is classified into two groups: misuse and anomaly detection systems. The misuse
intrusion detection system is usually used for commercial purposes because of its predictability
and high accuracy, while anomaly detection is favored in research studies. The intrusion detection
system can also be classified as Host-based and Network-based, depending on the location of
detection. There are many number of data mining techniques available for detecting network
intrusions.
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Data mining is increasingly becoming a popular technique in the network security environment
for finding regularities and irregularities in datasets. Data mining can be defined as the process of
using efficient techniques to extract useful and unexpected patterns from huge datasets [3]. There
are different supervised techniques have been used to detect intrusion. However, this approach
depends on the labeled data and requires the system to be trained on the known data. The problem
with this type of technique is its high dependency on training data and the inability to detect any
new type of attacks. To overcome this limitation of the supervised technique, an unsupervised
approach can be used for intrusion detection, which can detect the unlabeled data. Clustering is
one of the commonly used unsupervised techniques for classifying huge datasets and detecting
the intrusions. Clustering is a data mining technique that is used to infer the conclusion from
unlabeled data and find hidden patterns in datasets [3]. In other words, clustering is a technique
that is used to group similar data into one cluster and other dissimilar data into the different
clusters.
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Figure 1: A schematic of clustering process showing three clusters (one red triangle, one black circle, and
one pink plus cluster)

The clustering approach is based on two assumptions [4]. The first assumption is that the number
of normal connections is larger than abnormal connections and the second assumption is that the
feature of the abnormal network is different than the normal network. Depending upon these
assumptions, there are many clustering techniques can be used for detecting intrusions and
attacks such as hierarchical, partitional, grid-based, and density-based clustering techniques.

Hierarchical clustering is a clustering algorithm that constructs a hierarchy of clusters and it
clusters the objects based on their distance. This technique is based on the cluster proximity
measure and there are three measures such as single-linkage, average-linkage, and complete
linkage. Partitional clustering splits the data points into many or some number of separate
partitions, where each partition is known as clusters. K-means is one of the simplest and efficient
partitional clustering algorithms that is used for detecting intrusions in a computer system. Meng
et al [5] used k-means algorithms on KDD99 datasets to detect unknown attacks in different
settings. Density-based clustering algorithm clusters data points based on the density of the points
in a region. DBSCAN is one of the best density-based algorithms. Yang Jian et al [6] used
improved intrusion detection based on DBSCAN that generates clusters depending upon the
density-based method.

This paper presents a literature review on clustering techniques applied in the intrusion detection
system literature. Articles that used clustering technique for intrusion detection were carefully
reviewed and the type of attack different clustering techniques can detect were analyzed. The
different clustering techniques were compared in terms of different evaluation metrics used,
datasets used, their strengths and weakness.
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The remaining part of the paper is divided into different sections. Section II describes the datasets
used in intrusion detection research. Section III outlines the related definition of the terms used in
this paper. Section III also describes the different terms used in the clustering technique literature.
Section IV lists the related work of the clustering technique used for intrusion detection. Section
V lists the research questions used in this research. Section VI illustrates the results and
discussion. Section VII concludes the paper.

2. DESCRIPTION OF DATASET

KDDCup99 dataset, a publicly available dataset, is the most common dataset that is being used
for evaluating intrusion detection systems [7]. This dataset was used in the KDDCup99
competition and is based on the DARPA9S IDS evaluation dataset [8]. The dataset comprises of 4
GB of compressed TCP dump data of nearly 7 weeks of network traffic. The KDDcup99 dataset
comprises of training and test datasets, where the training dataset consists of nearly 5 million
datasets and the test dataset consists of 3 million datasets [9]. The datasets contain 41 features and
classes: normal and attack. There are 24 different types of attacks in this dataset, which belongs to
four types of major attacks such as:

Denial of Service (DOS): This is an attack where attackers make the system too busy for a
legitimate user to be able to use the system or resources.

User to Root Attack (U2R): U2R starts with the attacker getting access to a normal user account
on a system and exploits its vulnerability so as to get root access to the system.

Remote to Local Attack (R2L): R2L is an attack where an attacker sends packets to the system
over the network and exploits its vulnerability so as to gain access to the system as a normal user.
Probing Attack: This is an attack where an attacker scans the system or network to collect
information so as to identify the potential vulnerability of the system.

Table 1: Different types of Attack from Kddcup 99 Datasets [1]

DOS Probe R2L U2R
Back Nmap Spy Buffer overflow
Land Portsweep Phf Rootkit
Neptune Ipsweep Multihop Loadmodule
Pod Satan ftp write Perl
Smurf Imap
Teardrop Warezmaster
Guess passwd

The new version of KDD99 datasets that is publicly available is called NSL-KDD99 datasets. To
solve the inherent problem of KDD-99, NSL-KDD was proposed. It contains only selected
records from KDD datasets. This new dataset overcame shortcomings of KDD datasets; there
were no redundant records in the training set, which removed the bias in learning algorithms
towards frequent datasets. Similarly, the KDD duplicate data was also removed from the test set.
NSL-KDD data consists of 21 types of attacks in the training set and 37 different types of attacks
in the test set. The attacks are classified into four different types: DOS, Probe, U2R, and R2L
[10]. DARPA 98 dataset is also one of the popular datasets used in the intrusion detection system
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to evaluate detection rate and false alarm rate in network traffic. This dataset consists of four
different major attack types: DOS, Probing, U2R, and R2L. However, this dataset faced lots of
criticism since a model that was used to generate the traffic was too simple [10].

Both KDD-99 and NSL-KDD do not reflect the real data flow in a computer network as they are
generated on virtual networks on simulation. However, Kyoto 2006+ dataset consists of real
datasets collected over 3 years from November 2006 to August 2009. This dataset comprises of
14 statistical features derived from KDD along with 10 additional features for analysis and
evaluation of intrusion detection system network. These datasets were captured using honeypots,
darknet sensors, email server, and web crawler [10].

Another type of dataset that is used in the literature reviewed in this research for intrusion dataset
is ISCX-2012 intrusion evaluation dataset. This dataset consists of 1512000 packets with 20
features and was obtained by observing network traffic for seven days. There were 75372 normal
traces and 2154 attack traces in training datasets; while in case of testing datasets, there were
19202 normal traces and 37159 attack traces [11].

3. RELATED TERMINOLOGY

* Detection Rate (DR): Detection Rate (DR) can be referred to as a number of attacks
detected by the system divided by the total number of intrusions in the dataset. DR can be
calculated as: DR = True Positive (TP)/(Total number of intrusions in dataset) [12].

» False Alarm Rate (FAR): False Alarm Rate (FAR) is the number of normal instances
classified as attacks divided by the number of normal instances in the dataset. FAR can
be calculated as: FAR= False Positive (FP)/(FP+ True Negative (TN) [12]

» False Negative Rate (FNR): False Negative Rate (FNR) represents the number of
intrusions that were wrongly identified as normal [12]

* True Positive Rate(TPR): True Positive Rate corresponds to IDS that correctly identifies
network activity as a malicious attack [12].

* True Negative Rate(TNR): True Negative Rate occurs when normal instances are
detected as normal [12].

* Accuracy: Accuracy is defined as the percentage of correctly classified instance in
datasets. Accuracy can be calculated as: Accuracy=(TP+TN)/((TP+TN+FP+FN)) [12]

*  Sum of Square Error (SSE): The Sum of Square Error (SSE) is the sum of square of
difference between each data point and its cluster mean.

4. RELATED WORK

The intrusion detection system plays an important role in detecting any malicious activities on a
computer network. Various clustering techniques have been designed and implemented for
detecting the intrusions.

Leung et al [13] were able to get a high detection rate while suffering from a highfalse  positive
rate using fpMAFIA. The performance value of fpMAFIA was 0.867, which was around 3%-
12% worse off than other algorithms. However, this density and grid-based clustering had the
disadvantage of not evaluating each and every point, which made the anomalies clustered into a
set of small clusters and their identification was just more straightforward.
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Leonid Portnoy [14] conferred the algorithm that could automatically detect both known and
unknown intrusion. The author used a single-linkage hierarchical clustering method to distinguish
abnormal activities from normal activities. In this algorithm, at the first number of empty clusters
was formed and the distance of instances to the cluster center was checked. The calculated
shortest distance was then compared with the predefined cluster width (W) and if that distance
was shorter than W, then that record was assigned to that cluster. Otherwise, a new cluster was
formed and other instances were assigned to that cluster. The clusters were then updated to the
mean of the cluster centers. The series of updating and reassignment took place until the cluster
center was no more updated. With the algorithm, the average detection rate was around 44- 55%
and the false positive rate was detected 1.3-2.3. Even though this algorithm overcame the
shortcoming of K-means clustering to predict the number of clusters, it still had some limitations.
One of the limitations was in determining the cluster width, which has to be determined
manually. Therefore, there was a chance of mislabeling the normal instance as an abnormal and
vice-versa if W was not determined properly.

Meng et al. [5] used K-means algorithm clustering technique to detect unknown intrusions in a
computer network. This algorithm was used on the KDD cup 1999 dataset, where a number of
clusters were chosen to be 5. Using different settings, the DR with this method was always found
to be above 96 and FAR was below 4 and time complexity was low. This showed that the K-
means algorithm was an effective method for intrusion detection. However, with the K-means
algorithm, cluster number needs to be defined correctly in order to get correct intrusion detection.
In addition, it is also sensitive to the categorical attribute and the results of this algorithm are
usually not steady. In other words, the K-means clustering result can vary, even with the same
input parameter. Similarly, Gerhard et al. [15] also applied a K-means clustering technique for
intrusion detection. The technique was used to classify normal and abnormal network traffic flow
using cluster centroids as a pattern to detect intrusion.

Guan et al. [16] used Y means clustering algorithm to form a number of ‘normal’ and ‘abnormal’
clusters. This algorithm was similar to that of K-means where datasets were partitioned into k
clusters ranging from 1 to n (total number of instances). The second step was to detect the empty
clusters, where new clusters were created to replace empty clusters; followed by re-assigning
instances to existing centers. This process was iterated until there were no empty clusters, which
eventually led to the removal of outliers (splitting) to form new clusters (merging). The last step
in this process was to label the clusters based on their population, meaning that if the population
of the certain cluster was higher than a given threshold of 2.32 ( is the standard deviation of the
data), then the population was re-classified as normal which otherwise was labeled as an
intrusion. H- means+ algorithm was used for clustering KDD-99 dataset with different initial
values of k and showed that the decline of SSE (Sum of Square Errors) was fast when the value
of k was very small. After the turning point (k = 20, DR =79 % and FAR =1 %) of k, the
decline of SSE was very slow and the dataset was partitioned into small clusters that were closer
to each other, so there was no decrease in the value of SSE. On average, this method detected
86.63% of intrusion with a false alarm rate of 1.53%. The Y-means algorithm was again trained
with 12,000 unlabeled KDD-99 dataset. The test on the trained system with 10,000 labeled
instances had 82.32% DR and 2.5% FAR indicated that Y-means is one of the more promising
clustering methods for intrusion detection.

Zhou et al. [4] proposed a graph-based clustering algorithm as an intrusion detection algorithm to
differentiate between regular and irregular connections. The graph-based algorithm can identify
clusters of any shape and it only uses a parameter and does not require to define any cluster
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number. This algorithm used an outlier detection method, which was based on the local deviation
coefficient with different values for k (5,8,11,15). Although there was not much difference
between DR and FPR depending on the value of k, the results showed that DR was higher
(95.3%) and FPR was lowest (2.08%) for k equals to 8.

Wei Jiang et al. [17] used the improved fuzzy clustering algorithm for intrusion detection. The
results showed that their detection rate was much higher with a lower false-positive rate over
KDD’s 99 datasets. In this procedure, the KDD-99 dataset was randomly grouped into 5 groups
with 10 thousand records in each group. The average detection rate was 78.66% and a false
positive rate of 0.704. The proposed method overcomes the disadvantage of fuzzy clustering by
adding weighted value to the data object’s membership degree and optimizes the clustering
number by introducing validity function.

M.Jianliang et al. [5] used a K-means clustering algorithm for intrusion detection to detect the
unknown attack. The algorithm was used in KDD-99 dataset, where the number of clusters (k)
was 5. The experiment was carried out in a different setting and in every setting, the detection
rate was always greater than 96% and a false alarm rate was below 4%. Even though the K-means
clustering technique is used to detect unseen attacks and partition large data it has disadvantages
of degeneracy and cluster dependency.

Li Xue—Yong and Gao Guo [18] proposed improved density-based clustering algorithm IIDBC
for intrusion detection to improve the drawbacks of the density-based clustering algorithm (DB-
SCAN) by using the rational method in merging clusters and calculating the distance. The result
showed that [IDBC improved the performance of DBSCAN, increased the detection rate and de-
creased the false-negative rate. The average detection rate was around 92.33/

ZMuda et al. [19] used a new intrusion detection algorithm by combining clustering and
classification techniques. This algorithm was a hybrid learning approach based on a combination
of K-means clustering and OneR classification and used KDDcup 99 dataset. The main objectives
of this algorithm were to separate the potential attack from normal instances into different
clusters. This hybrid intrusion detection algorithm has the accuracy and detection rate above 99%
and a false alarm rate below 2.75%. It was found that the performance of the hybrid classifiers
was higher as compared to the single classifier. This algorithm was capable of classifying most of
the instances correctly; however, it could not classify U2R and R2I attack.

Chandrashekhar et al. [20] proposed a new approach based on K-means, fuzzy neural networks
and SVM classifiers as an intrusion detection technique. This technique uses KDDcup99 datasets
to perform the experiment. The proposed technique achieved an accuracy of 97.78% and was
effective for low-frequent attacks such as U2R and R2L..

Ravi Ranjan and G.Sahoo [12] presented a new clustering technique for detecting anomaly
intrusion and attacks. They used the K-medoids method for clustering and the proposed algorithm
achieved high detection rate and overcame the K-means algorithm defects. This approach has
advantages over the existing algorithm such as dependency on initial centroids, cluster number,
and irrelevant clusters. The detection rate for this proposed approach was 91.2% and the false
alarm rate is 3.2%. However, the detection rate for the proposed algorithm was low for probing
attack (70.51%) and user to root attack (70.13%).
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Chitrakar et al. [21] used a hybrid approach for anomaly-based intrusion detection by combining
Na"tve Bayes classification and k-Medoids clustering. This hybrid approach showed better
performance as compared to k-means and Naive Bayes hybrid algorithm. The algorithm used
Kyoto 2006+ dataset and the algorithm provided 4% improvement in terms of accuracy and
detection rate and the false alarm rate was reduced by 1%.

Zhiengje et al. [22] used particle swarm organization with the combination of K-means clustering
method for intrusion detection technique on KDD Cup 1999 data set. The best performance for
this method was when the false detection rate was 2.8% and the detection rate was 82%. The
invasion detected by this technique can be broadly categorized as Probing, DoS, U2R, and R2L.
This method helped to detect known attacks up to 75.82% and unknown attacks to 60.8%. This
method has relatively low detection for DoS, which was due to mislabeling of abnormal data as
normal.

Similarly, Lizhong et al. [23] also used K-means clustering with particle swarm organizations for
anomaly intrusion detection. The algorithm was used in KDD-99 datasets and the experimen- tal
results on PSO-KM showed the detection rate as 86% and false positive rate as 2.8%. The
experiment shows that the accuracy was very good for attack type U2R (78%) and DOS (94%).
However, the accuracy was very low for R2L at 22%.

Fatma et al. [24] used two-stage detection technique in order to improve the detection rate on
DARPA dataset. The detection technique for the first stage was a self-organizing map (SOM)
with K-means algorithm and neural GAS with fuzzy c-means algorithm. The second stage
included SOM with K-means algorithm, support vector machine and decision trees. The results
showed that for the first stage: 69%of the alerts were false attacks and only 31% were real threats,
and for the second stage: 88.77% were false alerts and only 21.23% were real threats. In the first
stage, the neural GAS technique provided better results since the main objective of the first stage
was to cluster low-level alerts into meaningful partitions. In the second stage, the SVM algorithm
provided good result to reduce the rate of false attacks.

Zhong et al. [25] used Kyoto 2006+ and KDD Cup 1999 dataset to evaluate the intrusion
detection by grid-based clustering technique. The results showed that the performance was
insensitive to the variation of the convergence criterion of clustering, attack, and normal
condition in labeling. With the variation on stop condition of cell split, the FPR was 3.25 and DR
was 58.51% for 0.001 value of and FPR and DR value were 5.14% and 62.29%, respectively for
equivalent to 500.

Horng et al. [26] used KDD Cup 1999 training set for detecting different attacks, which were
broadly classified as DoS, U2R, R2L, and Probe. An SVM-based intrusion detection system was
combined with hierarchical clustering algorithm for IDS, which had an accuracy of 95.72 with
only 0.73 false-positive rate. The detection for DoS and Probe were 99.5 and 97.5 respectively,
which were comparatively higher than ESC-IDS [27], KDD’99 winner [28], KDD’99 runner-up
[29], Multi-classifier [30] and Association rule [31].

Lin et al. [32] used KDD-Cup 99 dataset for intrusion detection, where the attacks were classified
as normal, probing, denial of service (DoS), remote to local (R2L), and user to root (U2R). They
introduced cluster center and k-nearest neighbor approach known as CANN. In this algorithm,
different evaluation metrics such as accuracy, detection, and false alarms were considered to
evaluate the performance of intrusion detection and they were calculated using a confusion
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matrix. The experiment was carried out on 6-dimensional and 19-dimensional KDD dataset [32].
The results showed that the CANN algorithm has an accuracy of 99.76%, detection rate 99.9%
and false alarm rate of about 0.003 for 6- dimensional datasets. Even though the performance was
shown best, CANN totally misclassified U2R and R2L as normal whereas in case of 19-
dimensional KDD dataset, CANN was able to correctly classify U2R and R2L as attacks.
However, the accuracy rate was very low (3.846 and 57.016).

Yongguo et al. [33] proposed a new detection algorithm known as the IDBGC algorithm,
Intrusion Detection Based On Genetic Clustering. The algorithm is a combination of two stages,
nearest neighbor clustering and genetic optimization. The average detection rate for this
algorithm was observed around 60% and the false-positive rate was only 0.4%. The results
showed that the IDBGC algorithm is feasible and effective in detecting unknown intrusions. More
than 50% of DoS, R2L,and U2R unknown attacks were detected. However, for PROBE attack,
the detection rate was less than 50%, which is relatively very low.

Sanjay et al. [34] proposed K-means clustering via na“ive bayes classification algorithm for
detect- ing anomaly-based network intrusion. It was observed that the above algorithm performed
better on KDD cup 99 datasets compared to naive bayes classification in terms of detection rate.
The performance of the algorithms was evaluated based on the accuracy, detection rate, and false
alarm rate. The detection rate was observed as 99% for K-means clustering via na"ive bayes
algorithm whereas the false alarm rate was 4. The algorithm was shown to be efficient in
detecting network intrusion; however, this approach had a high false-positive rate.

Amuthan et al. [35] proposed the anomaly network detection method based on K-means
clustering and C4.5 decision tree algorithm. K-means clustering was used first to partition the
training data into k clusters and then decision tree, C4.5 decision tree, was built on each cluster.
The experi- ment was carried out on KDD99 datasets and the performance was evaluated using
metrics such as true positive rate or detection rate, false-positive rate, precision, accuracy, and F-
measure in percentage. The true positive rate obtained was 99.6%, the false-positive rate was
0.1%, precision was 95.6%, accuracy was 95.8% and F-measure was 94.0. The proposed
algorithm gave a notable detection rate.

Reda et al. [36] proposed a hybrid network intrusion detection system based on random forests
and weighted K-means. The proposed algorithm was evaluated on different percentages of KDD-
99 datasets and the result showed that it achieved high detection rate as 99% and very low false-
positive rate as 12.6 in anomaly detection method whereas in case of misuse detection rate, the
detection rate was 92.73% and relatively very good false positive rate as 0.54%.

Chih-Fong et al. [37] introduced a triangle area based nearest neighbor (TANN) approach to
detect the intrusions in a network. The TANN approach to intrusion detection is a combination of
K- means clustering and k-NN classifier. The approach was used in KDD99 dataset with 10-fold
cross-validation and the result showed that TANN can effectively detect the intrusion detection
with high accuracy and detection rates as compared to support vector machines, k-NN, and the
hybrid classifier K-means and k-NN. The accuracy rate for the proposed algorithm was 99.01%,
detection rate was very high at 99.27, and false-positive rate was 2.99%.

Li Tian et al. [38] introduced improved K-means based on the k-medoids cyclic method and the
improved triangle trilateral relations theorem to detect network intrusion detection. This cluster
algorithm for network intrusion detection used KDDcup 99 datasets. The dataset was divided into
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5 subsets and the average detection rate was obtained as 89.5%, whereas the false alarm rate was
4.896%, which is relatively very high.

Witcha et al. [39] proposed a fuzzy rough c-means clustering algorithm for detecting new in-
trusions so as to improve the detection rate and reduce false-positive rate in intrusion detection
systems. The fuzzy clustering algorithm was used to predict normal and suspicious behavior. The
performance of the algorithm was measured based on the detection rate, accuracy, false alarm
rate, and correlation. The detection rate for this algorithm was 91.45, accuracy was 82.46, false
alarm rate was 24.8, and correlation was 0.556.

Warusia et al. [11] also integrated K-means clustering and na“ive bayes classification
(KMC+NBC) for anomaly intrusion detection for the intrusion detection system. The algorithm
was assessed using ISCX 2012 datasets. The dataset was classified as training and testing datasets
and KMC+NBC algorithm proved to enhance the accuracy and detection rate and reduced false
alarm rate of NBC. The accuracy was 99.8%, the detection rate was 95.4% and the false alarm
rate of the above algorithm was 0.13 in terms of training data; whereas, in testing data, the
accuracy was 99%, the detection rate was 98.8% and false alarm rate was 2.2%.

Vipin Kumar et al. [40] used NSL-KDD datasets to cluster the data into normal and four different
types of attacks i.e., DoS, R2L, U2R, and probe. The experiment was carried out using WEKA
software with clustering technique. Simple K-means algorithm was used to cluster the data into
four different groups of attacks. The algorithm was proven to be very useful in detecting a large
amount of unlabeled data, i.e., detecting new types of attacks.

Abhaya et al. [41] proposed an efficient intrusion detection method for detecting normal and
abnormal instances based on the fuzzy c-means clustering technique and support vector machine.
They used KDD99 datasets for this approach and compared the performance with K-means,
SVM, K-means and na"1ve bayes, and FCM and na“ive bayes. In this approach, the datasets are
transferred to the clustering technique and it is transferred to the classification technique and
finally, the performance is evaluated using accuracy. The accuracy of FCM+SVM was 99.74% as
compared to NB+FCM, SVM+k-means, NB+k-means which accounts to 95.63%, 99.37% and
95.32%.

Hari Om and Aritra Kundu [42] proposed hybrid intrusion detection by combining K-means and
two classifiers, na“1tve bayes and k-nearest neighbor, to detect anomaly. This algorithm used
KDD-cup99 datasets to detect the intrusion and classify them into four categories: DoS, U2R,R2],
and probe. The main objective of the proposed algorithm was to reduce the false alarm rate. The
detection rate of the proposed approach was 99.35%, the false alarm rate was 1.394%, and
accuracy was 98.20%.

Partha et al. [43] evaluated the data mining technique based on the fuzzy c-means clustering and
K-means clustering technique over the NSL-KDD datasets to detect the four types of attacks. It
was observed that only 45.95% of attacks were detected by fuzzy c-means clustering technique,
whereas the detection rate is 44.72% using K-means clustering technique.
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5. RESEARCH QUESTIONS

The main objective of the research is to analyze the clustering techniques used in the literature of
the intrusion detection system over 10 years. To achieve this objective, the following questions
were established:

1. What datasets have been used in IDS?

2. What clustering technique has been used in the intrusion detection system research?

3. What are the evaluation metrics used to measure the performance of clustering technique?
4. What are the strengths and weakness of clustering techniques that have been used in IDS?

6. RESULT AND DISCUSSION

The result for this research was analyzed using the research question that was initially posted.
There were four questions that were to be answered, which we analyzed separately as following:

1. RQI1: What was the dataset that has been used in intrusion detection system?

There are different datasets being used by different learning algorithm such as classification,
clustering, regression, etc. to detect the intrusions. In this survey, 30 papers were reviewed for
clustering technique. The most common type of dataset that is being used for clustering technique
is KDDcup99 datasets. The number of papers using KDD-99 dataset had peaked in year 2011.

Among 30 papers, there were 24 that used KDD-99 dataset, where Zhong et al. used KDD99 data
along with Kyoto 2006+ datasets accounting to 80% of whole datasets. KDD- 99 dataset is
derived from DARPA dataset, this is one of the datasets that is used by re- searchers for
clustering algorithm. In addition, only 2 papers used NSL-KDD dataset and 2 papers used Kyoto
2006+ that account for 7% of the datasets used in this research as stated in figure 2. Similarly,
only one paper each reviewed in this research used DARPA 98 datasets and ISCX 2012 datasets.

mKDDcup 99 m®mNSL-KDD 99 m=mKyoto 2006+ mDarpaS8 mISCX 2012
Figure 2: A schematic view of datasets used in clustering technique
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mKDDcupS9 mNSL-KDD2S Kyoto 2006+ mDARPASE mI5CX 2012

Figure 3: A schematic view of distribution of datasets over the years

2). Q2: What clustering technique has been used in the intrusion detection system re- search?

One of the major questions about this research is to find out what is the most common clustering
technique used in intrusion detection system research. Out of 30 papers studied, the most
common clustering technique used for intrusion detection was K-means (it was used 14 times).
This clustering technique was used as a single technique for three times while for others, it was
used as a hybrid technique such as hierarchial, One each R, fuzzy and SVM, Na"1ve Bayes, PSO,
fuzzy C-means, SOM and neutral gas, and C 4.5 decision tree. Besides these graph-based, II
DBC, K-medoids, grid-based, SUM + hierarchical, CAAN, IDBGC, Random forest + weighted,
and TANN were used.

3). RQ3: What are the evaluation metrics used to measure the performance of the clustering
technique?

The clustering technique used in intrusion detection for computer networks can be assessed and
evaluated using various types of evaluation metrics. The detection rate, false alarm rate, false-
positive rate, false-negative rate were the most common evaluation metrics used to measure the
performance of clustering technique in the clustering detection literature. All the 30 papers
reviewed used these metrics for detecting the performance of the clustering technique in the
intrusion detection system. However, Leung et al. [13] and Zhiengje et al. [22] also used ROC
curve while evaluating the techniques; and similarly, Guan et al. [16] also considered sum of
square error along with detection rate and false-positive rate. Chan- drashekar et al. [20] also
looked at specificity and sensitivity for the datasets in addition to TPR, FPR, DR, FPR and FNR.
The performance of the clustering technique is considered high if the detection rate, accuracy is
high and the false alarm rate is low. These evaluation matrices were also used to compare the
algorithms with the already existed algorithm.

11
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Table 2: Strengths and Weakness of Clustering Technique used in intrusion detection literature

Clustering Strength ‘Weakness Ref
Technique
K-means DR was high and FAR Cluster number needs to Meng et al.,
was below 4% and time be defined Gerhard et al.,,
complexity was low Vipin et al
Hierarchical Determining the cluster Leonid et al.
clustering width manually, there was a
overcame the |chance of mislabeling the
short- [normal  instance as an
coming of |abnormal and vice-versa if W|
K-means was not determined properly
clustering to
predict the
number of
clusters
Y-means Number of cluster depen- High false positive com- Guan et al.
dency and dengenracy of K-  |pared to other algorithm
means was overcome
Graph-based Identifies clusters of any Computation increased as Zhou et al
shape and it only uses anumber of records in- creased
parameter and does not require
to define anyclus- ter number
k-medoids Has advantages over the The detection rate for Ravi et al.
existing algorithm such asithe proposed algorithm was
dependency on initiallow for probing at- tack(70.51)
centroids, cluster number, andland user to root attack(70.13)
irrelevant clusters
IFCA Introduce the Wei et al.
function
of wvalidity for choosing
number of clustering
[IDBC Detection rate was high Selection of Parameters Li-XUE et
and the performance of al.
DBSCAN was improved
Grid-based The performance was in- Low detection rate and Zhong et al.
sensitive to the variation of thefhigh false positive
convergence crite- rion of
clustering, attack and normal
condition
CANN Detection rate was high Misclassified U2R and Lin et al.
for  6-dimensional =~ KDDR2L as normal in case of 6-
datasets dimensional KDD datasets
TANN The accuracy rate, detec- Chih-Fong
tion rate were high et al.
Improved K- False alarm rate was rela- Li Tian et al.
means tively very high
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Fuzzy Achieved good  per- 'Witcha et al
C-means formance compared
to Kmeans methods

Density+Grid  |High detection rate High false positive rate Leung et al.
based
K- Detection rate above 99.0 Couldn’tclassify U2R 7Z.muda et al.
means+One R |and a false alarm rate be- lowjand R21 attack
classifica- tion [2.75 and the perfor- mance of

the hybrid clas- sifiers was

higher as com- pared to the

single classi- fier
Kmedoids+ Showed better perfor- Chitrakar et
Naive Bayes mance as compared to K- al.

means and Naive Bayes

hybrid algorithm
PSO+K- Accuracy was very good Low detection rate and Lizhong et
means for U2R and DoS high false positive al., Zhiengje et

al.

SVM-+HC Detection rate was high Horng et al.

for all four types of attack
K- The algorithm was shown This approach had a high Sanjay etal
meanstNaive [to be efficient in detecting/false-positive rate Warsula et al.
Bayes network intrusion
K- The proposed algorithm ‘Amuthan et
means+C4.5 gave  notable detection al.

rate
Random High false-positive rate Reda et al.
For-
est+Weighted
K-means
Fuzzy The accuracy value was Abhaya et
Cmeans+Svm  [slightly better than ex- isting al.

K-Medoids+SVM and it was

far better than SVM alone and|

it was shown to be stable over

other
SOM+ Showed to outperform Fatma et al
K-means+ other competitor method by
Fuzzy Cmean [reducing FAR
Kmeans + Effective for low-frequent Chandrashekar
Fuzzy + SVM attacks such as U2R and R2L et al.
K-means + May sometime misclas- Hari Om et
KNN + NB sify the records al.
Fuzzy Very low detection rate Partha et al.
Cmeans+K-
means
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4) RQ4) What are the strengths and weakness of clustering techniques that have been used
in IDS?

After reviewing 30 papers in this research, we also evaluated the strengths and weakness of the
clustering techniques used. The common techniques used by different research were combined
and analyzed for strengths and weakness. The results were then incorporated as shown in table 2.
From table 2, it can seen that each and every clustering technique has its own pros and cons in
analyzing intrusion detection.

7. CONCLUSION

The intrusion detection system is a way of analyzing the network traffic so that unwanted packets
or any malicious activities on the system are detected and prevented. In this paper, 30 papers of
clustering techniques were studied and evaluated for intrusion detection. It was found that 27
different types of clustering techniques were applied in order to detect intrusions. The most
common clustering technique used for intrusion among the 30 papers was K-means clustering
technique.

Apart from using a single clustering technique, there was a hybrid clustering technique that was
combined with different classification techniques for detecting intrusions in a system. These
clustering techniques were used in different datasets. However the most common datasets were
found to be KDD-99 datasets. The KDDCup99 datasets comprise of millions of connections with
different features and different types of attacks. Similarly, the performance of this technique was
evaluated by different researchers using different evaluation metrics. Detection rate and False

Alarm rate was commonly used as evaluation metrics by most of the researchers to check the
effectiveness of their procedures for intrusion detection. Similarly, in this research, the strength
and weakness of different technologies used for clustering attacks were also analyzed.

As future work, we are researching on the effectiveness of user-oriented clustering to enhance the
effectiveness of an Intrusion Detection System. In this method, clusters of activities in the log
files are formed based on an expert feedback of whether or not the activities are an intrusion. The
cluster is defined based on the activities it contains. A future activity is defined as intrusion or not
based on its similarity to a cluster.
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