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Abstract. A phase-retrievable frame {fi}Ni for an n-dimensional Hilbert
space is exact if it fails to be phase-retrievable when removing any
element from the frame sequence. Unlike exact frames, exact phase-
retrievable frames could have different lengths. We shall prove that for
the real Hilbert space case, exact phase-retrievable frame of length N
exists for every 2n−1 ≤ N ≤ n(n+1)/2. For arbitrary frames we intro-
duce the concept of redundancy with respect to its phase-retrievability
and the concept of frames with exact PR-redundancy. We investigate the
phase-retrievability by studying its maximal phase-retrievable subspaces
with respect to a given frame which is not necessarily phase-retrievable.
These maximal PR-subspaces could have different dimensions. We are
able to identify the one with the largest dimension, which can be con-
sidered as a generalization of the characterization for phase-retrievable
frames. In the basis case, we prove that if M is a k-dimensional PR-
subspace, then |supp(x)| ≥ k for every nonzero vector x ∈M . Moreover,
if 1 ≤ k < [(n + 1)/2], then a k-dimensional PR-subspace is maximal if
and only if there exists a vector x ∈M such that |supp(x)| = k.

1. Introduction

A finite sequence F = {fi}Ni=1 of vectors in an n-dimensional Hilbert space
H is called a frame for H if there are two constants 0 < C1 ≤ C2 such that

C1‖f‖2 ≤
N∑
i=1

|〈f, fi〉|2 ≤ C2‖f‖2

holds for every f ∈ H, where C1, C2 are the frame bounds and N is the
frame length. Equivalently, a finite sequence is a frame for H if and only if
it is a spanning set of H. Two frames {fi}Ni=1 and {gi}Ni=1 are called similar
if there exists an invertible operator T such gi = Tfi for every i. For a
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given frame F = {fi}Ni=1, the spark of F is the cardinality of the smallest
linearly dependent subset of the frame. A full-spark frame is a frame whose
spark is n + 1, i.e., every n-vectors in F are linearly independent. For our
convenience in this paper we also identify a frame {fi}Ni=1 with the n × N
matrix [f1, f2, ..., fN ].

In recent years, frames have been extensively studied in the context of
the so-called phase-retrieval problem which arises in various fields of
science and engineering applications, such as X-ray crystallography, coherent
diffractive imaging, optics and quantum information. The problem asks to
recover a signal of interest from the magnitudes of its linear or nonlinear
measurements. For the linear measurements with a frame {fi}Ni=1, one wants
to reconstruct f from its intensity measurements {|〈f, fi〉|}Ni=1. Clearly the
intensity measurements are the same for both f and λf for every unimodular
scalar λ. Therefore the phase retrieval problem asks to recover f up to an
unimodular scalar. We refer to [1]-[24] and the reference therein for some
historic background of the problem and some recent developments on this
topic.

Definition 1.1. A frame {fi}Ni=1 for a Hilbert space H is called phase re-
trievable if the induced quotient map A : H/T → RN defined by A(f/T) =
{|〈f, fi〉|}Ni=1 is injective, where T = {λ : |λ| = 1}.

There are few basic concepts when talking about frames or frame se-
quences: signal recoverability, redundancy and the exactness of frames. The
signal recoverability of a sequence F = {fi}Ni=1 can be measured by the
space spanned by F , and the redundancy of a frame F = {fi}Ni=1 for an
n-dimensional Hilbert space can be measured by N/n. An exact frame for
a Hilbert space H is a frame such that it fails to be a frame if we remove
any one element from F . So exact frames are precisely the bases or the
frames with redundancy one. These concepts naturally lead us to the fol-
lowing questions when dealing with the phase-retrieval problem: Given a
frame F = {fi}N1 (which may not be phase-retrievable), how to measure
its phase-retrievability? how to measure its redundancy with respect to
the phase-retrievability and what can be said about those phase-retrievable
frames that have the exact PR-redundancy?

Even if a frame is not phase-retrievable, it is still possible that it can be
used to perform phase retrieval for some subsets of the Hilbert space. So
for the purpose of theory development and practical applications, it seems
natural to investigate the subsets on which phase-retrieval can be performed
with respect to a given frame (could be your favorite frame but not neces-
sarily phase-retrievable). In this paper we initiate the study on the maximal
phase-retrievable subspaces for a given frame. This consideration leads to
the concept of frame redundancy with respect to the phase-retrievability
and the notion of exact phase-retrievable frames. Unlike exact frames which
always have length n = dimH, exact phase-retrievable frames could have
different lengths. This paper will be focused on the existence problem of
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exact phase-retrievable frames (or more generally, the frames with the ex-
act PR-redundancy) with all the possible lengths, and the maximal phase-
retrievable subspaces of all possible dimensions.

There are two well-known necessary and sufficient conditions for phase
retrievable frames(c.f. [2, 3, 4, 5, 6]). The first one is given in terms of
the so-called “complement property”: A frame {fi}Ni=1 is said to have the
complement property if for every Ω ⊆ {1, ..., N} we have either {fi}i∈Ω or
{fi}i∈Ωc spans H.

Proposition 1.1. The complement property is necessary for a frame to be
phase-retrievable. It is also sufficient for real Hilbert spaces.

The second condition is based on the rank-one operator lifting of the
frame {fi}Ni=1. Let f, g ∈ H and f ⊗ g be the rank-one operator defined by
(f⊗g)x = 〈x, g〉f for every x ∈ H. In what follows we use 〈A,B〉 = tr(AB∗)
to denote the Hilbert-Schmidt inner product on the space of n×n matrices
and let S2 be the set of all the Hermitian n×n matrices with rank less than
or equal to 2. Let ΘL(F) be the analysis operator of L(F) := {L(fi)}, where
L(fi) := fi ⊗ fi. From the definition of phase-retrievable frames, it is easy
to obtain the following characterization:

Proposition 1.2. A frame {fi}Ni=1 is phase-retrievable if and only if

ker(ΘL(F)) ∩ S2 = {0}.

The above characterization indicates that ker(ΘL(F)) ∩ S2 seems to be
a good candidate to measure the phase-retrievability for a frame F . This
motivates us to introduce the following concept of redundancy with respect
to the phase-retrievability (or PR-redundancy) and the concept of frames
with the exact PR-redundancy property. Let F = {fi}Ni=1 be a frame for H.
For each subset Λ of {1, ..., N}, let FΛ = {fi}i∈Λ and use |Λ| to denote the
cardinality of Λ.

Definition 1.2. Given a frame F = {fi}Ni=1 for H. Let k be the smallest
integer such that there exists a subset Λ of {1, ..., N} with the property that
|Λ| = k and

ker(ΘL(FΛ)) ∩ S2 = ker(ΘL(F)) ∩ S2.

Then we call N/k the PR-redundancy of F . A frame is said to have the exact
PR-redundancy property if its PR-redundancy is 1, and a phase-retrievable
frame with the exact PR-redundancy will be called an exact phase-retrievable
frame.

Let F = {fi}Ni=1 be a frame for H. From the above definition we have
the following:

(i) There exists a subset Λ of {1, ..., N} such that FΛ is a frame for H
with the exact PR-redundancy property.

(ii) F has the exact PR-redundancy property if and only if for any proper
subset Λ of {1, ..., N}, there exist two vectors x, y ∈ H such that |〈x, fj〉| =
|〈y, fj〉| for every j ∈ Λ, but |〈x, fi〉| 6= |〈y, fi〉| for some i ∈ Λc.



4 DEGUANG HAN, TED JUSTE, YOUFA LI, AND WENCHANG SUN

(iii) If F is phase-retrievable, then it is an exact phase-retrievable frame
if and only if FΛ is no longer phase-retrievable for any proper subset Λ of
{1, ..., N}.

In what follows we always assume that H = Rn and use Hn to denote the
space of all the n× n Hermitian matrices.

Lemma 1.3. If a frame F = {fi}N−1 for Rn has the exact PR-redundancy

property, then {L(fi)}Ni=1 is a linearly independent set (and hence N ≤
dimHn = n(n+ 1)/2). The converse is false.

Proof. If {L(fi)}Ni=1 is linearly dependent, then there exists a proper subset
Λ of {1, ..., N} such that span {L(fi) : i ∈ Λ} = span {L(fi) : 1 ≤ i ≤ N}.
This implies that ker(ΘL(FΛ)) = ker(ΘL(F)). Hence F does not have the ex-

act PR-redundancy property. Therefore {L(fi)}Ni=1 is a linearly independent
set.

Let n ≥ 3. Then 2n − 1 < n(n + 1)/2. Let {f1, ..., f2n−1} be a phase-
retrievable frame for H which clearly must have the exact PR-redundancy
property. Thus {L(fi)}2n−1

i=1 is linearly independent. Since dimHn = n(n+

1)/2 and span {L(x) : x ∈ H} = Hn, we can extend {L(fi)}2n−1
i=1 to a basis

{L(fi)}n(n+1)/2
i=1 for Hn. But clearly F = {fi}n(n+1)/2

i=1 does not have the
exact PR-redundancy. �

Lemma 1.3 immediately implies the following length bound for exact
phase-retrievable frames.

Corollary 1.4. If F = {fi}Ni=1 is an exact phase-retrievable frame for Rn,
then 2n− 1 ≤ N ≤ n(n+ 1)/2.

This leads to the question about the attainable lengths for exact phase-
retrievable frames. Our first main result shows that every N between 2n−1
and n(n + 1)/2 is attainable, i.e., there exists an exact phase-retrievable
frame of length N for every such N .

It is known that for each N ≥ n, the set of full-spark frames of length N
is open and dense in the direct sum space H(N) := H ⊕ ...⊕H (N -copies).
It is clear that if N > 2n − 1 and F = {fi}Ni=1 has the full spark, then
N can not be an exact phase-retrievable frame. Therefore the set of exact
phase-retrievable frames of length N has measure zero, and so the existence
proof of exact phase-retrievable frames is quite subtle, as demonstrated in
section 2.

For a non-phase-retrievable frame F , researchers have been interested in
identifying the subsets of the signal space such that phase-retrieval can be
performed by the frame on these subsets. A typical example is the subset of
sparse signals (e.g. [18, 24]). In order to have a better understanding about
frame phase-retrievability, in this paper we are interested in the problem of
identifying the largest subspaces M such that F does the phase-retrieval for
all the signals in M . For this purpose we introduce the following definition:
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Definition 1.3. Let F = {fi}Ni=1 be a frame for H and M is a subspace
of H. We say that M is a phase-retrievable subspace with respect to F if
{PMfi}Ni=1 is a phase-retrievable frame for M , where PM is the orthogonal
projection from H onto M . A phase-retrievable subspace M is called max-
imal if it is not a proper subspace of any other phase-retrievable subspaces
with respect to F .

We will use the abbreviation “F-PR subspace ” to denote a phase-retrievable
subspace with respect to F . For a given a frame F , here is a list of sample
questions about phase-retrievable subspaces: What are possible dimensions
k such that there exists a k-dimensional maximal F-PR subspace? Can we
characterize all the maximal phase-retrievable subspaces? Due to the fact
that the dimensions of the maximal PR-subspaces could be different, it is
interesting to find out the information about the largest (or the smallest)
dimension for the maximal F-PR subspaces. We will explore the answers to
these questions in Section 3 and Section 4.

As an motivating example, we will show that if F = {fi}ni=1 is a basis for
H, then there exists a k-dimensional maximal F-PR subspace if and only if
1 ≤ k ≤ [(n+1)/2], where [a] denotes the integer part of a . For any general
frame F , we will identify the largest k such that there exists a k-dimensional
maximal F-PR subspace. This leads to a generalization of Proposition 1.1.
In the case that F = {fi}ni=1 is an orthonormal basis, we show that if M is
a F-PR subspace, then the support supp(x) (with respect to the dual basis)
of every nonzero vector x in M has the cardinality greater than or equal to
k. Moreover, we will prove that for any given vector x with |supp(x)| = k,
there exists a k-dimensional maximal F-PR subspace M containing x. This
support condition is also necessary in the case that k < [(n + 1)/2], i.e,
in this case we have that a k-dimensional F-PR subspace M is maximal if
and only if there exists an nonzero vector x in M whose support has the
cardinality k.

The following simple property will be needed in the rest of the paper.

Lemma 1.5. Suppose that H is the direct sum of two subspaces X and Y .
If F1 is a frame for X with the exact PR-redundancy property and F2 is a
frame for Y with the exact PR-redundancy property, then F = F1 ∪F2 is a
frame for H with the exact PR-redundancy property.

Proof. By passing to a similar frame we can assume that Y = X⊥. Clearly
F is a frame for H. Now assume that a vector f is removed from F1.
Since F1 is a frame for X with the exact PR-redundancy property, there
exists some nonzero operator A = u ⊗ u − v ⊗ v with u, v ∈ X such that
A ∈ ker(ΘL(F1\{f})) and A /∈ ker(ΘL(F1)). Since Y ⊥ X, we also have A ∈
ker(ΘL(F2)). This implies that A ∈ ker(ΘL(F\{f})) and A /∈ ker(ΘL(F)).
The same argument works if we remove one element from F2. Thus F has
the exact PR-redundancy property.

�
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2. Exact Phase-retrievable Frames

In this section we prove the existence theorem for exact phase-retrievable
frames of length N with 2n− 1 ≤ N ≤ n(n+ 1)/2.

Theorem 2.1. For every integer N with 2n − 1 ≤ N ≤ n(n + 1)/2, there
exists an exact phase-retrievable frame of length N .

Before giving a proof for the above theorem, we introduce some prelim-
inary results. We use the following notations for matrices: A(I, J) is the
submatrix of A consisting of the entries with row indices in I and column
indices in J . A(:, J) = A({1, . . . , n}, J) and A(i, j) = A({i}, {j})

Lemma 2.2. Let f(x1, . . . , xn) be a polynomial and ai be independent con-
tinuous random variables. Then f(a1, . . . , an) 6= 0 almost surely.

Proof. The conclusion can be proved by induction on n and we omit the
details. �

Lemma 2.3. Let A be an n × m random matrix such that rank (A) = r
almost surely. Let B be an (n+1)×(m+1) matrix such that B(1..n, 1..m) =
A and B(n+1,m+1) is a continuous random variable which is independent
of the entries of A. Then we have rank (B) ≥ r + 1 almost surely.

Proof. Let Ω be the sample space. Since A has only finitely many subma-
trices and rank (A) = r almost surely, there is a partition {Ωi}Ni=1 of Ω such
that for each 1 ≤ i ≤ N , there is an r × r submatrix Ai which is of rank
r almost surely on Ωi. Therefore, the submatrix of A consisting of rows
and columns in Ai and the (n+ 1)-th row and the (m+ 1)-th column is of
rank r + 1 almost surely on Ωi, thanks to Lemma 2.2. This completes the
proof. �

The following lemma can be proved similarly, which we leave to interested
readers.

Lemma 2.4. Let A be an n ×m random matrix such that rank (A) = r ≤
n−1 almost surely. Let a be an n-dimensional vector with entries consisting
of continuous independent random variables, which are also independent of
the entries of A. Then we have rank ((A a)) = r + 1 almost surely.

We are ready to give a proof of Theorem 2.1.

Proof of Theorem 2.1. Since every full-spark frame of length 2n − 1 is an
exact PR-frame, we only need to prove the theorem for 2n ≤ N ≤ n(n+1)/2.
First, we show that for 2n ≤ N ≤ n(n+ 1)/2, there exist n×N matrices A
such that

(P1) A contains the n× n identity matrix as a submatrix;
(P2) the rest N − n columns of A consisting of independent continuous

random variables or zeros and each column contains at least one 0
and two non-zero entries;
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(P3) there are exactly n non-zero entries in every row of A;
(P4) for each 1 ≤ i ≤ n, there exist mutually different indices j1, . . ., jn

such that ai,jl , al,jl 6= 0;
(P5) columns of A form an exact PR frame with probability 1.

We first point out that a phase-retrievable frame which satisfies (P3) must
be exact. If fact, if A has rows with exactly n non-zero entries, then one can
remove a column and obtain a row with n−1 non-zero entries. Choosing the
column vectors whose entries in this row do not vanish gives a non-spannings
set. The complement consists of vectors that have a zero entry in common,
so they are also not spanning. This contradicts the complement property,
so the columns of A form an exact phase-retrievable frame.

Now let us explain (P4) in more details. Fix some i, say, i = 1. By
(P3), there exist mutually different indices j1, . . ., jn such that a1,jl 6= 0
for 1 ≤ l ≤ n. (P4) says that every row contains a non-zero entry in such
columns and different rows correspond to different columns.

Consider the following example,

(2.1) A =

1 0 0 a1,4 a1,5 0
0 1 0 a2,4 0 a2,3

0 0 1 0 a3,5 a3,3

 ,

where ai,j are independent continuous random variables. For i = 1, set
{j1, j2, j3} = {1, 4, 5}. Then we have a1,jl , al,jl 6= 0 for 1 ≤ l ≤ 3.

It is easy to see that A satisfies (P1)∼ (P5). In other words, such matrix
exists for n = 3.

Now we assume that such matrix A exists for some n and N with n ≥ 3.
Let us consider the case of n+ 1. We prove the conclusion in the following
four steps.

(I). There is an (n+ 1)× (N + n+ 1) matrix satisfying (P1) ∼ (P5).
Define the (n+ 1)× (N + n) matrix B as follows,

B =


a1,N+1 0 0 0

0 a2,N+2 0 0
A 0 0 · · · 0 0

. . .
0 0 an,N+n 0

0 . . . 0 an+1,N+1 an+1,N+2 an+1,N+n 1

 .

where all the symbols ai,j are independent continuous random variables. It
is easy to see that B meets (P1) ∼ (P4). It remains to prove that (P5) holds
for B.

Take some J ⊂ {1, . . . , N + n+ 1}. Set

Jc = {1 ≤ j ≤ N + n+ 1 : j 6∈ J},
J |N = {j ∈ J : j ≤ N},
Jc|N = {j ∈ Jc : j ≤ N},

Without loss of generality, we assume that N + n+ 1 ∈ Jc.
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Suppose that rank (B(:, Jc)) < n + 1 on some sample set Ω′ which is of
positive probability. Since N + n + 1 ∈ Jc, we have rank (A(:, Jc|N )) < n
a.s. on Ω′. Consequently, rank (A(:, J |N )) = n a.s. on Ω′.

On the other hand, Since N +n+ 1 ∈ Jc, not all of N + 1, . . ., N +n are
contained in Jc. Otherwise, rank (B(:, Jc)) = n+ 1 a.s. on Ω′. Hence there
is some 1 ≤ i ≤ n such that N+i ∈ J . By Lemma 2.3, rank (B(:, J)) = n+1
a.s. on Ω′.

(II). There is an (n+ 1)× (N + n) matrix satisfying (P1) ∼ (P5).
Since A satisfies (P2), by rearranging columns of A, we may assume that

A(:, N) = (0, a2,N , . . .)
t, where at least two entries are non-zero. Define the

(n+ 1)× (N + n) matrix B as follows,

B =


0 a1,N+1 0 0 0

a2,N a2,N+1 0 0 0
. . . ∗ 0 a3,N+2 · · · 0 0

. . .
∗ 0 0 an,N+n−1 0

an+1,N an+1,N+1 an+1,N+2 an+1,N+n−1 1

 .

Again, we only need to prove that (P5) holds for B.
As in Step I, we take some J ⊂ {1, . . . , N +n}. We suppose that N +n ∈

Jc and that rank (B(:, Jc)) < n + 1 on some sample set Ω′ which is of
positive probability. Then we have rank (A(:, J |N )) = n a.s. on Ω′.

If there is some 1 ≤ i ≤ n such that N + i ∈ J , then we have rank (B(:,
J)) = n+ 1 a.s. on Ω′, thanks to Lemma 2.3.

Next we assume that N + i ∈ Jc for 1 ≤ i ≤ n. Since rank (B(:, Jc)) <
n+ 1 a.s. on Ω′, for any j ≤ N with A(1, j) 6= 0, we have j ∈ J , thanks to
Lemma 2.2. Similarly we get that N ∈ J .

By setting i = 1 in (P4), we get mutually different 1 ≤ j1, . . . , jn ≤ N
such that A(1, jl), A(l, jl) 6= 0. Hence j1, . . . , jn ∈ J |N . Moreover, rank (A(:,
{j1, . . . , jn})) = n a.s. on Ω′, thanks to Lemma 2.2. Note that N ∈ J |N and
N 6= jl for 1 ≤ l ≤ n. By Lemma 2.3, we have

rank (B(:, {j1, . . . , jn, N})) = n+ 1, a.s. on Ω′.

Hence

rank (B(:, J)) ≥ rank (B(:, {j1, . . . , jn, N})) = n+ 1, a.s. on Ω′.

(III). There is an (n+ 1)× (N + 2) matrix satisfying (P1) ∼ (P5).
By rearranging columns of A, we may assume that

(1) A(:, {1, . . . , n}) is the n× n identity matrix (P1),
(2) A(n,N) = 0 and there are at least two non-zero entries in the N -th

column (P2),
(3) A(i,N − i), A(n,N − i) 6= 0 for 1 ≤ i ≤ n− 1 (P4).
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Define the (n+ 1)× (N + 2) matrix B as follows,

B =



∗ ∗ a1,N−1 ∗ a1,N+1 0
∗ a2,N−2 ∗ ∗ a2,N+1 0

In×n ∗ ∗ ∗ ∗ a3,N+1 0
. . . . . . . . .

an−1,N−n+1 ∗ ∗ ∗ 0
an,N−n+1 an,N−2 an,N−1 0 an,N+1 0

0 . . . 0 an+1,N−n+1 an+1,N−2 an+1,N−1 an+1,N 0 1


.

Again, we only need to prove that (P5) holds for B.
As in Step I, take some J ⊂ {1, . . . , N + 2} and suppose that N + 2 ∈ Jc

and rank (B(:, Jc)) < n + 1 on some sample set Ω′ which is of positive
probability. Then we have rank (A(:, J |N )) = n a.s. on Ω′.

There are three cases.
(i). N + 1 ∈ Jc

In this case, we conclude that

(a) rank (B(1..n, Jc|N )) ≤ n− 2, a.s. on Ω′;
(b) there is some 1 ≤ j0 ≤ n− 1 such that N − j0 ∈ J .

In fact, if there is some Ω′′ ⊂ Ω′ with positive probability such that
rank (B(1..n, Jc|N )) = n − 1 a.s. on Ω′′, then we see from Lemma 2.4 that
rank (B(1..n, Jc|N ∪ {N + 1})) = n a.s. on Ω′′. By Lemma 2.3, we get
rank (B(:, Jc)) = n + 1 a.s. on Ω′′, which contradicts with the assumption.
This proves (a).

On the other hand, if N−j ∈ Jc for any 1 ≤ j ≤ n−1, then the expansion
of the determinant of B(:, {N − n+ 1, N − n+ 2, . . . , N − 1, N + 1, N + 2})
contains the term A(n,N+1) ·1 ·

∏n−1
i=1 A(i,N− i), which is not zero a.s. By

Lemma 2.2, rank (B(:, Jc)) = n+1 a.s. on Ω′. Again, we get a contradiction
with the assumption. Hence (b) holds.

We see from (a) and (b) that rank (B(1..n, Jc|N ∪{N − j0})) ≤ n−1, a.s.
on Ω′. Since A is a PR frame a.s., we have rank (B(1..n, J |N \{N−j0})) = n
a.s. Now we see from Lemma 2.3 that rank (B(:, J |N )) = n+ 1 a.s. on Ω′.

(ii). N + 1 ∈ J and N − j0 ∈ J for some 0 ≤ j0 ≤ n− 1.
Since rank (A(:, J |N )) = n a.s. on Ω′, by Lemma 2.3,

rank (B({1, . . . , n}, J |N ∪ {N + 1} \ {N − j0})) = n, a.s. on Ω′.

Using Lemma 2.3 again, we get

rank (B(:, J |N ∪ {N + 1})) = n+ 1, a.s. on Ω′.

Hence

rank (B(:, J)) = n+ 1, a.s. on Ω′.

(iii). N + 1 ∈ J and N − j ∈ Jc for any 0 ≤ j ≤ n− 1.
By (P2), there is some 1 ≤ i0 ≤ n− 1 such that A(i0, N) 6= 0. Hence the

expansion of the determinant of B(:, {N − n+ 1, N − n+ 2, . . . , N,N + 2})
contains the term B(n+1, N+2)A(n,N−i0)A(i0, N)

∏
1≤i≤n−1,i6=i0

A(i,N−
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i), which is not zero a.s. By Lemma 2.2, rank (B(:, Jc)) = n+ 1 a.s. on Ω′,
which contradicts with the assumption.

(IV). For 2n ≤ N ≤ n(n + 1)/2, there exist n × N matrices satisfying
(P1) ∼ (P5).

Let Kn be the set of all integers k such that there exists an n× k matrix
A satisfying (P1) ∼ (P5).

Since K3 ⊃ {6}, we see from the previous arguments that

K4 ⊃ {8, 9, 10},
K5 ⊃ {10, 11, 12, 13, 14, 15}.

Hence for 3 ≤ n ≤ 5,

(2.2) Kn ⊃ {k : 2n ≤ k ≤ n(n+ 1)/2}.

Now suppose that (2.2) is true for some n ≥ 5. Since 2n + (n + 1) ≤
n(n+ 1)/2 + 2 for n ≥ 5, we have

{k + 2 : 2n ≤ k ≤ n(n+ 1)/2} ∪ {k + n : 2n ≤ k ≤ n(n+ 1)/2}
∪{k + n+ 1 : 2n ≤ k ≤ n(n+ 1)/2}

= {k : 2(n+ 1) ≤ k ≤ (n+ 1)(n+ 2)/2}.

Hence Kn+1 ⊃ {k : 2(n + 1) ≤ k ≤ (n + 1)(n + 2)/2}. By induction, (2.2)
is true for n ≥ 3.

Finally, since columns of a randomly generated n× (2n− 1) matrix form
an exact PR frame almost surely, we get the conclusion as desired. �

The following are some explicit examples for n = 5 and 10 ≤ N ≤ 15.
In each case, column vectors of A form an exact PR frame. Moreover, such
matrices correspond to exact PR frames almost surely if the non-zero entries
are replaced with independent continuous random variables.

(n,N) = (5, 10):

A =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

6 4 2 11 0
13 10 8 0 3
7 7 0 9 8

16 0 8 30 13
0 4 12 14 18

 .

(n,N) = (5, 11):

A =


1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

5 0 3 35 7 0
18 0 14 27 0 2
0 23 5 0 1 14
0 8 0 14 7 14
0 0 3 30 3 14

 .
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(n,N) = (5, 12):

A =


1 0 0 0 0 7
0 1 0 0 0 4
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

0 10 10 11 0 0
0 7 16 0 15 0

16 2 0 2 3 0
1 0 23 3 0 9
0 12 2 11 0 2

 .

(n,N) = (5, 13):

A =


1 0 0 0 0 6 0
0 1 0 0 0 6 0
0 0 1 0 0 0 9
0 0 0 1 0 0 16
0 0 0 0 1 0 0

4 12 16 0 0 0
8 5 0 0 15 0
5 0 0 11 12 0
0 6 1 0 0 8
7 6 0 10 0 9

 .

(n,N) = (5, 14):

A =


1 0 0 0 0 11 0
0 1 0 0 0 5 0
0 0 1 0 0 0 3
0 0 0 1 0 0 17
0 0 0 0 1 0 0

20 0 16 4 0 0 0
0 1 16 0 0 4 0
6 0 0 0 13 8 0
0 0 8 8 0 0 4
0 1 2 0 1 0 3

 .

(n,N) = (5, 15):

A =


1 0 0 0 0 12 0 4
0 1 0 0 0 17 0 0
0 0 1 0 0 0 1 8
0 0 0 1 0 0 3 0
0 0 0 0 1 0 0 0

0 7 0 13 0 0 0
3 0 10 0 0 2 0
0 0 0 0 12 17 0
0 0 1 15 0 0 2
3 1 0 0 13 0 18

 .

3. Phase-retrievable subspaces

We first prove the following special case.

Proposition 3.1. Let F = {fi}ni=1 be a basis for H. Then there exists a
k-dimensional maximal F-PR subspace if and only if 1 ≤ k ≤ [(n+ 1)/2].

Proof. Suppose that M is a k-dimensional F-PR subspace. Then we have
that n ≥ 2k− 1 and hence k ≤ (n+ 1)/2. For the other direction, note that
for each invertible operator T on H, M is an maximal F-PR subspace if and
only if (T t)−1M is a maximal TF-PR subspace. So it suffices to show that
for each k-dimensional subspace M with 1 ≤ k ≤ [(n + 1)/2] there exists
a basis {ui}ni=1 such that M is an maximal PR subspace with respect to
{ui}ni=1.

Let {ϕj}2k−1
j=1 ⊂ M be a PR-frame for M . Without losing the generality

we can assume that {ϕ1, ..., ϕk} is an orthonormal basis for M . Extend it
to an orthonormal basis {ei}ni=1 for H, where ei = ϕi for i = 1, ..., k. Define
ui by

ui = ei (i = 1, .., k, 2k, ..., n) and ui = ei + ϕi (i = k + 1, ..., 2k − 1).
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Let PM be the orthogonal projection onto M . Clearly we have

{PMui}ni=1 = {ϕ1, ..., ϕ2k−1, 0, ..., 0},

and hence {ui}ni=1 is a phase-retrievable for M . It is also easy to verify that
{ui}ni=1 is a basis for H. Now we show that M is a maximal PR subspace

with respect to {u1, ..., un}. Let M̃ = span {M,u} with u =
∑n

j=k+1 ajej
in M⊥ and ||u|| = 1. Then PM̃ui = ei for 1 ≤ i ≤ k, PM̃ui = ϕi + aiu for
k+ 1 ≤ i ≤ 2k− 1 and PM̃ui = aiu for i ≥ 2k− 1. If ai = 0 for i = 2k, ..., n,

then {PM̃ui}
n
i=1 is not phase-retrievable for M̃ since it only contains at

most 2k − 1 nonzero elements. If ai0 6= 0 for some i0 ≥ 2k, then clearly

{PM̃ui}
n
i=1 is phase-retrievable for M̃ if and only if {PM̃ui}

2k−1
i=1 ∪ {ai0u}

is phase-retrievable for M̃ . Thus M̃ is not a PR subspace with respect to
{u1, ..., un} since we need at least 2k + 1 number of elements in a phase-

retrievable frame for the (k + 1)-dimensional space M̃ . �

Now let us consider the general frame case: Let F be a frame for H. For
each subset Λ of {1, ..., N}, let

dΛ = max{dim span (FΛ),dim span (FΛc)}.

Define

d(F) = min{dΛ : Λ ⊂ {1, ..., N}}.

Theorem 3.2. Let F be a frame for H. Then k is the largest integer such
that there exists a k-dimensional maximal F-PR subspace if and only if
k = d(F).

Clearly, d(F) = n if and only if F has the complement property. Thus
the above theorem is a natural generalization of Proposition 1.1 . We need
following lemma for the proof of Theorem 3.2.

Lemma 3.3. Let Tx =
∑k

i=1〈x, xk〉xk be a rank-k operator and M be a
subspace of H such that dimTM = k, then dimP (M) = k, where P is the
orthogonal projection onto span {x1, ..., xk}.

Proof. Since 〈x, xk〉 = 〈Px, xk〉, we get that range(T |M ) = range(T |PM ).
Thus dimP (M) ≥ k and hence dimP (M) = k. �

Proof of Theorem 3.2. Clearly we only need to prove that if d(F) =
k, then there exists a k-dimensional F-PR subspace and every (k + 1)-
dimensional subspace is not phase-retrievable with respect to F .

Suppose that M is a (k + 1)-dimensional subspace of H and it is also
phase-retrievable with respect to F . Then, by Proposition 1.1, we get that
d(PF) = k+1, and hence d(F) ≥ d(PF) ≥ k+1, which leads to a contradic-
tion. Therefore every (k + 1)-dimensional subspace is not phase-retrievable
with respect to F .
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Next we show that there exists a k-dimensional F-PR subspace. Let Ω
be a subset of {1, ..., N} be such that dimHΩ ≥ k, where HΩ = spanFΩ.

For X = (x1, ..., xk) ∈ H(k) := H ⊕ ...⊕H, define TX(z) =
∑k

i=1〈z, xk〉xk.
Consider the following set

SΩ = {(x1, ..., xk) ∈ H(k) : dimTX(HΩ) = k}.
Since dim spanFΩ ≥ k, we get that there exists a linearly independent

set (fi1 , ..., fik) in FΩ. This implies that (fi1 , ..., fik) ∈ SΩ and hence SΩ is
not empty.

Moreover, since dimTX(HΩ) = k if and only if there exists an k × k
submatrix of the n × |Ω| matrix [TXfω] whose determinant is a nonzero
polynomial of the input variables x1, ..., xk, we obtain that SΩ is open dense
in H(k).

Now for each subset Λ in {1, ..., N}. Let ΩΛ = Λ if dΛ = dim span (FΛ),
and otherwise ΩΛ = Λc. Thus we have dim spanFΩΛ

≥ k for every subset

Λ. Since each SΩΛ
is open dense in H(k), we get that

S :=
⋂

Λ⊂{1,...,N}

SΩΛ

is open dense in H(k). Let X = (x1, ..., xk) ∈ S and M = span {x, ..., xk}.
Then by Lemma 3.3 we obtain that dimP (HΩΛ

) = k. This implies that
either dim spanPFΛ = k or dim spanPFΛc = k for each subset Λ. Hence
{Pfj}Nj=1 is a frame for M that has the complement property, which implies
by Proposition 1.1 that M is a k-dimensional F-PR subspace. �

From the proof of Theorem 3.2, we also have the following:

Corollary 3.4. Let F be a frame for H. Then for almost all the vectors
(x1, ...x`) in H(`) (here ` ≤ d(F)), the subspace span {x1, ..., x`} is phase-
retrievable with respect to F . More precisely, for each ` ≤ d(F), the follow-
ing set

{(x1, ...x`) ∈ H(`) : span {x1, ..., x`} is phase retrievable with respect to F}
is open dense in H(`).

The following lemma follows immediately from the definitions, and it
tells us that it is enough to focus on maximal phase-retrievable subspaces
for frames that have the exact PR-redundancy property.

Lemma 3.5. Let F = {fi}Ni=1 be a frame for H, and Λ ⊂ {1, ..., N}. If
ker(ΘL(FΛ))∩S2 = ker(ΘL(F))∩S2, then M is a F-PR subspace if and only
if it is a FΛ-PR subspace. Consequently, M is an maximal F-PR subspace
if and only if it is an maximal FΛ-PR subspace.

Now we would like to know what are the possible values of d(F). Since
every frame contains a basis, we get by Proposition 3.1 that d(F) ≥ [n+1

2 ].
The following theorem tells us that for every k between [(n + 1)/2] and
n, there is a frame F with the exact PR-redundancy property such that
k = d(F).
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Theorem 3.6. Let H = Rn and k be an integer such that n ≥ k ≥ [n+1
2 ].

Then for each N between 2k − 1 and k(k + 1)/2 + (n − k)(n − k + 1)/2,
there exists a frame F of length N such that it has the exact PR-redundancy
property and d(F) = k, i.e., k is the largest integer such that there exists a
k-dimensional maximal F-PR subspace.

Before giving the proof we remark that while the proof of the this theorem
uses Theorem 2.1, it is also a generalization of Theorem 2.1 since it clearly
recovers Theorem 2.1 if we let n = k.

Proof. Let M be a k-dimensional subspace of H.
We divide the proof into two cases.
Case (i). Assume that 2k − 1 ≤ N ≤ k(k + 1)/2.
By Theorem 2.1, there exists an exact PR-frame G = {gi}Ni=1 for M .

Without losing the generality we can also assume that {g1, ..., gk} is an
orthonormal basis for M . Extend it to an orthonormal basis {ei}ni=1 with
e1 = g1, ..., ek = gk. Let

F = {fi}Ni=1 = {e1, ..., ek, gk+1 + ek+1, ..., gn + en, gn+1...., gN}.
Then it is a frame for H. Consider the subset Λ = {1, ..., k, n + 1, ..., N}
of {1, ..., N}. We have dim spanFΛ = dimM = k, and dim spanFΛc ≤
n − k. Note that from k ≥ [n+1

2 ] we get that n − k ≤ k. Thus we have
d(F) ≤ max{n − k, k} = k. On the other hand, it is easy to prove that
d(F) ≥ d(PMF) = d(G) = k, where PM is the orthogonal projection onto
M . Therefore we have d(F) = k.

Now we show that F has the exact PR-redundancy property. If fact, if Λ
is a proper subset of {1, ..., N}, then PMFΛ is not a PR frame for M since
PMF = G is an exact PR-frame for M . Therefore, there exists x and y in M
such that |〈x, PMfi〉| = |〈y, PMfi〉| for all i ∈ Λ and A = x⊗ x− y ⊗ y 6= 0.
Since PMF is a PR-frame for M , we obtain that |〈x, PMfi〉| 6= |〈y, PMfi〉| for
some i ∈ Λc. Note that |〈z, fi〉 = 〈z, PMfi〉 for every z ∈ M . Therefore, we
have that A ∈ kerΘL(FΛ)∩S2 but A /∈ kerΘL(F)∩S2, and hence kerΘL(FΛ)∩
S2 6= kerΘL(F) ∩ S2 for any proper subset Λ. So F has the exact PR-
redundancy property.

Case (ii): Assume that k(k+1)/2 < N ≤ k(k+1)/2+(n−k)(n−k+1)/2.
Since k ≥ [(n+ 1)/2] ≥ n/2, it is easy to verify that

k(k + 1)/2 ≥ (2k − 1) + 2(n− k)− 1 = 2n− 2.

Then we can write N = N1 +N2 such that

2k − 1 ≤ N1 ≤ k(k + 1)/2 and 2(n− k)− 1 ≤ N2 ≤ (n− k)(n− k + 1)/2.

By Theorem 2.1, there exist an exact PR-frame F1 of length N1 for M
and an exact PR-frame F2 of length N2 for the M⊥. By Lemma 1.5, we
know that F = F1∪F2 is a frame of length N with the exact PR-redundancy
property. Clearly d(F) ≤ k since

max{dim spanF1, dim spanF2} = k.
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On the other hand, since F has a k-dimensional PR-subspace M , we get
from Theorem 3.2 that d(F) ≥ k. Thus we have d(F) = k. �

We remark that that k(k+ 1)/2 + (n− k)(n− k+ 1)/2 is not necessarily
the upper bound of N such that there exists a frame F of length N with the
exact PR-redundancy property and d(F) = k. Indeed, let {e1, e2, e3} be an
orthonormal basis for R3. Then it can be verified that F = {e1, e2, e3, e1 +
e2, e1 + e2 + e3}. has the exact PR-redundancy property. However, we have
k = d(F) = 2 and 5 > k(k + 1)/2 + (3− k)(3− k + 1)/2 = 4 .

Proposition 3.7. Let H = Rn. Suppose that a frame F of length N has
the exact PR-redundancy property and d(F) < n. Then N < n(n+ 1)/2.

Proof. Since F has the exact PR-redundancy, we get that N ≤ n(n+ 1)/2.
If N = n(n+ 1)/2, then, by Lemma 1.3, {fi ⊗ fi}N is linearly independent
and hence a basis for Hn. This implies that F is phase-retrievable and so
d(F) = n. This contradiction shows that N < n(n+ 1)/2. �

Question. Give an integer k such that n > k ≥ [n+1
2 ]. What is the least

upper bound N such that there exists a frame F of length N which has the
exact PR-redundancy property and d(F) = k?

4. Maximal Phase-Retrievable Subspaces with respect to bases

Given a basis F = {f1, ..., fn}. We would like to have a better under-
standing about the maximal phase-retrievable subspaces with respect to F .
We will first focus on orthonormal bases and then use the similarity to pass
to general bases.

Now we assume that E = {e1, ..., en} is an orthonormal basis for Rn. By
Proposition 3.1, we know that there exists a k-dimensional maximal E-PR
subspace for ever integer k with 1 ≤ k ≤ [n+1

2 ]. What more can be said about
these k-dimensional maximal E-PR subspaces? We explore this question
by establishing a connection with the support property of the vectors in
maximal PR-subspaces. Recall that for a vector x =

∑n
i=1 αiei ∈ Rn, the

support of x is defined by suppE(x) := {i |αi 6= 0}. We will also use supp(x)
to denote suppE(x) if E is well understood in the statements, and use |Λ| to
denote the cardinality of any set Λ.

Proposition 4.1. Suppose that M is a k-dimensional E − PR subspace.
Then for any nonzero vector x ∈M , we have |supp(x)| ≥ k.

Proof. Assume to the contrary that there exists a nonzero x ∈ M with
|supp(x)| = j < k. We may assume that ‖x‖ = 1 and that supp(x) =
{1, 2, ..., j}. Pick vectors y1, ..., yk−1 in M such that the set {x, y1, ..., yk−1}
is an orthonormal basis for M . Then the partition {PM (e1), ..., PM (ej)}
and {PM (ej+1), ..., PM (en)} does not have the complement property since
the first set contains less than k elements and the members of the second
set are all contained in the (k− 1)-dimensional subspace span {y1, ..., yk−1}.
Thus M is not a E − PR subspace, which leads to a contradiction. �
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Corollary 4.2. If M is a k-dimensional E − PR subspace and there exists
x ∈M such that |supp(x)| = k, then M is maximal.

Now suppose that k ≤ [(n + 1)/2]. Let x ∈ H be a vector of norm one
and |supp(x)| = k. We show that x can be extended to an orthonormal
set {x, u1, ..., uk−1} such that M = span {x, u1, ..., uk−1} is a k-dimensional
E-PR subspace.

Theorem 4.3. Let u1 ∈ Rn be a unit vector such that |supp(u1)| = k and
k ≤ [(n+ 1)/2]. Then u1 can be extended to an orthonormal set {u1, ..., uk}
such that M = span {u1, ..., uk} is a k-dimensional maximal E-PR subspace.

Proof. We can assume that {e1, ..., en} is the standard orthonormal basis for

Rn and u1 =
∑k

i=1 αiei such that αi 6= 0 for every 1 ≤ i ≤ k.
It is easy to observe the following fact: Let m : 1 ≤ m ≤ k. Suppose that

{u1, ..., um} is an orthonormal set extension of u1 and

A(u1, ..., um) = [u1, ..., um].

is the matrix consisting of column vectors u1, ..., um. Also let AΛ(u1, ..., um)
be the matrix consisting of the row vectors of A(u1, ..., um) corresponding to
an index set Λ. IfAΛ(u1, ..., um) is invertible for every subset Λ of {1, ..., n} of
cardinality m with the property that Λ∩{1, ..., k} 6= ∅, then the row vectors
of A(u1, ..., um) form a frame for Rm that has the complement property.

Now we use the induction to show that such an matrix A(u1, ..., um)
exists for every m ∈ {1, ..., k}. Clearly, the n × 1 matrix A(u1) satisfies
the requirement. Now assume that such an n×m matrix A(u1, ..., um) has
been constructed and m < k. We want to prove that there exists a unit
vector um+1 ⊥ ui(1 ≤ i ≤ m) such that A(u1, ..., um, um+1) has the required
property.

Let U = span{u1, ..., um}⊥, and let Λ be a subset of {1, ..., n} such that
|Λ| = m+ 1 and Λ ∩ {1, ..., k} 6= ∅. Define

ΩΛ = {u ∈ U : AΛ(u1, ..., um, u) is invertible}.
We claim that ΩΛ is an open dense subset of U .

Using the fact that the set of invertible matrices form an open set in the
space of all matrices, it is clear that ΩΛ is open in U .

Now we show that ΩΛ 6= ∅. Let Λ′ be a subset of Λ with cardinality m
and Λ′ ∩ {1, ..., k} 6= ∅. Then, by our induction assumption, we have that
AΛ′(u1, ..., um) is invertible, which implies that the m column vectors of
AΛ(u1, ..., um) form a linearly independent set in the m+1 dimensional space
RΛ = Πi∈ΛR. Let z ∈ Rm+1 be a nonzero vector such that it is orthogonal
to all the column vectors of AΛ(u1, ..., um). Define u = (u1, ..., un)T ∈ Rn by
letting ui = zi for i ∈ Λ, and 0 otherwise. Then u ∈ U and hence u ∈ ΩΛ.
Therefore we get that ΩΛ 6= ∅.

For the density of ΩU , let y ∈ U be an arbitrary vector and pick a
vector u ∈ ΩΛ. Consider the vector ut = tu + (1 − t)y ∈ U for t ∈ R.
Since AΛ(u1, ..., um, u) is invertible, we have that det(AΛ(u1, ..., um, ut)) is
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a nonzero polynomial of t, and hence it is finitely many zeros. This implies
that there exists a sequence {tj} such that utj ∈ ΩΛ and limj→∞ tj = 0.
Hence utj → y and therefore ΩU is dense in U .

By the Baire-Category theorem we obtain that the intersection Ω of all
such ΩΛ is open dense in Y . Pick any um+1 ∈ Ω, then A(u1, ..., um, um+1) has
the required property. This completes the induction proof for the existence
of such a matrix A = [u1, ..., uk], where {u1, ..., uk} is an orthonormal set
extending the given vector u1.

Write uj = (a1j , a2j , ..., anj)
T for 1 ≤ j ≤ k. Let M = span{u1, ..., uk}

and P be the orthogonal projection onto M . Then

Pei =

k∑
j=

< ei, uj > uj =

n∑
j=1

aijuj

for all 1 ≤ i ≤ n. For every subset Λ of {1, ..., n}, since {u1, ..., uk} is an
orthonormal set, we have that {Pej : j ∈ Λ} are linearly independent if and
only if AΛ is invertible. Thus, {Pei}ni=1 has the complement property since
the set of row vectors of A has the complement property. �

Remark 4.1. Note that from the proof of the above theorem it is easy to
see that the existence of such an matrix A(u1, ..., uk) does not require the
condition k ≤ [(n + 1)/2]. However, the complement property of the row
vectors for Rk does require this condition.

We already knew that ifM is a k-dimensional PR-subspace with respect to
an orthonormal basis E , then the condition min{|supp(x)| : 0 6= x ∈M} = k
is sufficient for M to be maximal. We will prove in Theorem 4.4 that it is
also necessary if k < [n+1

2 ]. However, this condition is not necessary when

k = [n+1
2 ]. Indeed, let {e1, e2, e3, e4} be the standard orthonormal basis for

R4 and M = span {e1 + e2 + e3, e1 − e2 + e4}. Then M is a 2-dimensional
maximal PR-subspace with |supp(x)| = 3 for every nonzero x ∈M .

Theorem 4.4. Assume that M = span {u1, ..., uk} is a k-dimensional maxi-
mal PR-subspace with respect to {e1, ..., en} and k < [n+1

2 ]. Then min{|supp(x)| :
0 6= x ∈M} = k.

Proof. By Proposition 4.1, it suffices to show there is an nonzero vector
x ∈M such that |supp(x)| ≤ k.

Let {u1, ..., uk} be an orthonormal basis for M . We adopt the nota-
tion used in the proof of Theorem 4.3: For every subset Λ of {1, ..., n}, let
AΛ(u1, ..., uk) be the matrix consisting of row vectors of [u1, ..., uk] corre-
sponding to the row index set Λ. It is obvious that if there is a subset Λ
with |Λ| = n − k such that rankAΛ(u1, ..., uk) < k, then there is a nonzero
vector x ∈ M such that supp(x) ⊆ Λc and hence |supp(x)| ≤ k. We will
prove that such a subset Λ exists.

Assume, to the contrary, that rankAΛ(u1, ..., uk) = k for any subset Λ
with |Λ| = n − k. Thus we have rankAΛ(u1, ..., uk) = k for any subset Λ
with |Λ| ≥ n− k.
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For each subset Λ, since k < [n+1
2 ], we only have three possible cases:

(i) |Λ| ≥ n− k and |Λc| < n− k.
(ii) |Λc| ≥ n− k and |Λ| < n− k.
(iii) |Λ| < n− k and |Λc| < n− k.
Note that case (iii) implies that |Λ| > k and |Λc| > k. Now we assign

each Λ to a subset S(Λ) by the following rule: Set S(Λ) to be Λ or Λc

depending case (i) or case (ii). Suppose that Λ satisfies (iii). Since the
row vectors of [u1, ..., uk] has the complement property, we have that either
rankAΛ(u1, ..., uk) = k or rankAΛc(u1, ..., uk) = k. In this case we set
S(Λ) = Λ if rankAΛ(u1, ..., uk) = k, and otherwise set S(Λ) = Ac. Let

S =
{
S(Λ) : Λ ⊆ {1, ..., n}

}
.

Then for each Λ we have either S(Λ) = Λ or S(Λ) = Λc, rankAS(Λ)(u1, ..., uk) =
k and |S(Λ)| ≥ k + 1.

Let U = span{u1, ..., uk}⊥ and

ΩΛ = {u ∈ U : rankAS(Λ)(u1, ...uk, u) = k + 1}.

Then by the exact same argument as in the proof of Theorem 4.3, we get
that ΩΛ is open dense in U . The Baire-Category theorem implies that
there exists unit vector uk+1 ∈ U such that rankAS(Λ)(u1, ...uk, uk+1) =
k + 1 for every subset Λ ⊆ {1, ..., n}. This shows that the row vectors
of the matrix [u1, ..., uk, uk+1] has the complementary property, and hence
span{u1, .., uk, uk+1} is a PR-subspace with respect to the orthonormal basis
{e1, ..., en}, which contradicts the maximality of M . �

Finally, let us examine the general basis case. Let F = {f1, ..., fn} be a
basis for Rn, and F∗ = {f∗1 , ..., f∗n} be its dual basis. Let T be the invertible
matrix such that fi = Tei for all i, where E = {e1, ..., en} be the standard
orthonormal basis for Rn. We observe the following facts:

(i) M is a PR-subspace with respect to F if and only if T tM is a PR-
subspace with respect to E .

(ii) The dual basis of F is F∗ = {(T−1)tT−1ei}ni=1, i.e., f∗i = (T−1)tT−1ei.
(iii) The coordinate vector of x with respect to the basis F∗ is the same

as the coordinate vector of T tx with respect to the basis E .
Based on the above observations we summarize the main results of this

section in the following theorem:

Theorem 4.5. Let F = {f1, ..., fn} be a basis for Rn, and F∗ = {f∗1 , ..., f∗n}
be its dual basis. Then we have

(i) If M is a k-dimensional PR-subspace with respect to F , then |suppF∗(x)| ≥
k for any nonzero vector x ∈M . Consequently, M is maximal if there exists
a vector x ∈M such that |suppF∗(x)| = k.

(ii) For any vector x ∈ Rn such that |suppF∗(x)| = k, there exists a
k-dimensional maximal PR-subspace M with respect to F such that x ∈M .
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(iii) If k < [(n+1)/2] and M is a k-dimensional PR-subspace with respect
to F , then M is maximal if and only if there exists a vector x ∈ M such
that |suppF∗(x)| = k.
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