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Integrated Crossbar Array With Resistive
Synapses and Oscillation Neurons

Jiyong Woo , Panni Wang, and Shimeng Yu

Abstract— In this letter, we fabricate a crossbar array
that structurally resembles a column of the neural network,
where one neuron is connected with multiple synapses in
parallel for on-chip integration. Instead of using complex
CMOS neuronal circuit, we integrate a threshold switch at
the edge of the crossbar array as a compact oscillation
neuron, which converts the weighted sum to an oscillation
frequency. When the input vectors are loaded into multiple
rows of the array, the oscillation frequency is measured to
be proportional to the analog column current. This is the
first experimental demonstration of an integrated crossbar
array with both synapses and neurons, paving the path to
a fully parallel computation and processing using emerging
device technologies for the neuromorphic computing.

Index Terms— Resistive synapse, oscillation neuron,
crossbar array, neuromorphic computing.

I. INTRODUCTION

A
RTIFICIAL intelligence (AI) is currently promoting the
development of new industrial applications such as self-

driving cars and autonomous drones that need to recognize
and classify visual and auditory objects in real time. Unlike
the past AIs [1] that sought answers based on stored data
and knowledge, state-of-the-art AI such as Google’s AlphaGo
[2] is able to learn the information on its own through
algorithms. Inspired by the brain that processes data from one
neuron to the other through a tremendous amount of synapses
in parallel, algorithms based on deep neural networks have
been developed [3]. These deep learning algorithms heavily
rely on the time-consuming vector-matrix multiplications [4].
In this regard, a crossbar array with resistive memory that
architecturally speeds up the multiplication in parallel has gain
interests for neuromorphic computing [4]–[8]. What is often
neglected in the prior works is the neuron node adjacent to
the crossbar array. After the analog computation in the array,
the read-out current at the end of each bit line (BL) needs
to be digitized through the conventional silicon CMOS based
neuronal circuit [9]. However, such circuit consisting of tens of
transistors with a capacitor obviously occupies a much larger
footprint than the BL pitch of the crossbar array. The pitch
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mismatch problem inevitably causes a single neuron node to be
shared with multiple BLs. It means that the read-out currents
computed from the synaptic arrays have to be sequentially
processed. Recently, a compact threshold switch based neu-
ronal device could potentially get rid of the complex CMOS
circuitry and large capacitor, resulting in >12.5× reduced
area through a circuit-level simulation study [10]. However,
a single neuronal device with off-chip discrete load resistor
has only been experimentally demonstrated so far [11]–[13].
In this work, we aim to integrate the neuronal device with
the crossbar array on a single-chip to demonstrate the parallel
computation along the BL.

II. EXPERIMENTS

The schematic diagrams of the fabrication were shown
in Fig. 1. A thin resistive switching layer with 5-nm-thick
HfO2 was deposited on 12 horizontal TiN word lines (WLs)
serving as bottom electrodes (BEs) of 10 µm width. A sin-
gle Pt BL of 10 µm width as a middle electrode (ME)
covered the WLs vertically. As a result, 12 Pt/HfO2/TiN
(top to bottom) resistive memories with size of 10 × 10µm2

were formed at the intersections of the WLs and BL. Then,
a 15-nm-thick NbO2 layer was deposited at the end of the
Pt ME line. Another horizontal Pt line of 10 µm width as
a top electrode (TE) overlapped the ME line. It determined
the active area (10 × 10 µm2) of the Pt/NbOx/Pt threshold
switch. Smaller line widths (down to 1 µm) for smaller active
device area have been fabricated as well. Fig. 2 show optical
microscopic images of the fabricated one-dimensional (1-D)
12 × 1 crossbar array.

III. RESULTS AND DISCUSSION

First, the quasi-DC current-voltage (I-V) characteristics of
the resistive memory and threshold switch in the array were
evaluated using a probe card connected to a switching matrix.
Previous X-ray photoelectron spectroscopy (XPS) analysis of
the resistive memory showed that oxygen vacancies due to
non-bridging oxygen ions were observed in the HfO2 film
[14]. After an initial forming at about 5 V, when the positive
voltage and ground were biased to the BE and ME respectively,
the oxygen vacancies were driven towards the Pt ME under the
electric field. This resulted in a conductive filament throughout
the HfO2 layer [15], as shown in Fig. 3a. This process led the
resistive memory to transition to a low resistance state (LRS).
On the other hand, the negative voltage between the BE and
ME caused the oxygen vacancies to escape from the filament.
The LRS was switched to a high resistance state (HRS) by
rupture of the conductive filament. We then programmed all
the resistive memories to LRS along the BL by sequentially
applying the voltages from cell to another. The median value
of the LRS resistances (RLRS) was about 58 k� at 1.8 V due
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Fig. 1. (a) The TiN BE lines were formed. (b) The HfO2 layer was deposited by ALD on the entire wafer. (c) The Pt ME line used to monitor the
oscillation was located across the 12 TiN BE lines. Up to this step, the Pt/HfO2 /TiN resistive memories with were formed at each cross-point. The
(d) NbO2 and (e) Pt TE line were sequentially deposited by sputter and evaporation at the end of the Pt ME line, resulting in vertically stacked NbO2
based threshold switch at the edge of the crossbar array. (f) Finally, the HfO2 layer on top of the BE pads was etched for bottom contact.

Fig. 2. Optical microscopic images of the 12 × 1 array consisting of
10 × 10 µm2 sized resistive memories and 10 × 10 µm2 sized threshold
switch.

Fig. 3. The quasi-DC I-V traces of the (a) Pt/HfO2 /TiN resistive memory
and (b) Pt/NbO2/Pt threshold switch in the array.

to a self-compliance behavior in the LRS, as shown in gray
lines in Fig. 3b. The observed self-compliance behavior has
been explained as the chemically mixed layer at the HfO2

and TiN interface serves as an internal resistor [16] to limit
the current flowing through the formed filament. Meanwhile,
the ME was used as a common ground for both resistive
memory and threshold switch. Applying positive voltage to
the TE thus triggered a threshold switching behavior of the
NbO2 layer after a forming process at about 4 V. An off-state
was abruptly changed at a threshold voltage (Vth) of about 2 V,
and on/off ratio of ∼20 at 1.8 V was shown under compliance
current of 100 µA, as shown in Fig. 3b. The on-state of the
threshold switch immediately returned to the off-state when
the voltage was reduced below a hold voltage (Vhold) of 1.5 V
after the voltage source was removed.

Next, input voltage (Vinput) pulses (6 V, 180 µs) were
applied to the BEs in parallel, as shown in Fig. 4. The
Vinput pulse was addressed to only one of the BEs, and
the remaining BEs were floating. The Vinput multiplied by
the 1/RLRS at the selected resistive memory was expected
to be observed as a read-out current along the BL at the
grounded TE via the NbOx. An oscillation was monitored in
real time at the ME while the read-out current was flowing.
Since the resistance of the off-state (Roff) of the threshold

Fig. 4. (a) n Vinput pulses were provided to the BE pads. (b)–(d) The
oscillations with different frequencies were observed depending on the
number of Vinput pulses applied in parallel.

switch was greater than the RLRS (Fig. 3b), most of the voltage
initially began to be applied to the threshold switch. Due
to the parasitic capacitance, the voltage at the ME that acts
as an intermediate node between the two devices gradually
increased. As the charged voltage at the ME exceeded the Vth,
the off-state of the threshold switch was rapidly switched to the
on-state. Because the on-state resistance (Ron) of the threshold
switch was now lowered, the voltage at the ME began to
discharge until the voltage remaining on the threshold switch
reached the Vhold. The reversible transition of the threshold
switch repeatedly induced the back and forth of the voltage
charging and discharging. It caused the oscillation with a
frequency of ∼110 kHz in the range of Vhold of 1.5 V and
Vth of 2 V. More importantly, as Vinput number increased,
a larger read-out current corresponding to the equivalently
reduced total RLRS was shown in the BL. This resulted in
the steadily increased frequencies, as shown in Figs. 4b, 4c,
and 4d. It can be further described analytically by solving the
equation [10] based on Kirchhoff’s Law on the configuration.
The charging time (trise) from Vhold to Vth can be obtained
from the analytical solution as follows:

trise = −Rrise · C · log(Vth − Vinput · Rrise/RLRS)/(Vhold

−Vinput · Rrise/RLRS) (1)

where, the C is the parasitic capacitance to the ME. Similarly,
the discharging time can be obtained as follows:

tfall = −Rfall · C · log(Vhold − Vinput · Rfall/RLRS)/(Vth

− Vinput · Rfall/RLRS). (2)
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Fig. 5. (a) The oscillation frequency as a function of the number of Vinput
applied in parallel when varying the sizes of the threshold switch. (b) The
I-V curve and (c) the oscillation behaivor of the 5 × 5µm2 sized threshold
switch.

The condition for oscillation to occur is that the RLRS of
the resistive memories is between Roff and Ron. In above
equations, the Rrise and Rfall become the RLRS and Ron as the
charging is through the resistive memory, and the discharging
is through the on-state of the threshold switch. Therefore,
the trise is proportional to the RLRS, while the tfall is constant
and small due to the small Ron. It causes the oscillation of the
voltage to have an asymmetric triangular waveform and the
oscillation frequency to be determined mainly by the trise. Note
that the charging and discharging are both driven by the first-
order RC circuit response. When the number of the resistive
memories is small, the charging is slow. The exponential
increase as predicted in the RC circuit response is thus shown
(Fig. 4b). The charging can be faster, when more resistive
memories are involved. However, since the maximum voltage
is fixed at the Vth of the threshold switch, the voltage rapidly
approaches the Vth in the initial exponential increase phase,
which seems to be linear. If there is no maximum voltage
limit to the Vth, the initial linear increase trends will saturate
as well, showing the exponential tail. The oscillation was no
longer observed when more than 4 Vinput were applied. This
is because the sum of the RLRS from 5 resistive memories in
parallel becomes too small, which is out of the range between
the Roff and Ron.

As shown in Fig. 5a, the oscillation was observed when
3 to 7 resistive memories were involved in the weighted sum
for a smaller-sized threshold switch (5 × 5 µm2). In addition,
the dependence of the frequency as a function of the number of
the resistive memories seemed to be less prominent in smaller
threshold switch size. It can be explained by the enlarged Vth

and Vhold of the smaller threshold switch, as shown in the I-V
curve (Fig. 5b). Through XPS analysis, the deposited NbOx

film was found to have a mixture of NbO2 and Nb2O5 phases
and non-bridging oxygen ions [13]. As the area of the NbOx

is reduced, the density of defects is decreased. Based on the
percolation theory, it is suggested that the percolation path
where the phase transition occurs depends on the density
of defects [17]. Because the probability to form the path is
lowered, higher Vth is required at the smaller-sized of the
device. Considering the same C and RLRS, the trise based
on the equation (1) was found to be primarily affected by a
logarithmic function representing the ratio of the Vth to Vhold.
The calculated value of the logarithmic function at the small
threshold switch was roughly twice due to the increased
oscillation’s magnitude. This was in good agreement with the
experimental results (Fig. 5c), which showed approximately
two times slower frequency in the 5 × 5 µm2 sized threshold
switch than the 10 × 10 µm2. Furthermore, since the Vth was

Fig. 6. (a) The oscillation frequency as a function of the number of
Vinput applied in parallel when varying the sizes of the resistive memory.
(b) The RLRS as a function of the size of the resistive memory extracted
from multiple devices.

increased, the Roff measured at the Vth was lowered. It means
that more resistive memories should be needed to meet the
criteria for the oscillation. The changed switching parameters
such as Vth and Roff of the threshold switch have affected
the frequency and the criterion (Roff > RLRS > Ron) for
the oscillation. Meanwhile, adjusting the size of the resistive
memories could shift the oscillation frequency range (Fig. 6a).
As the self-compliance behavior of the resistive memories
can be attributed to the interfacial resistance between TiN
BE and HfO2 layer, the RLRS exhibited an area dependency,
as shown in Fig. 6b. In the 1 × 1 µm2 sized resistive memory,
the summed RLRS from the small number of the resistive mem-
ories was too large to be placed in between the Roff and Ron.
Therefore, the oscillation was observed when 4 to 9 resistive
memories participated in the weighted sum (Fig. 6a).

The on/off ratio of ∼20 in our NbO2 based threshold switch
was small, so that only a limited range of the weighted
sum could be identified. Adding a tunneling oxide to NbO2

may increase the on/off ratio to > 102 [18]. In addition,
when the threshold switching is demonstrated by other mech-
anisms such as lone-pair electrons of chalcogen atoms [19]
or self-dissolvable filament formation [20], the on/off ratio
of 103

∼ 1010 can be achieved. Therefore, we expect that
the weighted sum in a relatively larger crossbar array with
tens to hundreds of synaptic cells can be successfully repre-
sented by distinguishable oscillation frequency, if appropriate
device engineering is further applied. In prior benchmark [10],
the weighted sum task can be performed by the oscillation
neuron with energy 5 times less than the CMOS integrate and
fire neuron circuit, which also consumes a lot of energy by
generating output pulses proportional to the weighted sum.
As the neuron becomes compact, the number of BLs shared
by a single neuron can be reduced, throughput could be further
improved.

IV. CONCLUSION

We demonstrated the parallel weighted sum operation in the
1-D 12 × 1 crossbar array with integrated synaptic devices
and neuronal device that structurally emulates a part of the
neural network. The synaptic weight was stored in each HfO2

resistive memory, which enables highly dense array to acceler-
ate the vector-matrix multiplication. We then showed that the
compact NbOx based threshold switch processes the sum of
the weights from the 12 × 1 synaptic array by representing the
oscillation frequency due to the phase transition mechanism.
We also investigated how the frequency and amplitude of the
oscillation varied with the sizes of the resistive memory and
the threshold switch for future optimization.
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