ScienceDirect

Available online at www.sciencedirect.com

IFAC i

CONFERENCE PAPER ARCHIVE

IFAC PapersOnLine 52-20 (2019) 211-216

How to Park a Car Blindfolded

Guilherme Scabin Vicinansa* Daniel Liberzon **

* Coordinated Science Laboratory, Urbana, IL 61801 USA (e-mail:
9s16@illinois.edu,).
** Coordinated Science Laboratory, Urbana, IL 61801 USA (e-mail:
liberzon@illinois.edu,).

Abstract:

In this paper, we present an algorithm that achieves global asymptotic stability for a broad class
of driftless nonholonomic systems using limited data rate. Moreover, we prove in a constructive
way that the minimum data-rate for this class of systems is zero, hence providing a data-rate
theorem, which was an open problem in the literature Li and Baillieul (2004). Finally, we present
the Dubin’s car as an example of system in such a class.
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1. INTRODUCTION

Recently there has been an increasing interest in the
control and estimation of systems with limited data-rate
Nair et al. (2007); Liberzon (2009). This is due to both
theoretical and practical applications that are subject to
communication constraints. Many of such applications are
related to the control of networked systems, since they
often have to share bandwidth. The smaller the bandwidth
the stronger the constraints imposed on the data-rate
available to the control task. A more concrete example
are the multi-agents systems, which often need to use the
same communication network Matveev and Savkin (2009).

This raises questions about what constraints the commu-
nication network imposes on the control tasks that can
be solved Delchamps (1990). It is well-known today that
there exists a minimum data-rate below which there is
no stabilizing controller for unstable linear systems Wong
and Brockett (1999); Baillieul (1999). This type of result
is refered to as data-rate theorem.

Unfortunately, however, most of the results concerning the
control with minimum data-rate have been solved only
for linear systems Li and Baillieul (2004); Hespanha et al.
(2002) with some remarkable exceptions Nair et al. (2004);
Liberzon and Hespanha (2005). For instance, the problem
of minimum data-rate for exponential stabilization was
addressed in Colonius (2012). In that paper a lower bound
on the minimum data-rate for exponential stabilization,
with a prescribed exponential rate of convergence «, was
given. That result showed that there exist no control law
using a smaller data-rate than the stabilization entropy
that still drives the state to an equilibrium point at
the prescribed rate «, in the sense that the norm of
the difference between the trajectory and the equilibrium
point decreases at the exponential rate c.

In a similar fashion, we prove a data-rate theorem for a
class of driftless non-holonomic systems. This problem was
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first studied in Li and Baillieul (2004), and, to the best
of the authors’ knowledge, has not received a satisfactory
answer so far. The following claim was made in Li and
Baillieul (2004): ”Unfortunately, the data-rate theorem
applies essentially only to linear systems, and while there
has been some effort to extend the result to the nonlinear
domain ..., treatment of nonlinear control systems which
are not amenable to linear methods (e.g. wheeled vehicle
kinematics, rigid body dynamics, etc.) remains largely
unexplored”, and an approximate answer was given in Li
and Baillieul (2004) for a path following problem. However,
a general answer to the asymptotical stabilization problem
is still missing.

The main contributions of this paper are to present an
algorithm that globally asymptotically stabilizes this class
of driftless non-holonomic control systems using a limited
data-rate. Also, we show how to modify the same algo-
rithm and prove constructively a data-rate theorem for
this class of systems, solving at least partially, therefore,
the open question asked in Li and Baillieul (2004). This
data-rate theorem, which is stated in Theorem 2.1, claims
that the minimum average data-rate for global asymptotic
stabilization for this class of systems is zero. We interpret
this zero data rate as the channel being almost always free
rather than not sending any data.

Some definitions are in order. We denote by R the set
of real numbers, R>, the set of non-negative reals, N
the set of natural numbers without 0. For a function
f:I CR — @, where @) is any set and [ is an interval,
we define fi,y the restriction of f to [a,b] C I. For a
set Q, #Q denotes its cardinality. We denote by ||f]||co
the essential supremum norm of f, and ||z|| the Euclidean
norm of a vector. The sign function sign(z) is 1 if x > 0
or —1 otherwise.

Denote by Lie(Xy,---,X,,) the Lie algebra generated
by vector fields {Xi,---,X,,}, with X; : R? — R9,
Denote by Lie" (X1, -+ , X,,) the sub set of all Lie brackets
up to length n € N. We call a system that is globally
asymptotically stable a GAS system.
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2. PROBLEM DESCRIPTION

The goal of this Section is to introduce the control problem
and necessary definitions. First, consider the following
driftless control system

&(t) = Zgi(m(t))ui(t)v (1)
x(0) = x:),

where zo € R?. Also, let u; : R>o — U, with U C
R, and let u(t) = (ui(t), -+ ,um(t)). Consider further
U that is the set of piecewise constant functions over
U™. In addition, denote by ¢(-, o, u[qp) the flow of
(1) starting at zp, under the action of the control law
Ufq,p)- We recall the definition, for our class of systems,
of Lie Algebra Rank Condition (LARC) Sussmann (1987).
LARC at the point 2y € R? is the condtion that R? =
span {X (zo) : X € Lie(f1, -, fm)}. Also, recall that the
non-holonomy degree is the maximal length of Lie brack-
ets needed to generate RY, i.e., saying that system (1)
has a non-holonomy degree equal n € N means that
R? = span{X(zg): X € Lie"(f1, -+, fm),} and R? #
span { X (zo) : X € Lie" ' (f1, -, fin). }, see Chapter 4 of
Sontag (2013) for instance. We are now in condition to
make our main assumptions. We assume that:

(1) System (1) satisfy the Lie Algerba Rank Condition
(LARC) everywhere;

(2) A global upper bound D on the non-holonomy degree
is known;

(3) The vector functions g;, for i = {1,---

,m} are
smooth, i.e. C* (R4, R?).

The first assumption ensure, through Chow’s theorem
Chow (1940), that the system (1) is controllable, and
there exist control laws u that globally asymptotically
stabilize (1) to 0. The third assumption is just a technical
assumption that guarantees that we can differentiate the
vector fields f;. The second is a technical assumption which
is instrumental, however, to our algorithm to work.

In order to state our problem formally, consider the fol-
lowing definitions of conder-controller scheme and average
data-rate Nair et al. (2004). Let {t,}, .y be a strictly in-
creasing sequence of sampling times with lim,,_, . ¢, — oco.
Also, let {Cy,},cn be a sequence of alphabets with uni-
formly bounded cardinality, i.e. AM > 0, #C; < M, Vi €
N. Furthermore, let {v,}, y be a sequence of functions
such that ~, : H?:_ll C; x R — C,,, where v, is called the
coder mapping at time n. In a slightly more explicit way,
we can write the coder mappings as

7 x(ty) = qr,
Tn - (q17 ce aanlvx(tl)a t 7$(tn)) = Qn,
where ¢,, € C,, for all n € N.

Additionally, let {0,}, oy be a sequence of functions such
that 6, : [[[_,C; x N — (U™)ltntni1] x N, where §, is
called the controller map at time n, and (U™)Entnt1l is

the set of functions from [t,,t,41] to U™. As before, a
more explicit way of writing the controller mappings is

01t (qu,1) = (Ut 1), k)

On ((th, T aQn)a Z) = (U[tn,tn+1]7k)a
where £ € N and 7 € N. Those parameters k and i are
nonstandard and are instrumental in our approach. They
work as counters that keep registered, in a sense explained
later in Section 3, the last controller applied.

Finally, define the coder-controller scheme as the quadru-
ple

S = ({tn}neN R {Cn}neN s {'Vn}neN ) {6n}n€N) :

It is also necessary to define the concept of average data-
rate. The average data-rate of the coder-controller scheme
S is given by

> log(#€i). (2)

i=1

1
b= limsup —
jmoe tj

In this paper C; = {-1,1},V¥i € N, and U = [-1, 1].

The problem we want to solve is: consider a system
described by equation (1), can we find a constructive
algorithm that gives us a coder-controller scheme S such
that system (1) is globally asymptotically stabilized with
minimum average data-rate? The answer to this problem
is summarized in the following

Theorem 2.1. Consider system 1 satisfying assumptions 1,
2, and 3. Then, there exists a coder-controller scheme S
that renders system (1) globally asymptotically stable with
average data-rate 0.

First, we will show how to stabilize system (1) with limited
average data-rate constructively. Afterwards, we show how
to adapt that solution so that GAS can be achieved with
zero average data-rate by another constructive solution.

3. THE ALGORITHM

In this Section we describe the algorithm that renders
system (1) GAS with finite average data-rate. A high-level
explanation of the algorithm’s main idea is in order. First,
note that system (1) can be rewritten in its integral form

o(tn) = 2lt-1) + / " ge)undn, (3)

tn—1

z(0) = o.
Define the parameter a, = Hu[tmhtn]Hw,Vn € N.
Also, let z, = z(t,),¥n € N. Furthermore, define

Up = Yoy ftt:_l 9:(e(m)wi(t) 4r Note that the function

Qn
Uq
% has its image on [—1, 1] by definition of «,,, but

it is an arbitrary piecewise constant function, otherwise.
Therefore the following equation holds

Tp = Tp—1 + QnpUn, (4)

Now, consider V : R? — R a convex, radially unbounded,
and continuously differentiable, i.e. C!'(R% R), function
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with Lipschitz derivative around the origin. The idea is to
choose a control law uf, , ;1 such that v, can be made
into a decreasing direction for the function V departing
from xz,_1. Note, however, that we choose the restriction
U, ¢, Of the function u instead of choosing v, directly.
This extra step raises the question about the existence of
such u and how to find it. We present an affirmative answer
to the former and a method for the latter in Section 3.

In order to find this decreasing direction we will proceed as
in the compass search procedure Conn et al. (2009). First,
we need finite sets V,, € R4, with #V,, < M,¥n € N, for
some M > 0, i.e., sets with uniformly bounded cardinality.
Also, we require that the positive cone generated by V),
Conn et al. (2009) is R?. This last condition means that
Vo € RY, there exists a; € R, for i = 1,-++ , #V,, such

that we have x = Zfivl" o, , for v, € V,. We call a
set with this last property a positively spanning set Conn
et al. (2009). It is well known Conn et al. (2009) that
for a set that satisfies this condition, then for all nonzero
w € R?, there exists at least one Vi, € Vn, such that
(w,v;,) < 0. If we take w = VV (), for a nonstationary
point z € R% then we have (VV(x),v;,) < 0, i.e., there
exists a decreasing direction in V,,.

Also, notice that, for driftless systems, one can start from
the initial state Z, = ¢ (tn,xn,l,u[tnfl,tn]) and go back
to zn—1 by applying uge,, ¢, +4,1(t) = —u, t,_,](2tn — 1),
for t € [tn,tn + Ay, where A, = t,, — t,—1. That means
that

o (Am Tn, _u[tn,t”JrAn]) = Tn-1,

this property is known as strong reversibility, see for
example chapter 4 of Sontag (2013), and is well known
to be satisfied by driftless systems. From this, we have
that if we fail in our attempt to decrease the value of V' by
applying u(;, _, ], we can go back to the previous point
T,—1 by applying another control. Otherwise we can set
T, = T, and continue iterating.

Nonetheless, finding a decreasing direction is not sufficient;
the step size a,, needs to be small. That can be solved by
decreasing the step size after checking all directions on V),
and getting only unsuccessful iterations. A typical way of
doing so is to take a;, 11 = . Furthermore, if the decrease
in the function value between two consecutive iterations
is not large enough we might get stuck. To disentangle
this issue, consider a non-decreasing continuous function
p:R>o = Ry, with lim,_, o+ @ = 0. This function p is
called a forcing function Conn et al. (2009). We declare the
iteration successful if V(¢(tn, Tn—1,up, _, ¢,1) =V (Tn_1)+
pla)) < 0. In this way we enforce a sufficient decrease
condition.

In order to generate the aforementioned directions v;, €
V»n, we need to pick control laws that generate approxi-
mations to all Lie brackets up to order D. That’s done
by means of the usual binary valued piecewise constant
functions described in Lafferriere and Sussmann (1991).
We know, by assumption (1), that the Lie brackets of
{£f;}i~, positively span R?, therefore, for a good enough
approximation of those brackets we should also positively
span R?. Now, consider L%, for a > 0 to be the ordered set
of all nonzero scaled Lie brackets of {f;}!", up to order D

with sign, e.g. for D > 3 it contains +af;, +a?[fi, f;], and
+a3(fi, [fj, fil], for all 4,5,k € {1,--- ,m}. The parameter
« is just a positive scaling factor. Also, the order relation
in L can be chosen arbitrarily.

Consider 7T, > 0 a fixed sampling time. We denote by

(G [0, %] — U, the control law that generates the
approximations to the j-th element of L% divided by a,
i.e. these controllers ensure that, at the end of iteration n,
Tn = Tn—1 + oPX, + o(a?), where X,, is a Lie bracket of
{fi}~, order p. Using the notation from equation (4) we
can identify v,, = aplep + @ Therefore, in this sense
we can use the controls u?‘" to generate directions that
approximate scaled Lie brackets of {f;}." at the iteration
n. A final remark is needed. If p = 1, then o(a?) = 0,
because we can generate the directions spanned by the
vector fields {f;};", exactly.

The coder-controller scheme adopted to solve the problem
is the following. The sequence of sampling times is given
by t, = nT,, where n € N. The coder map at time n is

(tn)) =

Tn <Q1,"' aqnfhx(tl)f" , L t
n*1)>+p(an))7

sign (V(z(tn)) — V(x(¢

notice that «,, is a function of (qn)neN, where ¢; € C;.
Here we need to impose further a technical assumption
on the forcing function p(-). We require that p satisfies

limy o %. The reasons for that will be made clear at the

end of Section 5. Define £ = #L$, and notice that it is
constant for any o > 0.

The control map at time n is

(—u?_"fl (tn —) A ’LL?" (- —tn),i+ 1) (a)
(S (tn — ) Aug™ (- = tn) , 1) (b)
O AU (- —t,),1) ©

5n(‘]n7 7') =

where condition (a) is ¢, = 1 and
condition (b) is ¢, =1 and

7’6{177‘671}7
i = L, and condition (c) is
0, % — {0} the zero

function. Finally, f A g represents the concatenation of two

gn = —1. Also, we denote by O : [

)2

g: {O TP} — U, then f Ag:[0,T,] = U is defined by

'3
T, T

t+ =2} ¢ -

f(+2) 60,2]

IO (B e,

functions in the following way: given f : [O TP} — U and

This control law simply states that if there was not a
sufficient decrease in the cost V', then one should apply
another control to undo the effect of the previously applied
control u;(-) and try a new one afterwards. Otherwise, a
new control law should be applied. Furthermore, notice
that the parameter ¢ is just a counter that keeps track of
which control law was previously applied and is not trans-
mitted through the network. This discussion is depicted in
the block diagram in figure 1.
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g Apply

()

undo Sufficient decrease in

i=la=a?

Fig. 1. Block diagram with the algorithm’s idea

In this way, as we will justify in Section 5, we can drive
the state to the origin using constantly 1 bit per sample.
Therefore, the average data-rate is b = 1. Now, one could
modify the algorithm by only transmitting data if n = 2%,
for £ € N. The control law applied whenever data is not
transmitted should be u = 0 constantly. In this manner our
algorithm still globally asymptotically stabilizes system
(1), but with an average data-rate b = 0.

4. EXAMPLE

Consider the equations of the Dubin’s car LaValle (2006)

21 = uq cos(0)
2o = uq sin(6) (5)
é = U2

In this example, the states x; and x5 represent the x — y
coordinates of a unicycle, while 8 is the angle that it makes
with respect to the z-axis measured in a counterclokwise
manner. Consider the function V(z1,29,0) = 2?2 + 22 +
6%. Note that it is convex, radially unbounded, and its
gradient VV is Lipschitz near 0 (in fact it is analytic, but
our analysis only needs the assumption of Lipschitzness).
Also, consider the forcing function p(t) = t2. Furthermore,
notice that the vector fields

0 cos(0)
fl(mthae) = lO] ) f2($1,$279) = lSIH(e)‘| )
1 0

sin(0)
[f1, fol(z1,22,0) = l— 0%5(9)] )

span RY, therefore +f;, +fo, £[f1, f2] positively span R9.
Finally, consider the functions u$(t) = («,0) for t €

{0’ %}’ ug(t) = (0,c) for t € {0’ %}’

25
7Vwitth=2
7Vwitth=1
ol |
o 15F |
g
l |
05F H_Ll_i A
0 : : : : :
0 50 100 150 200 250 300
time
Fig. 2. Evolution of the cost value
[T,
(o,0) te€ |0, 81))
T, T,
(0,0) te |2 =2
Ug(t) = '1§ 347“' ’
—a,0) te |2, =L
3T, T,
0,—a)te | =L =L
0. —a)te 555
and the functions u§f = —uf, uf = —ug, and uf =

—ug. Writing the solution of equation (5) we get that
x(tn) = z(tn—1) + av, by reinterpreting it using equation
(4). Therefore, we can see that we can generate the
vectors v, = +f1, v, = Lfo, and v, = Fa[f1, fo] +

2
%. One can prove that, for o small enough, this set

of directions v,, positively span R%. In this way, we can
globally asymptotically stabilize the Dubin’s car to the
origin with minimum data-rate equal to 0.

We simulated the algorithm using the parameters oy =
0.5, 21(0) = 1, 22(0) = 1, and #(0) = 0.5 rad. Furthermore,
we performed simulations with 7, = 1 and T, = 2
time units. The evolution of the cost function value after
each sucessful iteration is presented in figure 2, while the
evolution of the state of the system for 7, = 1 and T}, = 2
are depicted in figures 3 and 4, respectively.

It is important to notice that by decreasing the sampling
time 7, we increase the average data-rate. In fact, the
average data-rate for T, = 1 is b = 1 bit/unit of time,
while for T}, = 2 it is b = 0.5 bits/unit of time.

Figure 2 shows that the cost sharply decreases at first for
both values of T, then it reaches a plateau. This effect
has two main causes. The first is related to the local
convergence of direct search methods. Since our algorithm
essencially applies the compass search algorithm (which
is a direct search method Conn et al. (2009)), it inherits
its bad local convergence features. The second cause can
be explained by figure 3 and 4. Those figures show a
rapid convergence of x1 and 6 to zero, nonetheless, when
6 approaches zero, so does sin(6), making the dynamics of
xo slow. This latter cause explains why there is no simple
relation between the average data-rate and performance
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Fig. 3. Evolution of the state for T,, =1
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time

Fig. 4. Evolution of the state for T}, = 2

for this algorithm, given that a faster convergence of 6 to
zero makes the convergence of zo slower.

5. ANALYSIS

Our mathematical analysis is based on the analysis of
directional direct-search methods in optimization Conn
et al. (2009), considering equation (4), and considering the
algorithm described in Section 2. In essence, we will show

that, for a fixed @ > 0 and a departing point z, € R?

the set of controls {ug}g_l aforementioned, generates

positively spanning sets P(zx,) from the dynamics, i.e.

T
P(xz,) = {meRd:x:q)(Qp,xn,ug) NVE=1,--- ,E},

where @ (%,xn,ug) =¢ (%,xmuz‘> — x,, is positively
spanning. Then, we will use modifications of some theo-
rems from Conn et al. (2009) to show that the iterates zy,
generated by our algorithm, converge to some z* such that
[[VV (z*)|| = 0. First, we state some assumptions that will
be used frequently in our analysis.

(i) The level set L(zg) = {z € R : V(z) < V(zo)} is
compact;

(ii) If for some real constant a > 0, the step size at
iteration k, ag, is such that ai > «, for all £k € N.
Then the algorithm visits only a finite number of
points;

(iii) Let &1,&2 > 0 be some fixed constants. The positive
spanning sets Vi used in the algorithm are chosen
from the set

{Vi : em(Vi) > &1, ||d]] < &,Vd € Wi},

where V), is required to positively span R¢. Recall
that the cosine measure of a finite positively spanning

set V C R is CIII(V) = minquH:l maXqecy %
(iv) The gradient VV is Lipschitz continuous in an open
set containing L(xg).

Notice that items (i) and (iv) are satisfied if we choose V' to
be C'(R%,R), convex, radially unbounded, and VV to be
Lipschitz continuous around the origin. Those assumptions
also ensure that V has a unique global minimum, which
will be chosen to be 0 without loss of generality. The
assumption (iii) is ensured by our previous assumption 1
on system (1). To see that, notice that V, satisfies ||d|| < &
for some & > 0 by construction. Also, the cosine measure
is lower bounded by & > 0 because of the fact that
LARC holds everywhere. Additionally, assumption (ii) is
guaranteed by the introduction of the forcing function and
theorem 5.1 adapted from Conn et al. (2009).

Now, we state a modification of theorem 2.8 from Chapter
2 of Conn et al. (2009) that will be instrumental in our
argument to show that the state converges to the origin
asymptotically, proving GAS. The proof of the results of
this Section can be found in the report Vicinansa and
Liberzon (2019).

Theorem 5.1. Let P C R? be a positively spanning set,
V : R — R be a C}(R% R) and convex function, and
a > 0 be given. Assume that VV is Lipschitz continuous
in a neighborhood of the minimum of V' with Lipschitz
constant v > 0. Let p : R>g — R>( be a forcing function.
If V(z) < V(z+ ad) — p(a), for all d € P, then

pla)

v
<Y pP)-! d Pyl ———
IVV @)l < 5em(P)™" max|ld|latem(P)™ o= =

Note that the condition V(z) < V(z 4+ ad) — p(a) of
theorem 5.1 is satisfied whenever we are in an unsuccessful
iteration. Moreover, this theorem implies that if the step
size of our algorithm «y | 0, and there exist & > 0 and
& > 0 such that cm(P) > & and maxgep ||d|| < &2, then
[[VV (zx)|| 4 0. Since V is convex and differentiable with
minimum at 0, zry — 0. We now proceed to prove that
our algorithm implies that oy | 0. We rely on the next
result that is, essentially, theorem 7.11 from Conn et al.
(2009) with only slight modifications in notation and is
transcribed here for completeness.

Lemma 5.1. Assume we only accept a new iterate if
V(zgs1) < V(ag) — p(ag). Also, let assumption (i) hold.
Finally, assume that Ja > 0, such that o > «, for all k.
Then the algorithm visits only a finite number of points.
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Our next lemma was left as an exercise in Chapter 7 of
Conn et al. (2009) and is based on their theorem 7.1. It
shows that assumption (ii) implies that ay goes to zero as
desired.

Lemma 5.2. Assume we only accept a new iterate if
V(zk41) < V(xg) — plag). Also, let assumption (ii) hold.
Then, the sequence of step size parameters satisfies

liminfag =0

k—o0
A corollary of this lemma shows that there exist a
subsequence (k;);en of unsuccessful iterates, such that
lim; 00 ; = 0 and lim;_,oc ¢, = x* for some z* € R4,
This follows from the previous lemma and the fact that
ay, is decreasing, thus convergent to zero, and from the
fact that (zj)ken is inside a compact set by assumption

(i)

Denote by k the minimum of the norm of the nonzero Lie
brackets of {f;};~, up to order D evaluated at the iterate
x). Notice that x > 0, given that the aforedescribed set is
always finite. We can conclude now, by invoking theorem
5.1, that

v
IVV ()] Sgcm(P(l’k))’1 max | ||dl|ove+
Ty

deP(

plag)

P —1
(b)) e Tdlax

hence by assumption (iii) and the fact that, for oy < 1:
plak) plak) 10
mingep(z,) [|dllor = r(ar)? 7

for ay | 0, we conclude that |[VV(xy)|| | 0. Therefore,
(2k)ren converges to 0 proving GAS.

6. CONCLUSION

In this paper we presented a limited information control
algorithm that globally asymptoticaly stabilizes a subclass
of non-holonomic driftless affine systems. In addition, we
proved that the minimum average data-rate for achieving
GAS for this class is 0. Also, we presented the Dubin’s
car as an example of system for which our method works.
Furthermore, a mathematical analysis of the algorithm was
presented.

One line of investigation for future works is extending
the constructive method presented here to other classes
of control systems. One example of such a problem is to
modify this algorithm to solve the same problem for the
control with limited information of affine systems with
drift. This adaptation is not trivial given that the drift
makes it impossible, in general, for us to go back in case
we chose a non-decreasing direction. Also, the problem of
providing a data-rate theorems for more general classes
of systems in a constructive manner is another possible
extension of this work.

Finally, an in depth analysis of the performance of our
algorithm is missing. It would show how the average data-
rate affects the convergence rate of the state.
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