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Abstract

In this paper, we consider the three-dimensional isentropic Navier—Stokes equa-
tions for compressible fluids allowing initial vacuum when viscosities depend on
density in a superlinear power law. We introduce the notion of regular solutions
and prove the local-in-time well-posedness of solutions with arbitrarily large initial
data and a vacuum in this class, which is a long-standing open problem due to the
very high degeneracy caused by a vacuum. Moreover, for certain classes of initial
data with a local vacuum, we show that the regular solution that we obtained will
break down in finite time, no matter how small and smooth the initial data are.

1. Introduction

In this paper, we investigate the local-in-time well-posedness and formation of
singularities of classical solutions to the compressible Navier—Stokes equations for
isentropic flows when viscosity coefficients, shear and bulk, are both degenerate
and the initial data are arbitrarily large with possible vacuum states. The system of
compressible isentropic Navier-Stokes equations in R3 reads as

pr +div(pu) =0,

1.1
(pu); +div(pu @ u) + VP = divT. (4.

We look for local classical solution with initial data
(p.wli=0 = (po(x), up(x)), x € R?, (1.2)
and far field behavior
(p,u) > (p,0) as |x| > 4+o0, >0, (1.3)

where p > 0 is a constant.
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In system (1.1), x = (x1, x2,x3) € R3,¢ > 0 are space and time variables,
respectively. p is the density, and u = (u(l), u®, u(3))T € R3 is the velocity of
the fluid. We assume that the pressure P satisfies

P=Ap", y>1, (1.4)

where A is a positive constant, y is the adiabatic exponent. T denotes the viscosity
stress tensor with the form

T = pu(p)(Vu + (V) ") + 1(p) divu I, (1.5)
where I3 is the 3 x 3 identity matrix. We assume in this paper that
w(p) =ap’, i(p) = po’, (1.6)

1 (p) is the shear viscosity coefficient, A(p)+ %/L (p) is the bulk viscosity coefficient,
« and B are both constants satisfying the following physical constraints

a>0, 20+38=>0. (1.7)

Furthermore, in this paper, we require that the constant § satisfies

1
l<8§mm{y;,3} (1.8)

In the theory of gas dynamics, when one derives the compressible Navier—Stokes
equations from the Boltzmann equations through the Chapman—Enskog expansion
up to the second order, cf. CHAPMAN and COWLING [7] and L1 and QIN [26], one
finds that, under some proper physical assumptions, the viscosity coefficients,
and A, and the heat conductivity coefficient « are not constants but functions of
absolute temperature 6 such as

w®) = a102F©B), A0) =ab?F©O), «@) =a02F®O)  (1.9)

for some constants a; (i = 1,2, 3). For instance, it reads from [7] that for the
cut-off inverse power force model, if the intermolecular potential varies as r~¢
with @ > 0, where r is intermolecular distance, then in (1.9), F(8) = 6° with
b= % € [0, 400). If we restrict the gas flow to be isentropic, such dependence is
inherited through the laws of Boyle and Gay-Lussac:

P = RpH = Ap?, forconstant R > 0,

ie,0 = AR 'p”~! and one finds that the viscosity coefficients are functions of
density as described in (1.7) with § = (% +b)(y — 1).

When inf, pg(x) > 0, it is well-known that the local existence of classical so-
lutions for (1.1)—(1.3) can be obtained by a standard Banach fixed point argument
due to the contraction property of the solution operators of the linearized problem,
c.f. NasH [34]. Many interesting developments have been carried out by various
methods, we refer the readers to [12,20,38-40]. However, this approach does not
work when infy pgo(x) = 0, which occurs when some physical requirements are
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imposed, such as finite total initial mass, finite total initial energy, or vacuum ap-
pearing locally in some open sets.

When viscosity coefficients © and A are both constants, for the existence of
solutions of the three-dimensional isentropic flows with generic data and a vac-
uum, the main breakthrough is due to LionNs [27], where he established the global
existence of weak solutions provided that y > g. This result is improved to the
case y > % by FEIREISL ET AL. [14], and even to non-isentropic flows in [15,16].
However, the regularities of these weak solutions are fairly low, and the uniqueness
problem is widely open. On the other hand, the local well-posedness problem in
higher regularity class with possible vacuum initial data requires comprehensive
treatment on the degeneracy in time evolution in momentum equations (1.1);. Since
the leading coefficient of u, is p, which vanishes at the vacuum, there are infinitely
many ways to define velocity (if it exists) when a vacuum appears. Mathematically,
this degeneracy brings forth an essential difficulty in determining the velocity when
a vacuum occurs, since it is difficult to find a reasonable way to extend the definition
of velocity into vacuum region. Physically, it is not clear how to define the fluid
velocity when there is no fluid at vacuum. A reasonable framework was proposed
by CHO ET AL. [8,10,11] through a compatibility condition

—divTo + VP(po) = v/pog (1.10)

for some g € L. In turn, a local theory of strong or classical solutions with initial
vacuum was established successfully for three-dimensional case; see also DUAN
ET AL. [13] and Luo [31] for two-dimensional case. More recently, HUANG ET AL.
[22] extended this local classical solution [11] to a global one with small energy
and vacuum for isentropic flow in R3. In these results, the uniform ellipticity of
viscosity plays a key role in the a priori estimates of higher order terms of velocity
u.

When viscosity coefficients © and A are both density-dependent, system (1.1)
has received extensive attentions in recent years. Instead of the uniform elliptic
structure, the viscosity degenerates at a vacuum, which raises the difficulty of the
problem to another level. A remarkable discovery of a new mathematical entropy
function was made by BRESCH AND DESJARDINS [2] for A(p) and u(p) satisfying
the relation

A(p) =21 (p)p — 1(p)). (1.11)

For example, in our problem, such an entropy structure (1.11) exists when 8 =
200(6 — 1) > 0. This new entropy offers a nice estimate

1 V,O 00 2 md
—— e L*([0, T]; L~ (RY)),
;L(p)ﬁ € L7([0, T]; L7 (RY))

provided that M(po)j—% € L*(RY) for any d > 1. This observation plays an
important role in the development of the global existence of weak solutions with
a vacuum for system (1.1) and related models, see BRESH AND DEJARDINS [3,4],
MELLET AND VASSEUR [33], and VASSEUR AND YU [45], and some other interest-
ing results, c.f. [5,6,25,28,30,43,44]. However, we remark that, in spite of these
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significant achievements mentioned above, the local well-posedness of classical

solutions in multi-dimensions with vacuum is still open due to the high degeneracy

of this system near vacuum region. Indeed, several leading research groups in the

field have raised this important open problem, see for instance, page 9 in [6] and

page 3 in [23]. Our existence result in this paper is a solid step toward this direction.
From (1.4)—(1.5), we notice that

divT = —p’Lu + Vp°® - Su),
where the so-called Lamé operator L and the operator S are given by
Lu = —alAu— (@ + B)VAivu, Swu)=a(Vu+ (Vu)T) + Bdivuls. (1.12)

When constructing the classical solutions with arbitrarily large data and vacuum,
in addition to the issue shown above for the constant viscosity case on the degen-
eracy in time evolution in momentum equations, there are still two new significant
difficulties due to the appearance of a vacuum. The first one lies in the strong de-
generacy of the elliptic operator divT caused by a vacuum. We note that under
assumptions (1.6)—(1.8), viscosity coefficients vanish as density function connects
to the vacuum continuously in some open sets. This degeneracy gives rise to some
difficulties in our analysis because of the less regularizing effect of the viscosity
on the solutions, and is one of the major obstacles preventing us from utilizing a
similar remedy proposed by CHO ET. AL. [8, 10, 11] for the case of constant viscosity
coefficients. The second one lies in the extra nonlinearity for the variable coeffi-
cients in divT due to (1.6). We emphasize here that, unlike the constant viscosity
case, the elliptic part divT is not always a good term in the regularity analysis for
the higher order terms of the velocity. For example, if we want to get the estimate
on || V3ul| L>([0,T); L2(R?)) Independent of the lower bound of the initial density, we
need to deal with an extra nonlinear term

div(92 p° (@ (Vu + (Vi) ') + Bdivuls)),

where ¢ = ({1, {2, £3) is a multi-index with |¢| = &1 + &2 + ¢3 = 3. Therefore,
much attention will be paid to control this strong nonlinearity.

In order to overcome these difficulties, some new ideas have to be introduced.
In [29], we obtained the existence of the unique local classical solutions for system
(1.1) with a vacuum far field under the assumption

=1, >0, a+p>0 (1.13)

for two-dimensional space, aiming at the application to shallow water models.
In [29,46] we observed that, assuming p > 0, the momentum equations can be
rewritten as
20y ymt ool
ut+u-Vu+—1,o 2 Vp 2 4+ Lu=Vlogp-S(u). (1.14)
y —
Then, (1.14) implies that if we can control the special source term V log p - S(u)
when vacuum appears, the velocity u# of the fluid can be governed by a strong
parabolic system. However, this result only allows vacuum at the far field. The
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corresponding problem with the vacuum appearing in some open sets, or even at a
single point is still unsolved.
Motivated by this observation in [29], when p > 0, for our case under the
assumption (1.8), instead of (1.14), (1.1); can be rewritten as
ur+u-Vu + ,o‘s_lLu
2Ay 51 2y—s-1 5—1 28 a1 a1
:_5__1('0 7)1 Vp 2 _}_—8_1,0 2 Vp 2 -S(u).

Then if we pass to the limit as p — 0 on both sides of (1.15), we formally have

(1.15)

u; +u-Vu=0 when p =0. (1.16)

Thus (1.15)—(1.16) imply that actually the velocity u can be governed by a nonlinear
degenerate parabolic system when vacuum appears in some open sets or at the far
field, which is essentially different from the parabolic system in (1.14) in the sense
of mathematical structure. Based on this observation, we introduce a proper class
of solutions and prove the local-in-time well-posedness of solutions with arbitrarily
large data and vacuum in this class for system (1.1) using a new approach which
bridges the parabolic system (1.15) when p > 0, and the hyperbolic system (1.16)
when p = 0.

1.1. Main Results

In order to present our results clearly, we first introduce the following definition
of regular solutions to (1.1)—(1.3):

Definition 1.1. (Regular solutions) Let T > 0 be a finite constant. (p, u)(x, t) is
called a regular solution in R3 x [0, T'] to the Cauchy problem (1.1)—(1.3) if

(A) (p, u) satisfies the Cauchy problem (1.1)-(1.3) in the sense of distribution;
B) p=0,p7 —p2 €CU0.TL HY), (07 ), € C(0. TT; H);
(©) weC(0.T]; H) N LX(0, T HY), o' V*u € L2(0, T]; L),
u; € C([0, T]; H'Y N L*([0, T1; D?);
D) us +u-Vu=0 holds when p(¢, x) =0,

for any constant s” € [2, 3).

Here and throughout this paper, we adopt the following simplified notations,
most of them are for the standard homogeneous and inhomogeneous Sobolev
spaces:

1flp = 1@y 1Fls =1 lms@sy 1fl2=1Fllo = 1£1l2@3.
DY ={f € Lj,e(®®) : [V*f|, < +00}, D =D"?,

| f1pkr = 1Lf | prr gy Gk = 2),

D'={f e LR :|Vfl <o}k, |flp = Iflpis-

A detailed study of homogeneous Sobolev spaces can be found in [17].
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Remark 1.1. This notion of regular solution for compressible Navier—Stokes equa-
tions was first introduced by YANG and ZHU [44] for one-dimensional case. We
defined the regular solutions in [29] for the case § = 1. Compared with [29], a sig-
nificant difference is that the admissible initial data in this paper are much broader.
Actually in [29], in order to make sure that the source term V log p - S(u) appearing
in the Equation (1.14) is well defined in H? space, we need

p'T e H3R?), Vlogp e LSN D' N DAR?),

which means that the vacuum must and only appear in the far field. In this paper,
we only need

8—1
pT 07 e R,
so the vacuum can appear in any open set or in the far field.
Now we give the main existence result of this paper.

Theorem 1.1. Ifthe initial data (pg, ug) satisfy the following regularity conditions:

=1 _
mzo,(%Z—ﬁ%ﬂw)eH%Mx (1.17)

then there exists a positive time Ty and a unique regular solution (p, u)(x,t) in
R3? x [0, T.] to the Cauchy problem (1.1)—(1.3).

Remark 1.2. In (1.8), the upper bound of § is a technical assumption needed for
the mathematical analysis carried out in this paper. The motivation of such an upper

bound can be roughly described as follows: first, we hope that p = qb% eCl,
which requires that § < 3 near vacuum; second, § < VTH is needed in our estimates
(3.27) and (3.45) in order to deal with a pressure related term. From the earlier
discussion right after (1.8), it is clear that our interval in (1.8) covers a significant
part of physical regime, the bigger 6 makes reasonable sense physically. It would be
interesting to further generalize our result for larger § beyond current upper bound

in (1.8).

Remark 1.3. We remark that the higher regularity of regular solutions is allowed
and propagated in Definition 1.1 and Theorem 1.1. However, from the explanation
in the previous remark, the upper bound of § depends on the order of regularity
of the solutions obtained by our approach. If one wants higher regularity of the
solutions, then the smaller interval of § is allowed within current framework. See,
for instance, our estimates in (3.27) and (3.45) for more details.

Remark 1.4. The weak smoothing effect of the velocity u in positive time ¢ €
[z, Ti], VT € (0, T,), tells us that the regular solution obtained in Theorem 1.1 is
indeed a classical one in (0, Ty ] x R3. The details can be found in the “Appendix”.
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Remark 1.5. We can also consider the flow with external force in the momentum
equations (1.1), such as

(pu); +div(pu @ u) + VP = divT + ph. (1.18)

Assume that
heC(0,T]; H'(R?) N L2([0, T]; H>R?)) (1.19)

for some 7 > 0, then the same conclusion as in Theorem 1.1 still holds if we
replace the condition (C) in Definition 1.1 with

u; +u-Vu=h whenp =0.

To achieve this result, one only needs to make minor modifications on our proof
for Theorem 1.1. We will not go into details on this matter.

As a direct consequence of Theorem 1.1 and by the standard theory of quasi-
linear hyperbolic equations, we have the following additional regularities for some
specially choices of power §:

2
(po, uo) satisfy (1.17), then the regular solution (p, u) obtained in Theorem 1.1
also satisfies

Corollary 1.1. Let 1 < § £ min {% y—l} or§ =2 (y = 3). If the initial data

p—peC(0,T.); HY), p, € C(0,T,); H). (1.20)

Compared with previous results for § = 0 [11] and § = 1 [29], our analysis
in the proof of Theorem 1.1 is quite different. From the observations shown in
(1.15)—(1.16), the behavior of the velocity u near vacuum under the assumption
(1.8) is more hyperbolic than the cases in [11,29]. This phenomenon leads us to
developing a different approach in the analysis on the regularity of u. As a matter
of fact, in [8,10,11,29], the uniform ellipticity of the Lamé operator L defined in
(1.12) plays an essential role. Therefore, one can use standard elliptic theory to
estimate |u|pi+2 (0 < k < 2) by the D¥-norm of all other terms in momentum
equations (1.1); for the case § = 0in [8,10,11], or in (1.14) for the case § = 1 in
[29,46]. However, for our case, it is clear from (1.15) that the standard parabolic
theory only offers the following weighted estimate:

Slae 2 2
pZouel ([0,T]; L"), for [¢|=1,2,3,4.

This estimate alone is not enough for the regularity analysis on « and p. In order
to obtain the desired estimate

ue L0, T], H)NC(0,T]; H*) foranys’ € [2,3)
shown in Definition 1.1, we turn to the help of symmetric hyperbolic structure
u; +u-Vu.

These estimates are accomplished along with a vanishing viscosity limit argument.
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Another challenging question in the theory of fluid dynamics is the problem of
global regularity. This problem is extremely difficult for three-dimensional com-
pressible Navier—Stokes equations, especially when the initial density contains vac-
uum. When viscosity coefficients are constants, global regularity was achieved
when initial energy is small, see [21] for the case away from vacuum, and [22] for
the case allowing possible initial vacuum for the solutions in the class of [8]. In
particular, the results of [22] showed that no singularity will form in finite time
for smooth solutions in the class of [8] if the initial energy is small. On the other
hand, there are a lot of finite time blowup results obtained, say [9,31,35,41,42,44],
for various solution classes or conditions. However, it is not clear yet if such so-
lutions exist locally in time. For our case, when the viscosity coefficients satisfy
the conditions (1.6)—(1.8), we will show that the solution we obtained will break
down in finite time for certain classes of initial data with local vacuum, no matter
how small the initial energy is. This is in sharp contrast to the case of constant
viscosity as shown in [8, 11,22]. This is because our problem behaves more closely
to compressible Euler equations in vacuum region, due to strong degeneracy of the
viscosity.

In fact, we will present two scenarios for singularity development in finite time
from local vacuum initial data. The first one is motivated by XiN and YAN [42],
called the initial data with isolated mass group.

Definition 1.2. (Isolated mass group) (po(x), ug(x)) is said to have an isolated
mass group (Ag, Bp), if there are two smooth, bounded and connected open sets
Ap C R? and By C R3 satisfying

Zo C By € By, C R3;
pox) = 0, ¥ x € Bo\Ao, f po(x) dx > 0 (1.21)
Ap

uo(x)|ga, = uo

for some positive constant Ry and constant vector ug € R3, where B R 1s the ball
centered at the origin with radius Ry.

We remark that, in this definition, the assumption of constant velocity at the
boundary is crucial. We will need it for the proof of Lemma 4.1 later; it cannot be
relaxed using the current argument.

Our first blowup result shows that an isolated mass group in initial data guar-
antees the finite time singularity formation of regular solutions.

Theorem 1.2. (Blow-up by isolated mass group) If the initial data (pg, ug)(x)
have an isolated mass group (Ag, Bo), then the regular solution (p,u)(x,t) in
R3 x [0, T,,,] obtained in Theorem 1.1 with maximal existence time T, blows up in
finite time, i.e., T, < +00.

For the second scenario, we explore the hyperbolic structure for the system in
vacuum region. For this purpose, we introduce the following concept:
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Definition 1.3. (Hyperbolic singularity set) The non-empty open set V. C R3 is
called a hyperbolic singularity set of (pg, uo)(x), if V satisfies

po(x) =0, VYxeV;

_ (1.22)
Sp(Vup(&g)) NR™ #= @, forsome &y eV,

where Sp(Vuo(£p)) denotes the spectrum of the matrix Vi (&).

Remark 1.6. We note that the Hyperbolic Singular Set is a local property. It con-
tains a large class of initial data. For example, one can choose V' to be the ball B, (xg)
with some small positive . Now, choose pg to be any Cgo function such that pg(x)
is identically zero in By, (x¢). In V, we can choose a smooth velocity ug € C§°
such that Vug(xg) has a negative eigenvalue, then it has a negative eigenvalue for
all x € B,(xp) if r is sufficiently small due to continuity. A simple example can
be constructed by setting ug = xo — x in Bs,(xp), and up = 0 outside Bo,11(x0),
then smooth it out using mollifier.

This definition is inspired by the global existence theory of classical solutions to
the compressible Euler equations in [19,36], for initial data satisfying the following
conditions:

e po is small and compactly supported,
e Sp(Vug) NR™ =@, VxeR.

Our second blowup result confirms that hyperbolic singularity set does generate
singularity from local regular solutions in finite time.

Theorem 1.3. (Blow-up by hyperbolic singularity set) If the initial data (pg, uo)(x)
have a non-empty hyperbolic singularity set V, then the regular solution (p, u)(x, t)
on R3 x [0, T;,,] obtained in Theorem 1.1 with maximal existence time T,, blows
up in finite time, i.e., T, < +00.

1.2. Challenges and Strategy of the Proof for Theorem 1.1

Due to its strong physical background, the local-in-time existence of classical
solutions with vacuum initial data to the Cauchy problem of the 3D compressible
Navier—Stokes equations with density dependent viscosities (in a power law man-
ner) is indeed a well-known open problem in the mathematical analysis for the 3D
compressible fluids, which has received extensive attentions in recent years. Sev-
eral leading research groups in this field have raised this important open problem,
such as, page 9 in [6] and page 3 in [23], and it has remained open for quite a
few years. Our existence result, Theorem 1.1, is the first definite answer. The proof
of this Theorem, given in Section 3 below, is rather technical. We now discuss in
greater detail the major challenges and our main observations and ideas regarding
this proof.

The presence of a vacuum in the initial data and in the solutions causes de-
generacy in both time evolution (the coefficient of u; in momentum equation is p)
even when viscosity coefficients are positive constants, and in viscosity when the
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viscosity coefficients are superlinear power of density as handled in current paper.
In fact, our momentum equation can be rewritten as

8 8
plus +u-Vu) +VP= —p°Lu +Vp° - Su).
(_’,_) P (1.23)
degenerate time evolution degenerate Lamé operator

Such double degeneracy makes the problem highly challenging and requires new
ideas.

The first major challenge is to find an appropriate function space for the local
classical solutions. As explained earlier, we will need to find a reasonable way to
smoothly extend velocity into the vacuum region. When viscosity coefficients are
positive constants, with the help of uniform elliptic structure of viscosity, [8,10,11]
used initial compatibility conditions (1.10) to overcome the degeneracy in time
evolution. The initial compatibility conditions (1.10) not only restrict the initial
data, but also lead to the definition of the solutions in homogeneous space. For
instance, for Cauchy problem, the velocity, u, is not in L2, [8,10,11]. For our
problem, the framework of [8,10,11] is no longer applicable since our viscosity
also vanishes at vacuum. Instead, we observe that system (1.1) behaves more like
compressible Euler equations near the vacuum, therefore we will rely more on the
hyperbolic structure of the system near the vacuum. For this purpose, we made
our first important and critical observation that the momentum equation should be
rewritten as (1.15) and thus hoping our velocity u in H> space. The appropriate
density variable is not yet clear at this step, which will be chosen so that we are able
to conduct effective estimates to control the double degeneracy in our problem.

The second major challenge is how to derive effective estimates on density and
velocity that are good enough to define local classical solutions. As explained in the
previous paragraph, in view of equation (1.15), we hope to prove u € H?, and thus
due to the hyperbolic nature of the system in vacuum region, the density or some
appropriate density variable (such as soundspeed in Isentripic Euler case) should
also be in H>. Roughly speaking, from the continuity equation (1.1);, according to
the standard theory for the transport equation, if we want to consider the estimate
for density in H? space, the following information is necessary:

divu € L' ([0, T]; L) and pV3divu € L*([0, T]; L?). (1.24)

When § > 1in(1.6), for the double degenerate equations (1.23), we will instead
use our effective momentum equation (1.15), rewritten as
A 8
ur +u-Vu + —J/V,OV71 ——— el Sw) = —p% ' Lu. (1.25)
y —1 §—1
Formally, under the assumption that the initial data are sufficiently smooth, first
we see that the transport operator u; + u - Vu should provide us with the feet that
u € L®([0, T]; H?). Second, the information that the degenerate elliptic operator
0%~ Lu could give us

/ p‘S*lleu|2dx < 00,
R3
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for k = 1,...,4. Under the assumption that 1 < § < 3, the above regularity
of u seems good enough for the estimates on p in H> space. However, due to
the appearance of terms like VXp®~! . Vu (k = 1,...,4), the regularity p €
L>([0, T]; H?) cannot help us to close the energy estimates on  which is needed to
ensure (1.24). We remark that a similar obstacle appeared in the theory of Isentropic
Euler equations; it was solved by introducing the appropriate density variable, the
sound speed, which symmetrizes the system. In order to explore the symmetry
of the system while balance degeneracy in viscosity, our second important and
critical observation is to introduce the new density variable ¢ = p%, satisfying
the following equation:

§—1
¢ +u-op+ ch)divu =0. (1.26)
Now,

ue L%([0, T]; HY) and f SVl dx < 0o
R3

is exactly good enough for the estimate on the new variable ¢ in H> space, which
is the desired condition that can help us to close the estimates on «. With the help
of this new variable ¢, we find the appropriate function space for our solutions, and
give the definition of the regular solution in Definition 1.1. It further helps us to
rewrite the momentum equations (1.1), into (1.15), or

20y 2y—s-i 26 2
ur+u-Vu+ ——¢ 51 Vp — —— ¢V -Su) = —¢“Lu.
principle order degenerate Lamé operator

lower order source term

1.27)
Now, at least formally, we have obtained one carefully chosen effective structure
(1.26)—(1.27) to control the behavior of the solution in the regions with or without a
vacuum in a unified way. We remark that, to the best of our knowledge, the variable
¢, defined from viscosity coefficients, was not introduced before for the purpose of
the local existence of classical solutions.

The last, but not least, major challenge is to construct successful approximation
solutions, carrying effective uniform estimates without derivative loss, converging
to a solution. For nonliear degenerate systems, it is not rare that the approximation
is missing even when the estimates are available. There are nearly infinitely many
ways to linearize and approximate the problem; it is non-trivial to choose the good
one. We will achieve this by choosing an elaborate linearization based on a careful
analysis on the nonlinear structure. In (1.26)—(1.27), u; + u - Vu will be regarded as
the principle part to control the regularity of the velocity in A3, and ¢*Lu is only
used as a source term. The only contribution of ¢> Lu is to provide the L estimate
of ¢V*u that will be used in the L? estimate of V3¢. Therefore, we regard the
system (1.26)—(1.27) as a hyperbolic one with some density-weighted higher order
source terms even though it is actually a degenerate parabolic system. With this
strategy, we have to choose a specially designed linearization with a well-balanced
artificial viscosity (for instance, no viscosity is added to the mass equation) approach
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to construct the approximate solutions, which offer estimates independent of the
lower bound of initial density and the artificial viscosity. It is not clear if other
linearization approaches will work, but the following one succeeded:

§—1
¢ +v-Vop + ——ydive =0,
y 32 5 5 5 (1.28)
u,+v-Vu+mV¢5—l + (@ +n°)Lu =V¢~- QW),

where ¢ and v = (v(l), v@, v(3))T € R3 are given functions satisfying (¢, v)(t =
0,x) = (¢o = 0, up) and (3.9). It should be pointed out that there exists a carefully
chosen compatibility between the last term % Ydivv on the left hand side of (1.28)
and the viscosity term (¢2 + nz)Lu in (1.28),. Then, based on the uniform energy
estimates of the linearized problem and some iteration scheme, we can offer the
answer to the local-in-time well-posedness of such kind of degenerate system. We
remark that our analysis did not solve the well-posedness problem for all possible
& > 1 even with the help of our effective system and the effective estimates. The
detailed analysis is presented in Section 3.

1.3. Outline of the Paper

We now outline the organization of the rest of this paper. In Section 2, we list
some basic lemmas to be used later. Section 3 is devoted to proving Theorem 1.1
and Corollary 1.1. Based on the strategy mentioned in Section 1.2, we first reformu-
late our problem into a simpler form in terms of some new variables, and then give
the proof of the local existence of strong solutions to this reformulated problem,
which is achieved in four steps: (1) we construct global approximate solutions for
a specially designed linearized problem with an artificial viscosity n*>Lu in mo-
mentum equations; (2) we establish the a priori estimates independent of artificial
viscosity coefficient 1; (3) we then pass to the limit  — 0 to recover the solution
of this linearized problem allowing degeneracy in the elliptic operator appearing
in momentum equations; (4) we prove the unique solvability of the reformulated
problem through a standard iteration process. Section 4 is devoted to proving the
finite time blowup shown in Theorems 1.2—1.3. Section 5 is the “Appendix” where
we prove the fact that the regular solution we obtained in Theorem 1.1 is indeed a
classical one in (0, T].

Finally, we remark that our framework in this paper is applicable to other phys-
ical dimensions, say 1 and 2, with some minor modifications. This is clear from the
analysis carried out in the sections to follow.

2. Preliminaries

In this section, we list some basic lemmas to be used later. The first one is the
well-known Gagliardo—Nirenberg inequality.

Lemma 2.1. [24] For p € [2,6], g € (1,400), and r € (3,4+00), there exists
some generic constant C > 0 that may depend on q and r such that for
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feH'(R® and ge LYR* N DV R,

we have =)2 G632
IfIh S Clfly v rs? ,

(2.1)
-3)/(3 -3 3r/(3 -3
|g|oo §C|g|g(r )/ Br+q(r ))|Vg|rr/( r+q(r ))
Some commonly used versions of this inequality are
1 1
luls < Clulpr. |uloo < ClulgIVulg, luloo < Cllullyrr. — (22)

The second lemma is a collection of compactness results obtained via the
Aubin-Lions Lemma.

Lemma 2.2. [37] Let Xo C X C X be three Banach spaces. Suppose that X is
compactly embedded in X and that X is continuously embedded in X 1. Then the
following statements hold:

(1) If G is bounded in LP(0, T; Xg) for 1 < p < +o0, and 33—? is bounded in
Ll(O, T; X1), then G is relatively compact in L? (0, T; X).

(2) If G is bounded in L*° (0, T'; X¢) and % is boundedin LP(0, T; X1) for p > 1,
then G is relatively compact in C(0, T; X).

The next four lemmas contain some Sobolev inequalities on the product esti-
mates, the interpolation estimates, the composite function estimates, etc., which
can be found in many works, say MAJDA [32]. We omit the proofs of them.

Lemma 2.3. [32] Let constants r, a and b satisfy the relation
1 1 1
—=—+—, for 1<a, b, r < +oc.
r a b

Vs > 1, if f, g € WS4 N WSP(R3), then

IV (f8) = FV°glr < Cs(IVf1al V'~ gls + 1V° flolgla), (2.3)
V() = fV°elr < Cs(IVF1al V" gls + IV Flalgls), (2.4)

where Cg > 0 is a constant depending only on s, and V* f (s > 1) stands for the
set of all partial derivatives 03 f of order |£| = s.

Lemma 2.4. [32] If functions f, ¢ € H® and s > %, then fg € H¥, and there
exists a constant Cy depending only on s such that

Ifglls = Coll flsllglls-

Lemma 2.5. [32] If u € H?, then for any s’ € [0, s, there exists a constant Cg
depending only on s such that

s/

-9 s’
lully = Csllullg * llulls"
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Lemma 2.6. [32]

(W Iff, g € HHNL® and || < s, then there exists a constant C depending only
on s such that

197 (f)lls < Cs(I flool Vgl2 + 1glool V* £12)- 2.5

(2) Let u(x) be a continuous function taking its values in some open set G such
that u € H* N L, and g(u) be a smooth vector-valued function on G. Then
for s > 1, there exists a constant Cg depending only on s such that

9 ]
Vig@h < G 25| i IV ulz. 2.6)

du lls

The following lemma is a useful tool to improve weak convergence to strong
convergence:

Lemma 2.7. [32] If the function sequence {w,};° | converges weakly to w in a
Hilbert space X, then it converges strongly to w in X if and only if

lwlix = limsup,_, o llwnllx.

3. Existence of Regular Solutions
In this section, we aim at proving Theorem 1.1 and Corollary 1.1. To this
end, based on the strategy mentioned in Section 1.2, we first reformulated our

main problem (1.1)-(1.3) into a more convenient form. Since we will repeat the
integration over R? for many times, we will adopt the simplified notation

/f:/R3fdx,

throughout this paper without further specification. All other integrals will be spec-
ified when they appear.

3.1. Reformulation

Setting ¢ = p% , system (1.1) can be rewritten as

6—1
¢ +u-Vo + ——odivu =0,

2Ry 2 , ) (3.1
uf—I-M-VI/l-Fm(P ST Vo +¢“Lu=Vo© - Qu),

where s 5
Q) = +— ((Vu + (Vu) ") + Bdivuls) = S50 (3.2)

The initial data are given by

(¢, W)]i=0 = (¢o, up) (x) = <p05 (x),uo(x)), x e R, (3.3)
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with the far field behavior
@0~ @0 =(77,0), as x|—>+o0, 120 (4

To prove Theorem 1.1, we first establish the following existence result for the
reformulated problem (3.1)-(3.4), and then in Section 3.6 we will show that this
result indeed implies Theorem 1.1:

Theorem 3.1. If the initial data (¢o, uo)(x) satisfy
¢0 >0, (do— @, uo) € H, (3.5)

then there exists a positive time T, and a unique strong solution (¢, u) on R? x
[0, Ti] to Cauchy problem (3.1)—(3.4), that is, (¢, u) is a solution of the Cauchy
problem (3.1)—(3.4) in the sense of distribution and satisfies

¢ —¢ € C(0, T.]; H?), ¢ € C([0, Tu]; H?),
ue C(0, T.); H )N LX([0, T); H), ¢Viu e LA(0, T]; L?),  (3.6)
u, € C([0, Tl; HY N L*([0, T,]; D),

for any constant s' € [2, 3).
We will prove this theorem in the subsequent four Sections 3.2-3.5 as explained
in the introduction.
3.2. Linearization with an Artificial Viscosity

In order to construct the local strong solutions for the nonlinear problem (3.1)-
(3.4), we first consider the following linearized problem:

s§—1
¢ +v-Vop + ——¢dive =0,
2y-2
U+ Vu+ LV IT + (@2 +nP)Lu = V2 - Q(v), 3.7)
y —1 :

(@, W)li=0 = (¢o(x), uo(x)), x € R?,
(@, u) = (¢,0), as |x] > +oo, >0,

where n € (0, 1) is a constant and

Q@) =

s (@(Vu+ (Vo)1) + Bdivulz) = %S(v). (3.8)

Here ¢ and v = (v(l), v, v(3))T € R? are given functions satisfying the initial
assumption (¢, v)(t = 0, x) = (¢o, uo) and the following regularities:
V=9 eCU0,TI; H), € C(0,T]; HY),
ve (0, T]; H )N L®([0,T]; H?), ¥V*ve L*(0,T]:L%), (39
v € C(10, TI; HY) N L2([0, T; D?),

for any constant s’ € [2, 3) and fixed time T > 0.
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Such a linearization is specially designed to serve our purpose. Unlike [29], here
we have to keep the positive and symmetric hyperbolic operator in the momentum
equations. More precisely, we linearize

ur+u-Vu —> us+v-Vu,

instead of u; +u-Vu — u;+v- Vv asin[29], which plays a key role in the analysis
on the regularities of velocity u. Generally speaking, in the proof of the existence
to come, we will make a full use of the transport property of the hyperbolic part
uy + v - Vu. On the other hand, the strong diffusion term (¢2 + nz)Lu helps to
ensure the global existence of the linearized problem. Moreover, we remark that
there exists a carefully chosen compatibility between the last term %wdivv on
the left hand side of (3.7); and the viscosity term (¢* + n*)Lu in (3.7)>. Because
of the lack of positive lower bound for ¢y, it is not visible to show that there exists
some constant C independent of 7 such that

lull 20, 71: 0% = C-

Therefore, in order to obtain a finite upper bound of |¢| 3 independent of n from the
continuity equation (3.7);, we need a good estimate like YV e L2([0, T1; L?).
For our solution (¢, u), ||¢V4”||L2([0,T];L2) < C can be obtained by the smooth-
ing property of the artificial viscosity term (¢> 4+ n?)Lu. It is not clear if other
linearization approaches will achieve the same goal, this one (3.7) succeeded. The
details can be found in Lemmas 3.2-3.4.

As mentioned above, a rather standard method gives the following global exis-
tence of a strong solution (¢, u) to (3.7) for each fixed n > 0:

Lemma 3.1. For each fixed n > 0 and any T > 0, assume that the initial data
(¢o, ug) satisfy (3.5). Then there exists a unique strong solution (¢, u)(x,t) in
R3 x [0, T to (3.7), that is, a solution satisfying the Cauchy problem (3.7) with
the regularities

¢ —¢ € C(0, T, H), ¢ € C([0, T]; H?),

e C(0. Tl HY) N L>®([0, T} H), ¢V*u e L2(0.T]; L?),  (3.10)

u; € C([0, T1; H') N L*([0, T1; D).

Proof. From (3.7), we know that ¢ — ¢ satisfies the following Cauchy problem of
a linear transport equation

— 5—1 _
¢>,+U-V(¢—¢)=f=——2 Ydive, ¢o—¢ € H>,
where the inhomogenous source term f satisfies

f e L>®(0,T]; H*) N L*([0,T]; H?)
and f, € L*([0, T]; L>) N L*([0, T1; HY).
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Then the existence and regularity of a unique solution ¢ — ¢ in R? x [0, T'] to the
above Cauchy problem can be obtained by the standard theory of transport equation
(see the proof of Lemma 6 in [10]) with the help of Lemma 2.2.

After establishing ¢ from (3.7)1, for n > 0, (3.7); becomes a linear parabolic
system of u:

2
u+v-Vu+ (@ +n)lu=g= — Ve +V¢? - Q(v),

where the inhomogenous source term g satisfies
g€ L®(0, T H?) and g € L¥(0,T]: L) N L*(0, T]: H').

Then it is not difficult to solve u by the standard parabolic theory (see the proof of
Lemma 2 in [11]). Here we omit the details. 0O

In the next two subsections, we first establish the uniform estimates independent
of n, then we pass to the limit  — 0.

3.3. Uniform a Priori Estimates Independent of n

The main task of this subsection is to establish some local (in time) a priori
estimates for the solution (¢, u) to (3.7) obtained in Lemma 3.1, independent of
the artificial viscosity coefficient . For this purpose, we fix a T > 0 and choose a
positive constant cq large enough such that

2+ ¢ +1dolos + llgo — Bl + lluollis < co. (.11

We now assume that there exist some time 7* € (0, T) and constants ¢; (I =
1,2, 3, 4) such that

l<cp=c1Scr=c3= ¢y,

and

sup (w15 + I1v (@) — @115 + lvOlIf) < cf,
0<1<T*

T*
sup (|w,<t)|%+|v(r>|§)2+|vt<r)|%)+/ (1w v3oB + 1wl ) ar < 3,
0StST* 0

T*
ess sup (m(r)@l+|v(r>|§,3+|vt(r>|§)l)+f (1094l +uf, ) dr =,
0St<T* 0

sup ¥ (D5, < .
0<i<T*
(3.12)
We shall determine 7* and ¢; (i = 1, 2, 3, 4) later, see (3.64) below, so that they
depend only on ¢p and the fixed constants p, o, B, ¥, A, 6 and T'.

Let (¢, u)(x, t) be the unique strong solution to (3.7) in R3 x [0, T']. We start
from the estimates for ¢. Hereinafter, we use C > 1 to denote a generic positive
constant depending only on fixed constants p, «, B, ¥, A, é and T, which may vary
each time when it appears.
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Lemma 3.2. Let (¢, u)(x, t) be the unique strong solution to (3.7) on R3 x [0, T].
Then
-2 2 _T2 < o2
L+¢" + oI5 + o) — ¢35 = Ccyp,

g (D)5 < Ccl. (D7 £ Cc3. (D)7 < Co,

for0 <t < Ty =min(T*, (1 4 ¢3)72).
Proof. Let ¢ = ¢ — ¢. Then from (3.7);, we have
- -~ 8§—=1
¢t+v~V¢+delvv =0. (3.13)
Applying the operator 3¢ < l¢] < 3) to (3.13), we obtain
G G ¢ 7 S Ak PYSRR
;) +v-Viyp=—0;(v-Vp) —v Vo) — Tax (¥divv). (3.14)
Multiplying both sides of (3.14) by 8)% $, and integrating over R3, we get
1d ~ . - ~ -
510501 = C (1divelclf B3 + AT10f B2 + AS[0£012) . (.15
where
A =185 - V) —v-Valdh, A5 =9 (Wwdivo)|o.
From Lemma 2.3, lettingr = b =2,a = 400, f =v,g = V(i in (2.3), we obtain
Af £ € (1V01lVE1BL2 + 1V Bloolof w12 ) (3.16)
Now we consider the term Ag. When |¢| £ 2, it is easy to show that

AS < Ce(Wloo + IV 1) 0 ]15: 3.17)

when [¢| = 3, we have

A5 SC (1WAl + 199 - V3ol + 929 - V2ol + V3 - Volo)

(3.18)
<c (Vb + 1V¥lallvlls ).
Combining (3.15)—(3.18), we arrive at
d - 7 4
1@l £C (10318113 + (V1o + IV I I0]13 + [99*vl2)
dr (3.19)

<C (calllls + 3+ [V ulz)

From Gronwall’s inequality, we have

t
16113 =(Iigo — Blls + cFr + /O [V *ul2 ds) exp(Cest). (3.20)
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Therefore, observing that

1
2 1

t t
/ YV ds < 12 (f |wv4v(s>|%ds) < Cest?,
0 0
we get
(1) —plls < Ccop for 0 <t < Ty =min(T*, (14 ¢3)72).

The estimate for ¢, follows from the relation

¢ =—v- -V — %wdivv.
For 0 < t < T, the following estimates hold:
g (D)2 = C(Iv(D)]6I VP (D)3 + ¥ ()]ooldive(r)]2) < Ccf,
g (D p1 < C(Iv(O]ool VD2 + VOB 6| VO (D)3 + [¥ (D)oo VU |2
+ Vo6l VY ()]3) < Cc3,
6 (D p2 < C(Iv(O]ool VD)2 + VU)o VR (1) ]2 + [V20(1)]6] VO (1)]3

1Y O lool Vo) |2 + VY (D)oo VEO0) |2 + V2 (1) 2] VU1 |oo)

<cC c%.
(3.21)
These complete the proof. O

Now we turn to the estimates for the velocity u in the following two lemmas.

In view of (1.8), we define
4y — 4
K = 4 > 8

6—1

The following lemma gives some lower order estimates for the velocity u:

Lemma 3.3. Let (¢, u)(x, t) be the unique strong solution to (3.7) on R3 x [0, T].
Then

t
@I} SC3, 1u@ Ry + lu (03 + /O (1692 + ()3, ) ds < e

for0 <t < Tr = min(T*, (1 + ¢3)~2K).
Proof. The proof will be carried out in two steps.
Step 1 We estimate |8§ ulp when |¢| £ 2. Taking Bf on equation (3.7),, we have

@%u), +v-V@©OLu) + (> + nHLdbu
= —%a)fw% + V¢ 350w) — (3 (v- Vu) — v - V(3iu))
— (956 + ) Lw) — (¢* + ) L)

+ (3962 - o)) — VP - 8 0(w)). (3.22)
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Multiplying (3.22) by 8§ u on both sides and integrating over R? by parts, we have
1d .
53|l + oy 82 + V@IS + (@ + Pl §? + nPdivdful3
5—1 ) 2
= —/(U.V(a§u)).a§u— —/ (V(qb +7 ).Q(a§u)).a§u
Ay

—m/afvwl a§u+/v¢2-a§Q(U)-a§u

—/(3§(U-Vu)—v~V(a§u)).a)gu (3.23)

- / (a§<(¢2 +nP)Lu) — (¢* + nZ)Lagu) - 3%u
7
+/ (8§(V¢2 Q) — Vo© - 8§Q(v)) c0fu=:)"1.
i=1

Now we estimate the last part of (3.23) term by term. Using Holder’s inequality,
Lemma 2.1 and Young’s inequality, we have

L = —/(v V@S u)) - 85u £ CIV|ooldéul3 £ Ces|dbul3,
§—1
12=—Tf(V(¢2+n2>-Q<a§u>)-a§u
< CloV (O3 |2| Vloold5 ul2

< ClY @2+ n2V(@0Lu) 2| Veplool 95l

< %| ¢+ 2V (@i u) 3 + Ccllabul3. (3.24)
For the term I3, it is obvious that
A Ay
13=——”1/ Vol T afu——I/a%a T divolu. (3.25)
y — [—
Since 1 < § < y—+l M > 4. Then for |¢| = 0, one has

2A)/ 2y—8§—1
= 3_1/05 = V¢ u S Clplos ™ IVPlaluly

4y—26-2 4y—4

< Clplos” " IVR + Clulj < Cey™! + Clul3.
When 1 < |¢] £ 2, we have
Ay

2y-2
Iy =—"— [ 85¢ 5T divd’
3 v —1 x¢ voyu

(3.26)

2y-2

< (il

— 2 _2_
2\ Vehlpdivaluly + g1 IV2pllpdiveSul,
2)/ 2

+lpl |V¢|6|V¢|3|¢div8§u|z)
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32 ¥
< (Bl IVellz + 19l IVeloIVel) gV (@l
2y—8—1 4y—25-2

=l A2
S Cey " 1pV(sw) S Cey 7T+ %I ¢+ 2V (@3,

which, combining with (3.26) and § > 1, implies that

4y—4

13§%| @2+ 2V @ u)3 + Clul3 + Cey ™", for |¢] < 2.

For the term Iy, it is not difficult to show that
14=/V¢2-8§Q(v)~8§u
<C|ploc| VOl V2185 uls < Cc3l8iuly, for |¢] < 2.

For the term I5, we have

Is = —/(8§(v~Vu)—v-V(8§u))-8§u
<185 (v- Vi) — v - V(@u)l2|88ula
< CUVvloollVaullt + 195 vl6| Vael3) [0 ul2
< Cesllull3 + Ces|Vul3|3buly < Cesllull, for 1< |¢] <2.

For the term Ig, when |£| = 1, we have,

Is = — / (a§ (@ + nP)Lu) — (¢* + n*) Lo} u) O u

< Cl1a5((@* + nHLu) — (@ + n*)Ldula |9 ul
< CIV@? + 1) lool Lul2|dSul
< Clolool Voloolul pilul p2 < Cc§lIVulli.

When |¢| = 2, we have

Is = —/ (a;;((¢>2 F0?)Lu) — (¢ + n2)La§u) - 8%u

A

C/ (IV2l1gLul + VP |Lul + 16V Lul Vo] ) 05 u

(3.27)

(3.28)

(3.29)

(3.30)

(3.31)

< C(IV201316V2ulo| V2ulz + IV olully + V@locld V2 ula| V2ul2)

o
< CIVI3lulte + 5516V ul3
o
< Ccplulla + 551y 9% +m2Vul3,

where we used the fact that

1pVZule < CloViulpt < C(IVPloolViulr + [V ul).

(3.32)

(3.33)
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Combining (3.31)—(3.32), we then have
o
lIs <5582 + 0 V2uls + Cejivulli. for 1< 17 2. (3.34)
Term I can be controlled as follows:

b= [ (99 00o) - V9?5 0w)) -8

(3.35)
< 195(V* Q) — V9?05 Q(v) 205 ula.
When [¢| =1,
105 (V? - Q) — Vo - 3L Q)2 336)
< C(VPIZIVV + [lool V12| Vo) < Co3:
when [£| = 2,
105 (V§® - Q) — Vo - 3 Q)2
< C(|V¢|§O|V2v|z + 16100l V2l V2013 (3.37)
+ 1810l V312 Volos + [V oo V2912 Vlec ) < €,
which, combined with (3.35), implies that
I £ Cc3|8éuly, for 1< (¢] 2. (3.38)

Therefore, from (3.23)—(3.24), (3.28)—(3.30), (3.34) and (3.38), we deduce that
d
3 413+ 1 9% + 12V3ul} < Ceul + Ces (3.39)

Now Gronwall’s inequality implies that

t
lu(o)13 + f I #2 + n2V3ul3ds < (CcXt + llugll3) exp(Ccdr) < €}
0

(3.40)
for0 <t < T, = min (T*, (1 + ¢3)72K).

Step 2 We estimate |8§ us|2 when |¢] £ 1. From the momentum equations (3.7)s,
we have

Ay 2 2, .2 2
ks = [0 Vit LV ET 467 4 nP)Lu — V97 00,

2y—-2

< (IvlslVuls + Igl ™

<ccf.

1
V612 + 167 + 1Ploclit] 2 + 9 1oc] Voo V012 )

(3.41)
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Similarly, for |u;|p1, we have

1

A 2y—2
el pr = [0 Vi + y__)’lvw% + @+ 1)Lu— V! Q)|

2y-2 y—2

r=2_ =2
< C<||U||2||VM||1 ol IVl +Idleo " IVP2Vl

+ 18 + 1Plocly 97 + 12Vulz + 9locl Vo loolul p2
+ (8% + IVoIDIVollL)
§c(c§ + col/ 9?2 + 772V3u|2), (3.42)

which implies that

t t
/0 |u,|2D1 ds < C/O (3K + /92 + n2V3ul3) ds < Ccf
for 0<¢< T =min(T*, (1+¢3)"2K). o

Finally, we give the higher order estimates for velocity u such as |u o, 7. p3)
and | V4u| £2(j0, 7 22) through an accurate analysis on the artificial viscosity (¢*+
2
n°)Lu.

Lemma 3.4. Let (¢, u)(x, t) be the unique strong solution to (3.7) on R3 x [0, T'].
Then

t
(P + (3, + /0 (16V*u)B + lus ()2 ) ds < Ce3¥

for0 <t < T3 =min(T*, (1 + c3) 2K,

Proof. The proof is divided into two steps.

Step 1 The estimate of |8§ ulp for [¢| = 3. Multiplying (3.22) by 8,% u on both sides
and integrating over R> by parts, we get

1d .
55|a§u|%+a| 2+ 2V (@i u) 3 + (@ + B)ly/ ¢* + n2divalul3

_ —/(v-V(a,%u)) 9bu— (S;—I/(V(¢2+n2) L0k u)) - du

Ay
-
—f(a§(u-Vu)—u-V(a§u))-agu

2y-2
/a)fvw% .a§u+/v¢2.a§Q(v)-a§u

- f (8@ + nHLw) — @ +iD)L0u) - o

14
+ f (8§ (Vo - Q) — Vo - 3 Q(v)) Sy = ZS:I’" (3.43)
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Now we estimate [; (i = 8, --- , 14) term by term. Similarly to the derivation
of (3.24), the first two terms can be treated as follows:

Iy = —/(v -V(3%u)) - 85u £ Cezldtul3,

Iy = _% /(V(¢2 +17%) - 0@%u)) - 3u (3.44)
o

2 |

[IA

2 + 2V (@su)|5 + Cchldbul3.
For the term 719, when || = 3, one has

Ay

y—1
-2 -2 -2 .

§C/(|¢>| STV + 191 T VIV + 161 T 2V ) lgdivsul

A 2y—2 2y—2
110=—y71/1/va§¢‘3yj 9%u = /8§¢<§deivafu

SRS S ¢ 2 -3 ¢
< C(IV0LIVOLlgls T IBV@iwl2 + [V PLIVelxldl | @V@iwl:
y=2_,
+IVLIgls | I#Vnl2)

4y—4 4y—4

21014 (4 5T 8 221002 o T 0 3,200 T
< C(IVPBIVSIAIdla T + IVPBIVRIel T+ VieBlela T )

o [Ny
+ %Ifﬁv(ax u)l3
4y—25-2 o
SCep T+ g+ V@I,
(3.45)
For the term I71, from integration by parts, we have

L =/v¢2-a§Q(v).a§u

< C/(|V2¢||V3v||¢a§u|+ VIV vl|9ul + |V¢||v3v||¢va§u|)

IIA

C (192615192 vl2lg0fuls + V91 V2 vlaldula + [Vl V3@V (3012 )

< C(IV213 V32 (16 V 05w + [Vl 05 ul2) + o5 ulz + 3@V OS2 )
o
< C(cllaguls + ) + 5cl\/9? + V@SR,
(3.46)
where we used the fact that
[¢V3uls < CloVoulpr S C(IVBloo| Voul2 +[¢VFul2).  (3.47)

For the term I3, letting r = b = 2,a = 400, f = v, g = Vu in (2.3) of
Lemma 2.3, from (3.40) we obtain
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I = —/ (ag(v Vi) —v- V(agu)) -85 u
< 195 (v - Vu) — v VO{w)la|duly
< C (1901ocl Vula + V3012 Vtloo ) (95 ul
< C<C3|V3u|2+C%IIVu||2|V ul2)
< € (ealV3ul} + esteo + [V2ul) | Vulz )
(c |v3u|§+c§). (3.48)
For the term /3, from |{| = 3 and (3.47) we have
ha = = [ (@56 + )L = @+ )L -8
< ¢ [ (I9°l1Luligsiul + 99115l Lulloful + V6PV LuloSul)
+C [ (IVolovLulBEul + 195> Lulla a5ul)
< C(IV29121V2ula1¢V3uls + V1ol V20131 V2ul | Viul2 + [V 2 V2ul3
+ V20151V ul21 V2 uls + [Vlool$V*ula | Vul2)
1 1
< (ol V2ul31V3ul3 (169 ulz + V61| Vul2)
+ colul p3 (19V4ul2 + |Vl V3ul2) + cé|u|%,3) + 2“—0|¢v4u|%
<cC <c§|u|%; + C§K+4) + ;—OI #2 + n2Vul3.

(3.49)
For the term /14, we notice that

0f(V$* - 0(1) = Vo - 3£ 0(v)
i j k j k i
= Y i (ConVaE 97 05 0w + Cap VoL H g2 - o 0 (w) )

1<i,j k<3

+Vaie? - 0v),
where ¢ = ¢! + ¢? + ¢ for three multi-indexes ¢ € R? (i = 1,2, 3) satis-
fying [¢'| = 1; Cy;jx and Co;jx are all constants. The summation is through all
permutation on i, j, k. [;jx = 1if i, j and k are different from each other, and

otherwise /;jx = 0 since there is no duplicated differentiation with respect to such
decomposition on ¢. Then, we deduce that

ha = / (5(V$? - Q) — Vop? - 95 Q(v)) - 5 u

i j k
:/(Zzi,-kcwkvag ¢ 9L e Q(v))-aﬁu

i,j.k
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j k i
+ [ (S icanva+'a? o o) - o

ik
+/(va§¢2-Q(v))-a§u
=: la1 + Laz + 3. (3.50)

It follows that

Ly =

—

(D" trCupvag ¢+ 0w ) -
i,j.k

< C (VORI VPulal V3ola + V3ol 6 V3ulel V2613 )

<cC <c§|v3u|z +3(Iy 92 + n2Viulr + |V¢|oo|v3u|z)>

<C§|u|D3 +c‘3‘) + 20| @2 +n2V4u|2, s
(3.51)

= [ (X tnCavof+ 9% o o)) - o

i,j.k
V241219201518V uls + [V @loc | V2915 V20l6| Vul:

c( |v3u|2+c§(|,/¢2+n2v4u|z+|V¢>|oo|v3u|z))

o
<c <C3|u|D3 +cg‘> + 597+ P Vul

~
5
m\,ﬁ

A

For the term 7143, from integration by parts, we have

L4y = / (V3§¢2Q(v)> .8§u
3
_ t—tig 2 agt L q¢
f;(ax Ve? - 85 0 (v) Bxu>

3
S YA—
i=1

=: I431 + I432.

(3.52)

For simplicity, we only consider the case thati = 1, the rest terms can be estimated
similarly. When i = 1, the corresponding term in /1431 is

I = f 05tV 0 0(v) - dfu
C (IV3@12IV20316 V2uls + V6 oo V2l6| V2013 Vul2
< € (lulps + A(#Vul + [VVulz) )

07
< c(SBulp + cg‘) + oIV + V42, (3.53)
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and the corresponding term in /1433 is
1 2443 1
A K R Y ORI
e ypat’ g
=2 (ax Voo + 95 Vol ¢>)) QW) - 85+

- 2/ (a§3v¢a§2¢ 4 v¢a§2+¢3¢) Q@) - 85+
=:lpa+1Ip+1Ic + Ip.

It is not hard to show that
Iy = _2/ (3§2+§3V¢¢) S 0W) - 3§+§'u
< CIVPBLaI Vol @VHuly < €} + 182 + 2V iul.
For the term /g, from integration by parts, we deduce that
Iy = —2/ (a§2v¢a§3¢)) QW) -85ty

- 2/a§1[(a§2V¢8§3¢)) : Q(v)]~8§u

(3.54)

(3.55)

= Cf(|V3u||w|(|v2¢|2+|V¢||v3¢|)+|v3u||v2v||v2¢||V¢|)

< C(IV2131V2016|Vul2 | Vvloo + V32| V01oo| V3121 Voo

+ IVl V2015 V2616l Vol )
§CC§|V3L{|2.

Similarly to Ip, we have
Ic + Ip < C3|V3ula,

which, combined with (3.50)—(3.57), implies that
Ly < {x—ol 2 + n2V4ul3 + Ccilul ps + Cci.
Thus, from (3.43)—(3.49) and (3.58), we arrive at
%m@,g + /<¢2 +1)IVAul? £ Ceflulgs + Ce3F

Then from Gronwall’s inequality, we have

(3.56)

(3.57)

(3.58)

(3.59)

t
() + /O V&2 +n2V*ul3ds < C(luol2s + c3¥ ) exp(Cedr) < Ccf

for0 < ¢ < 75 = min{T*, (1 +c5) K.

(3.60)
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Step 2 The estimate for 1051;]» when 1 < |¢| < 2. First, from (3.42) we have
e p1 < C <c§ + ol + n2v3u|2) <c (cgf + cg) <ck. @6
Similarly, from the momentum equations, we also have

Ay o w2 5,
quIDz=‘v-Vu+ﬁV¢ T +(¢" +n")Lu —

2 2y-2

LS 3 ST 2 2
< C(||U||3||VM||2+|¢>|oo |V ol2 + |dlso Vo3IV dle

2y=2_
1Bl IV IVeL: + I\/rb2 + 772|oo|\/¢2 + 2Vl
+ (loo + IV I2)*lull3 + ||v||3))

<c (c§ +coly/¢? + n2V4uI2> , (3.62)

which implies that

T3 T3
/() |”f|2D2 ds < C/O (c%K + Al o? + n2V4u|%> ds £ Cc}.

O
Combining the estimates obtained in Lemmas 3.2-3.4, we have
1+8” + 1602 + o) — $13 < Cc,
(D3 < Cet, 1 (D3 S Cc3. (D)%, < Cch
lu@®I] £ Ccg. u®52 + lu (D)5 + fo (|¢v3u|% + |ut|§)1)ds < Ccff,
() s + | ()71 +f (|¢v4u|§ + |ut|§)2) ds < C5¥ (3.63)

for 0 < ¢ < min(T*, (1 + ¢3)~2K=%). Therefore, if we define the constants c;
(i=1,2,3,4)and T* by

K2 +K+1 K2

1 . O (3.64)
ca=C15=Ck +K+7c3’< , and T* = min(T, (1 +c3) 2K,

1
=CZcp, = C2cl :C co, C2c2 =C 2

then we conclude that

1+ + sup (6% + o) — 13 + lu@)}) <

0St<T*
«

T
sup (|¢,<z)|%+|u(r>|§)z+|ut(r>|%)+/0 (16923 + ucl2 ) dr < 3,

0<t<T*
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T*
ess sup (I (D3, + @y + lu (O)) + / (16 V*uld + i3, ) ar < 3,
05t <T* 0

sup [y ()72 = - (3.65)
0t <T*

3.4. Passing to the Limit n — 0

With the help of the n-independent estimates established in (3.65), we now
establish the local existence result for the following linearized problem without
artificial viscosity under the assumption ¢o > 0:

51
¢r +v-Vo + ——dive =0,
U+ v-Vi+ Y VT 4 6P Lu = Vé? - Q)

' — = : (3.66)

(¢, W)li=0 = (¢o(x), up(x)), x e R3
(¢, u) — (¢,0), as |x| — +oo, ¢>0.

Lemma 3.5. Assume that the initial data satisfy (3.5). Then there exists a unique
strong solution (¢, u)(x, t) to (3.66) such that

¢ —¢ e C(0,T*]; H?), ¢ € C([0, T*1; H?),
ue C(0, T*; H) N L0, T*]; H), ¢V*u e L2([0,T*]; L% (3.67)
u, € C([0, T*1; HY N L%([0, T*]; D?)

for any constant s’ € [2, 3). Moreover, (¢, u) also satisfies the a priori estimates
in (3.65).

Proof. We shall prove the existence, uniqueness and time continuity in three steps.
Step 1 Existence. From Lemma 3.1, for every n > 0, there exists a unique strong
solution (¢", u)(x, t) to the linearized problem (3.7) satisfying the estimates in
(3.65), which are independent of the artificial viscosity coefficient 7.

By virtue or the uniform estimates in (3.65) independent of n and the com-
pactness in Lemma 2.2 (see [?]), we know that for any R > 0, there exists a
subsequence of solutions (still denoted by) (¢”, u™), which converges to a limit
(¢, u) in the following strong sense:

(@",u"y — (¢,u) in C([0, T*]; H?(Bg)), as n — 0. (3.68)

Again, using the uniform estimates in (3.65) independent of 1, we also know
that there exists a subsequence (of subsequence chosen above) of solutions (still
denoted by) (¢", u), which converges to (¢, u) in the following weak or weak*

sense:
(@7, u") — (¢,u) weakly* in L*([0, T*]; H*(R?)),

¢! — ¢ weakly* in L([0, T*]; H*(R?)),
u] — u, weakly* in L([0, T*]; H'(R?)),
ul — u, weakly in L2([0, T*]; D*(R%)).

(3.69)
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Combining the strong convergence in (3.68) and the weak convergence in (3.69),
we easily obtain that (¢, u) also satisfies the local estimates in (3.65) and

¢V —~ ¢V weakly in L?(R> x [0, T*]). (3.70)

Now we are going to show that (¢, u) is a weak solution in the sense of
distribution to the linearized problem (3.66). Multiplying (3.7), by test function
w(t, x) = (w, w2 wd) e CSO(R?’ x [0, T*)) on both sides, and integrating over

3 % [0, T*], we have

// u" w; — (v-Vul - w—l— (¢")51d1vw)dxds
= /uo w(0, x) (3.71)

+ /l / (((¢’7)2 + ) Lu" - w — V(" Q@) - w) dx ds.
0

Combining the strong convergence in (3.68) and the weak convergences in (3.69)—
(3.70), and letting n — 0 in (3.71), we have

! Ay w2
//(u-u)t—(v~V)u'w+—(155*1 d1vw>dxds
0 y—1 (3.72)
t .
—/uo~w(0,x)+/ f(¢2Lu~w—V¢2-Q(v)-w)dxds.
0

Thus it is obvious that (¢, u) is a weak solution in the sense of distribution to the
linearized problem (3.66), satisfying the following regularities:

¢ —d e L0, T*]; H), ¢ € L=([0, T*]; H?),
u e L0, T*); H?), ¢V*u e L*([0, T*]; L?), (3.73)
u, € L®([0, T*); HY) N L2([0, T*]; D?),

where we used the lower semi-continuity of various norms in the weak or weak*
convergence in (3.69)—(3.70). Therefore, this weak solutions (¢, u) of (3.66) is
actually a strong one.

Step 2 Uniqueness. Let (¢, u1) and (¢2, u2) be two solutions obtained in the above
step. For ¢ = ¢1 — ¢, we have from (3.66); that

¢ +v-Vo =0, (3.74)

which immediately implies that ¢ = 0 in R? with zero initial data.
For u = u1 — us, from (3.66),, using the fact ¢; = ¢, it is clear that

U 4v-Vi—¢iLu = 0. (3.75)

Multiplying (3.75) by % on both sides, and integrating over R3, we have

d _ _ _ _
—[ul3 + |¢1Vil3 < C|Vvloolttl3 + Clil2|Veiloold1 Viil2
dr (3.76)

1 _ _
< Emvm% + C(IVvloo + V112 3.
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Now, the Gronwall’s inequality, along with zero initial data of & implies thatu = 0
in R3. This completes the proof of uniqueness.

Step 3 Time continuity. For ¢, the regularities in (3.73) and the classical Sobolev
imbedding theorem infer that

¢ —¢ e C(0,T*]; H) N C([0, T*]; weak — H?). (3.77)
Using the same arguments as in the proof of Lemma 3.2, we have
(1) — 6113
< (Igo - B13 + € /Ot (VY3103 + @VioB) ds) (57

t

X exp (C/O (Io@)lls + 1) ds),

which implies that _ B
lim sup |4 (1) — 13 = ligo — &1l (3.79)

From Lemma 2.7 and (3.77), we know that ¢ is right continuous at t = 0 in H 3
space. The time reversibility of the equation (3.66); yields

¢ — ¢ € C([0, T*]; H). (3.80)

For ¢;, we note that
¢ =—v-Vo — %wdivv. (3.81)

On the other hand, since
YV e L2([0, T*); H), (¥Vv), € L*([0,T*]; HY), (3.82)

using the Sobolev embedding theorem with time, we have

YVv e C(0, T*]; H?), (3.83)
which implies that

¢ € C([0, T*1; HY).

For velocity u, from the regularities shown in (3.73) and Sobolev imbedding
theorem, we know that

u € C([0, T*]; H*) N C([0, T*]; weak — H>). (3.84)

Then from Lemma 2.5, for any s” € [2, 3), we have

/

1—s s
lully < Csllully *llulls -

This, together with the upper bound estimates shown in (3.65) and the time conti-
nuity (3.84), yields
ueC(0, T, H). (3.85)
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Finally, we consider u;. Noting that

2Ay
5—1

2r—=48
8

U = —v-Vu TV + ¢2Lu + Vo? - Q(v), (3.86)

¢

where

Q) =

8
- ((x(Vv + v+ ﬁdivvﬂ3) e L2([0, T*]; H),
we then have from (3.73) that

¢*Lu € L*([0, T*]; H?), ($*Lu), € L*([0, T*]; L?), (3.87)

which means that
¢*Lu € C([0, T*]; HY). (3.88)

Combining (3.9), (3.80), (3.85) and (3.88), we deduce that
u € C([0, T*); HY).

This completes the proof of this lemma. O

3.5. Proof of Theorem 3.1

Now we turn to the nonlinear problem (3.1)—(3.4). Our proof is based on the
classical iteration scheme and the existence results for the linearized problem ob-
tained in Section 3.4. We first define constants ¢y and ¢y, ¢3, ¢3, ¢4 as in Section 3.3.
Assume that

2+ + Igoloo + l(¢o — &, u0) I3 < co.
Let (¢°, u°) be the solution to the system

Y +uo-VY =0 in (0, 4+00) x R3,
Z,—Y*AZ =0 in (0,400) x R3,

) 3 (3.89)
(Y, Z)li=0 = (¢o, uo) in R”,
Y,z) — (5, 0) as |x] > 400, t>0,
with the regularities
0 - * 3 04 0 2 %7, 72
—¢ e C(0,T"]; H”), Viu© e L7([0, T7]; L),
¢0 ¢ (3.90)

u’ € C([0, T*]: H*) N L®([0, T*]; H?) forany s’ € [2,3).

Due to the regularity of (¢°, u%)(x), there is a positive time 7** € (0, T*] such
that

1+6 + sup (I6°01% + 16°0) — 613 + 10 @)1?) < 2,
0<i< T

THx
sup (|¢?<z)|§+|u°(r)|§,2+|u9(z>|%)+/ (1609263 + 1l ) dr < 3,
0<I<T™ 0
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T
0,2 0,2 0,2 04,012 0,2 2
ess sup (161 + Iu |D3+|u,|Dl)(r)+/ (16°V a3 + ufiz ) ar < o3,
0<r < 0

sup 9012, < ci. (3.91)

01 <
We now give the proof of Theorem 3.1.

Proof. We prove the existence, uniqueness and time continuity in three steps.

Step 1 Existence. Letting (¥, v) = (#°, u®), we first define (¢', u') asa strong so-
lution to problem (3.66). Then we construct approximate solutions (@*t1, uk 1y in-
ductively, as follows: assuming that (¢>k, uk) was defined fork > 1, let (¢k+1 ,ukth)
be the unique solution to problem (3.66) with (¥, v) replaced by (q‘)k L ub), ie.,
(¢* 1, uk+1y is the unique solution of the following problem:

§—1
¢£€+1 4 Ltk . V¢k+1 —qbkdivuk =0,
2

(@M Uk 2o = <¢o, up), x € R3,
@ Ukt = (9,0), as x| = +oo, >0,
(3.92)

where ®k+!1 — (¢k+l) 21/8—:31—1

From the estimates shown in Section 3.4, we know that the sequence (¢k, uk )
satisfies the uniform a priori estimates in (3.65) for 0 < ¢ < T**,

Now we prove the convergence of the whole sequence (¢, u*) of approximate
solutions to a limit (¢, #) in some strong sense. Let

—k+1 k+1 koo gkt k+1 k
¢ =t =9t W =u

B S ok ok = ()T (g T
Then, from (3.92), we have

_ 5—1 _

ok v p ik vk + 2 @ divik ! + gkdivit) = 0,
2 _

kvt b vk + . 1(<I>"+1V¢ P vek

_(¢k+1)2Lﬁk+l _ a (¢k+1 + ¢)k)LM
+VE T @ b)) - 0w + V(92 - (0wh) — 0wk,
(3.93)
First, multiplying (3.93); by 2$k+1 and integrating over R3, we have
%@Hl'% _ _2/ (uk VT L vk %@kdiwkq + ¢kdivﬁk))$k+l
< (11l B+ 18" R Ve Lo

—k — —k+1 . —k+1
16120V oo [ 2 + 194 divir 12182,
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which yields that (for 0 < v < % is a constant)

d — - -
18 0B £ A0 OB + v (17 O + 16" 0 + ¢ aivi 1)),

1 _ 1 1
A0 = (190100 + IV + VR + o).

(3.94)
From (3.65), we know that
t
/0 Ak(s)ds < Cyr, for 1 e[0, T*],
where C, is a positive constant depending on v and constant C.
Second, we multiply (3.93), by 2i**! and integrate over R? to find
d
E|ﬁk+l |% + 2a|¢k+lvﬁk+l |% + 2((1 + ﬁ)|¢k+1divﬁk+l |%
_ / (uk v gk Vuk) ]
2A - _
- 2/ _8 yl (q)k+1 V¢k+1 + q>k+1v¢k) . ﬁk+1
_ 4af¢k+lv¢k+1 gkt gkt
— 4+ p) / PVt vt
_ 2\/$k+1(¢k+l + ¢k)LMk . ﬁk+1
+2 / V@ @+ b)) - 0wy 7!
9
+2 / V(¢H? - (@b — @) @t =Y (3.95)
i=1
We now estimate J; (i = 1, ---,9) term by term. For the term J;, we see from
integration by parts that
Ji = —2/1/‘ VR @ < vk | o @ . (3.96)
For J, it is easy to show that
Jr = —2/5" - Vuk gt
(3.97)

C
k) ok ke k2 k12 k2
< CIVuf oo [a 2|+ |y < AL 2 vt



Navier—Stokes Equations

Applying integration by parts for J3, we have

24
J3:_2/3 7’1c1>"+1v¢ gk

4Ay
§—1

2y—25
k+1,75=1 | 7k+1 k41 3: —k+1 —k+1 k41, —k+1
C(|¢ T g T Ll vt + 19T I VOR o[t

f(¢k+l¢k+ d —k+l+¢ V®k+1 —k-‘rl)

A

4y—48
k+1, 51 7kl | oh+l o k+1)2 k41,2 ¥k lgk )2
éC(|¢>+ o 18T B HIE B IV S D) + < [gf v,

20
(3.98)
Jy is estimated directly as follows:
2A
Jy = —Z/ﬁcp V¢k Tian]
—k+1 _
< CIO |V o7 ), (3.99)

P ket _
< (1011 + 104 18R+ Vet R ),

where we used the fact that

—k+1 2y—8—1 2y—8—1 ¥=28 i
L e e i (S e A ol R N I T P
Similarly, we are able to treat terms Js-J7 in the following way:
Js = _4af¢k+lv¢k+l RV SR g
g C|v¢k+1| |¢k+1v—k+l|2|uk+l|2
|—k+1 | + |¢k+l v—k+1 |

é C|v¢k+1

loo 14
Jo = —4(a + B) / ¢k+lv¢k+l kT givik !
g C|V¢k+1| |¢k+]Vﬁk+l|2|ﬁk+l|2

|—k+]

g C|v¢k+1 + %|¢k+lvﬁk+]|%’

|oo |2

B (3.100)
J =2/¢k+1(¢k+1 Y Luk T
—k+1 — —k+1
< (18" LI @ ol Lubls + 16 2l L o2
< C(|¢)k+l
—k+1 k k kg4, ki yj7k+1
+ 18 IV b s + 164 VA )

k\2yk+l2 | 7kt 2 k+1,2 k2—k+12
< C(ILu 3lo" 1915+ IV TS I Lut 5[ 3

L IV ) + |V o @ T 0) | Lu 5

— o —
+ (VO 120V 1 + 164Vt )21 ) + gt vt s,
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where we used the fact (see Lemma 2.1) that
¢V oo
< CloAV 2t IV @ V)
< CI VR, IVt VR,
< CIV@ V2L
< C(IV8 oI V211 + 19100l Vb2 + 1859 0 3 + 1976161Vl

< C(IVg* Il V2t + 194 V4t )2).
(3.101)
Now we turn to the tricky term Jg. First we have

Js =2 f V@ @ 4 oh) - o) T

— _2/Z$k+l(¢k+l +¢k)al_a]i(jﬁk+1,j
ij (3.102)

—k+1 ij o — i
_ 2[ Z¢ (¢k+1 + ¢k)a]lcjaiuk+l,j
i,j
=: Jg1 + Jgo + J33 + Jg4,
where uk+/ represents the j-th component of uk (k> 1),
Wkl = kI — kN for k=1, j=1,2,3,

and the quantity a,ij is given by

a,’(] =57 (a(aiuk’] + 8juk”) +d1vuk5,~j) fori, j =1,2,3,

where §;; is the Kronecker symbol satisfying §;; = 1, i = j, and §;; = 0,

otherwise.
We are now ready to estimate terms Jg; — J34 one by one. First we have

k1 ket lq ij—k+1,j 2k ktl k+l—k+1
Jsl=—2/§ TG 0T < VA E T Rl T g
i,j

A

—k+1 — —
A (i PR 2 My
—k+1 — —k+1
< C (VR VHARIE B + @B+ 192t g3

(%4 —
(3.103)
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Similarly, for the terms Ig;-1g3, using (3.101), we get
2= ‘Zf D0 gl T < Clt Vit ol Ll

2 gt _
sc <(||V¢k||2||V2Mk||1 + 165Vt 18 B + |uk+1|§) :
k+1 — _
J83 - _2/ Z¢ ¢k+1 Ua uk+1 J < C|¢ | |¢k+lvuk+1|2|vu |
i,j
k—+1 _
< Vit 2 lg |§+ |¢"+1v 2

(3.104)
For Jg4, we have

T = _2/ Zakﬂ(pkalijaiﬁkﬂ,j
_ _2/ Z¢k+1 o ¢k+1)aua —k+1,j

— k+1 — —k+1
§C(|Vu |oo|w"“|oo|¢ B+ Vi loolg T VT 216 )
o —
_|¢k+lvuk+1|%.

— —k+1 —k+1
< C (1901l VI 1o 81 4+ 1V 206 B) + 5
(3.105)

Combining (3.102)—(3.105), we arrive at

— —k+12 —k+12
Js £ C(ITH G + (Vo & + DIV RE T + Va8
2 —k+1 — —k+1
+ (1994 12192k 1y + 164 )16 13 + 190 ooV oo 1)
o —
+ §|¢k+lvuk+l|%

(3.106)
As for the last term Jo, it is easy to show that

Jo = 2[ V(H? - (0wh) — oY) -kt
c (3.107)
< CIVH ool Vik o a1, < ;|V¢k|§o|ﬁk+l|§ +v|pkvat3.

In summary, using (3.97)—(3.100) and (3.106)—(3.107), (3.95) implies that

|—k+1| + alptH vkt 2
(3.108)

_ —k+1 . _
< BX)[@ 3 4+ BX(0)le T 13+ v(ek Vit |3 + @t 1),
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for0 <v = ﬁ) is a constant. Here B’v‘ () and B*(¢) are given by

1
BEW) = (14 1Vikloo + < [Vu By + VO 4 [VGE I, + Vg 1
1
+ (IVeF 2 b 13 + 195 Vb 12)? + (VT 20 Lub 3 + —1VeF 12
V

4y—48
BX(t) = c(1 H IV I+ 1681 5T 4 AIVeEilallublls + (¢ Vb))

+ IV VAR + 1V + Vi o Vo ),

satisfying the estimate

t
/ (Bi(s) + BX(s))ds S C + Cyt, [0, T*].
0

Denote 1
M@y = sup 197 ()3 + sup [@ ()3
s€[0,1] 5€[0,1]

From (3.94) and (3.108), we finally have
d 4 _
S8 OB+ T OB) +algt Va3
—k+1 — _ —k -
< B (8 0B + @ 0B) +v (166Vat 0 + 18" 0 + 17 (1))
t
for some EX satisfying /0 E]v‘ (s)ds £ C + C,t. Applying Gronwall’s inequality,

we have

P / alg V2 ds
0
<c / (16°Va* 3 + 18" + [ ) ds exp (C + Cun)
— —k —
v (/ |p* Va5 ds +1 sup |¢" (s)3+1 sup |uk(s)|§> exp (Cy1).
0 s€[0,¢] s€[0,1]
We choose v > 0 and T, € (0, min(1, 7**)) small enough such that

4Cv £ min(a, 1), and exp(C,Ty) < 2.

Therefore, we achieve

o) T,
> (rk“(n) +/O a|¢k+1Vﬂ"“|§dt) < C < +o0, (3.109)

k=1
which implies that our approximate solution sequence (¢, u¥) is a Cauchy se-
quence under the topology of L*®([0, Ty]; L>(R?)). Together with the uniform

bounds (3.65), one has

@ Ukt = (¢, u) in L0, T,]; H*(RY))
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for limit functions (¢, u). On the other hand, since the uniform estimates in (3.65)
is independent of k, we know that there exists a subsequence of solutions (still

denoted by) (¢k, uk ), which converges to a limit (¢, u) in the following weak or
weak™* sense:

(@F, u*) = (¢, u) weakly* in L*®([0, Ty]; H>(R?)),
¢f — ¢ weakly* in L¥([0, T.]: H>(R)),
uk — u, weakly* in L°([0, T,]; H'(R%)), (3.110)
uk — u, weakly in L?([0, Ty]; D*(RY)),
P*VHIF ~ ¢VvHu weakly in L2([0, T,] x R?),
which, from the lower semi-continuity of norm for weak or weak™ convergence,
imply that the local estimates in (3.65) still hold for the limit function (¢, u).
Now, it is easy to show that (¢, u) is a weak solution of (3.1)—(3.4) in the sense
of distribution with the following regularities:
¢ —¢ e L™(0.T.]; H?), ¢, € L™([0, T.]; H?),
ue L®(0, T.]; HY), ¢V*iu e L*([0, T.]; L?), (3.111)
up € L=(0, T.); H") N L*([0, T.]; D).

The existence of strong solutions is proved.

Step 2 Uniqueness. Let (¢1, u1) and (¢7, u2) be two strong solutions to Cauchy
problem (3.1)—(3.4) satisfying the uniform a priori estimates (3.65). Denote

O=¢1 —¢2, U=uj—Uuy,
2y—5—1 2y—5—1

5:d>1—<l>2:¢1 51 _¢25—1

It follows from (3.1) that (g, u) satisfies the following system:

S5—1_ . L
@ +up - Vo +u - Vo + —— (@divus + ¢rdivi) = 0,
2 _
T ul-VE+T - Vo + STVI(¢1V¢+ V)

= —(¢Lu +@(¢1 + ¢2)Lur)
+VoH Q1) — Q) + V(@(h1 + $2)) Q(u2),

with zero initial data. Let

(3.112)

W) = g3 + )3

Using the same arguments as in the derivation of (3.94)—(3.108), we have
d — N2
E‘IJ(I) + ClgVu(t)l; = F(OW (1),

. (3.113)
/F(s)ds§C for 0<1<T,.
0
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From Gronwall’s inequality, we conclude that ¢ = # = 0. Then the uniqueness is
obtained.

Step 3 Time-continuity. It can be proved by the same arguments as in the proof of
Lemma 3.5. We omit the details here. O

3.6. Proof of Theorem 1.1 and Corollary 1.1

Based on Theorem 3.1, we are now ready to prove the local existence of regular
solution to the original Cauchy problem (1.1)—(1.3).

3.6.1. Proof of Theorem 1.1

Proof. For the initial data (1.17), we know from Theorem 3.1 that there exists a
time 7, > O such that the problem (3.1)-(3.4) admits a unique strong solution
(¢, u) satisfying the regularities in (3.6), which means that

8—1

p 2 =¢eC'®R %[0, T). (3.114)
Noticing that p = ¢%, and % > 1forl < § < min (3, VTH), it is easy to show
that
p(x, 1) € CLR? x [0, T.)).
Now we verify that (p, u) satisfies the original equations (1.1). Multiplying
both sides of (3.1); by
) 2
P (xt) =
0 §—1

we get the continuity equation in (1.1);.
Multiplying both sides of (3.1), by

¢ (x, 1) € C(R? x [0, T3,

$7T = p(x.1) € C'(R3 x [0, T,]).

we get the momentum equations in (1.1),. Therefore, (p, ©) is a solution to (1.1)—
(1.3) in the sense of distribution with the regularities shown in Definition 1.1.
Recalling that p can be represented by the formula

t
px,t) = po(U(0; x, 1)) exp (fo divu(s, U(s; x, 1)) ds),

where U € C'([0, T.] x R3 x [0, T,.]) is the solution to the initial value problem

d . _ .
aU(S7-x’t)_u(st(S’;-xvt))v O§S§T*7 (3.115)
Ut;x,t)=x, xeR’, 05t T,
it is obvious that
p(x, 1) =0, V(x,1) € R x [0, T3]

In summary, the Cauchy problem (1.1)—(1.3) has a unique regular solution (p, u).
O
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3.6.2. Proof of Corollary 1.1

Proof. First, from1 <§ < % we know that % > 3. Since
¢ —¢ e C(0, T.1; H) N C([0, T.]; H?),
and
2
plx, 1) = ¢5-T(x,1),
we have
p—peC(0, T HY).

Second, due to the fact that

5 sl 3 s’ 00 3
p2 —p2 €eC(0,Tu]; H”), ueC(0,T]; H )NL>™(0, T]; H”),
p'T Vi e LX(0. 7.0 LD, u, € (0. T): H') N L2([0, T]: D?),
(3.116)
for any constant s” € [2, 3), and the same arguments as in Lemma 3.5 for the time
continuity, we deduce that

pdivu € L*([0, T..1; H?) N C([0, Ty]; H?). (3.117)

At last, with the aid of the continuity equation p; + u - Vp 4+ pdivu = 0 and
(3.116)—(3.117), it is clear that

p—peC(0,T.]; H) nCl(0, T..]; H?).

Furthermore, when § = 2 and y > 3, by the same token, the regularity of p in
these cases can be achieved. 0O

4. Formation of Singularities

In this section, we consider the formation of singularities of regular solutions
obtained in Section 3. Two classes of initial data that lead to finite time blow-up
will be given. We assume that (p, u)(x, t) is the regular solution in R3 x [0, T))
obtained in Theorem 1.1, with 7}, the maximal existence time.

4.1. Blow-up by Isolated Mass Group

The first kind of singularity formation is driven by isolated mass group, defined
in Definition 1.2. Assume that the initial data (pg, ©¢) have an isolated mass group
(Ao, Bop), the following definition helps to track the evolution of Ag and By.
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Definition 4.1. (Particle path and flow map) Let x (¢; xo) be the particle path starting
from xg at r = 0, i.e.,

%X(I; x0) = u(x(t; x0), 1), x(0; x0) = xp. “4.1)

Let A(z), B(t), B(t)\ A(?) be the images of Ay, By, and B\ Ao, respectively, under
the flow map of (4.1), i.e.,

A(t) = {x(t; x0)|x0 € Ao},
B(t) = {x(t; x0)|x0 € Bo},
B(t)\A(t) = {x(t; x0)|x0 € Bo\Ao} .

The following lemma confirms the invariance of the volume |A(#)| for regular
solutions:

Lemma 4.1. Suppose that the initial data (pg, ug)(x) have an isolated mass group
(Ao, Bo), then for the regular solution (p, u)(x,t) on R3 x [0, T),) to the Cauchy
problem (1.1)—(1.3), we have

Proof. Since

p(x(t; x0), 1) = po(xp) exp (/Ot divu(x(s; xo), S)dS),
it is clear that
p=0, in B()\A(®).
From the definition of regular solutions, we have
ur+u-Vu=0, in B@)\A(®). (4.2)

Therefore, u is invariant along the particle path x (z; xo) with xo € Bo\Ayp.
For any xé, xg € 0Ag, we define

ax’(t; xp) =u(x'(t;xp), 1), x'(0;xp) = x5, for i=1,2. 4.3)
Then we have
d
3 O @ x0) = X2 xg) = w15 x9), 1) — w5 x5), 1) = g — fio =0,
“4.4)
which implies that

|A@)| = |Aol, 1 €[0, Tl
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We point out that, although the volume of A(¢) is invariant, the vacuum bound-
ary d A(t) travels with constant velocity ug. The following well-known Reynolds
transport theorem (c.f. [18]) is useful.

Lemma 4.2. For any G(x,t) € CL(R3 x R1), one has

d
— G(x,t)dx = /

G,(x,t)dx+/ G(x, D(ulx, 1) - i) dS,
dr Jaqw A®)

dA(t)

where i is the outward unit normal vector to dA(t), and u is the velocity of the
fluid.

In the rest part of this section, we will use the following useful physical quantities
on the fluids in A(¢):

m(t) = / p(x,1)dx (total mass),
A1)

M(t) =/ p(x, t)|)c|2 dx (second moment),
A1)

F@) = / p(x,Hu(x,t)-xdx (radial component of momentum),
A1)

1 P
e(t) = / (5,0|u|2 + )(x, t)dx (total energy).
At y—1

From the continuity equation, it is clear that the mass is conserved.

Lemma 4.3. Suppose that the initial data (po, ug)(x) have an isolated mass group
(Ao, Bo), then for the regular solution (p, u)(x,t) on R3? x [0, Tn) to the Cauchy
problem (1.1)—(1.3), we have

m(t) =m(0), for tel0,Ty).

Proof. From (1.1); and Lemma 4.2, direct computation shows that

d N
—m(t):/ Dt dx—}—/ pu-ndS
dr At IA®)

= / —div(pu)dx = / —pu-n dS =0,
A(t) A1)

which implies that m(t) = m(0). O
Motivated by [41], we define the following functional:
1(t) = M(t) = 2(t + D)F () + 2(1 + 1)%e(1)

2
=/ Ix — (t + Dul’pdx + (t+1)% Pdx.
Al y—1 Al)

(4.5)

We now follow the arguments of [41] with some proper modifications to prove
Theorem 1.2. One of the key observations in the following proof is that the viscosity
tensor T = 0 in vacuum region due to (1.5).
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Proof of Theorem 1.2. From system (1.1), it is clear that

1 2 P . 1 2 Y . .
—plul*+ —— | = —=div| =plu|®u ) — div(Pu) 4+ u - divT.

2 y—1/, 2 y —1
(4.6)

From the continuity equation (1.1);, momentum equations (1.1),, relation (4.6),
Lemma 4.2 and integration by parts, we have

iI(r) = iM(t) —2(t + l)iF(t) +2(t + 1)22 ) —2F(t) + 4@ + De(r)
dr T odr dr ar’ ¢

2 _
=——Q-3y -1+ 1D Pdx+J1+ 7o,
y—1 A®)
(4.7)

where J| and J, are given by
Ji==20t+1 x - divT dx, 72=2(t+1)2/ u - divT dx,
A(t) A(t)

since

3
2
div(x - T) = x - (divT) + Z T = x - (divT) + 3 (;‘3 + 501) p‘sdivu. (4.8)
i=1

Integrating (4.8) by parts, with help of the fact T = 0 on dA(¢), we have
— 2
Ji=-20+1 x -divTdx = 6(t + 1) (ﬂ + —oe) pldivudx. (4.9)
A() A() 3
Now we turn to J». From (1.6) and Cauchy’s inequality, we have

3 3
div(T) = u - divT +24(0) Y _(Biu)> + u(p) Y (@u )’
i=1 i#j
2

3
+20(p) > (@iuj)(@jui) + A(p) (Z 3!"”) (4.10)

i>j i=1
. 2 .
>u-divT + | X(p) + gu(p) (divu)
. 2 8, q: 2
=u-divT+ (B + ga p°(divu)~.

We integrate (4.10) over A(¢) to get

2
/ u-divTdx < —/ <,3 + —ot) 0° (divu)? dx, 4.11)
AG) A®) 3

from which we have

To < =24 +1) /

( : ) *divuy”
B+ —a | p°(divu)” dx. (4.12)
A®) 3
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From (4.7), (4.9) and (4.12), for 0 < ¢ < Ty, we get

d 2
—I() = —— Q-3 —-1)He+1) Pdx
dr Y —1 A(t)

2
—2(t+ 1)2/ (f} + —a) 0 (divie)® dx (4.13)
A1) 3
2 81
+6(t+1) B+ —a | p°divudx.
A(t) 3

Since § < y, with the help of Lemma 4.1, Cauchy’s inequality, and Young’s
inequality, we have

—2(r + 1)? / % (divu)> dx + 6(t + 1) pSdivu dx
A(r) A(t)

< 2t + 1)2/ 0% (divu)? dx 4+ 2(t + 1)2/ 0% (divu)® dx + 18[ 0% dx
A(t) A(r) A1)
1858 18(y — 6
§18/ Pdr < B[y gy B9,
A@) v JA@w) 14
(4.14)
We deduce from (4.13) that
d 2
—I() S ——Q2-3(y =)+ 1 P dx
dt Y — 1 A(t)
5 s 5 B (4.15)
18 (/3 + —a> —/ p? dx + 18 (/3 n —a) Y70 Al
3 ) v Jaw 3 14
From the second expression of 7(¢) in (4.5), one has
2—-3(y —1 2-3(y —1
ti’l )1(;)= ti’l ) Ix — (t + Dul?pdx
A (4.16)

2
+——Q-3(y - +1) Pdx.
y—1 Al

In the case when 1 < y < %, from (4.15)—(4.16), for 0 < t < T,,,, we have

d 2-3(y -1 2 Sy — 1)
a!W=TTn oEe (ﬁ * 5“) EPITESTE
2 \y—9§
+18 (,3 + §a> |Ag|. (4.17)

Solving (4.17) directly, we get

a l a
1) < (t + 1230 D (3“11(0) ~|—a2/ (r + 1)3=D=2,5 g ) |
0
(4.18)
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where

Sy —1) 2 y —3§
— 18 t . ar =18 Za ) Al
ajy </3+ ) Ay az (ﬁ+3a> , [Aol

If3(y — 1) — 2 # —1, then from (4.18) we get

a aj
1) < (¢ + D230 D (eng0) — — 26
)< @+1) e 10 = 3=
%E%em (4.19)
y_ J—

<c (tHW—l) fit 1) . fort €0, Ty).
If3(y — 1) — 2 = —1, from (4.18) we get

1) < (t 4+ D230 D51 (¢ 1(0) + aze In(t + 1))

(4.20)
SC((t+DIn(t+1)+tr+1), forrel0,T,).

On the other hand, from the definition of 7 (¢), Jensen’s inequality and Lemma 4.1,
we show that

2(r + 1)2
10z a0 [ g, ”|A<r>|
4 " A1) 421)
> Mm 17 m(0)” = Co(1 +1)2.

where Cy > 0 is a constant and we used the fact in Lemma 4.3 that
m(t) =/ p(x,1)dx =/ po(x) dx = m(0).
A1) Ao

Then 7,, < +oo follows immediately, otherwise a contradiction forms between
(4.21) and (4.19) or (4.20).

In the case when % <y < 400, and thus 2 — 3(y — 1) £ 0, from (4.15) we
have

d 2 ) 2 )
—I(t)§18</3+—ot>—/ pydx—l—lS(ﬁ—i-—cx) r )|A0|
dr 3 Y JA@) 3 Y

2 Sty — 1 2 y —38

<18 S| ——2I()+ 18 = Ao| (4.22)

< <ﬂ+3a>2 yEw ks <ﬂ+3a> | Aol

ai
I(t ,
BETES TR
and therefore . "

1(t) < eI (0)e” ™ + ee” Fant 4.23)

< e (1(0) + art).

Again, this and (4.21) imply that 7;,, < oo. This completes the proof of Theo-
rem 1.2. O
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4.2. Blow-Up by Hyperbolic Singularity Set

The mechanism for our second finite time blow-up result comes from the non-
linear hyperbolic structure (see (1.16)) which controls the behavior of the velocity
u in the vacuum region. Assume that the initial data (pg, ©o) (x) have a hyperbolic
singularity set V, see Definition 1.3.

Proof of Theorem 1.3. Let V (¢) be the image of V under the flow map of (4.1),
ie.,
V() = {x(t;80)|0 € V}. (4.24)
It follows from the continuity equation (1.1); that the density is simply trans-
ported along the particle path, so

p(x,t) =0, when x € V().

From the Definition 1.1 for regular solutions, we have

u;+u-Vu=0, when x € V(r), 4.25)
which means that u is a constant vector along the particle path x (¢; &) and

Eo=x—tu(x,1) e V.

Then, for any x € V (¢), we have

u(x, ) = uo(§o) = uo(x — tu(x, 1)),
which implies that

Vu(x,t) = (]I3 + tVug(x — tu(x, t)))_IVuo(x —tu(x,t))
= (I3 + 1Vuo(&)) " Vuo (&), for x € V().

According to the definition of the hyperbolic singularity set, there exists some

(4.26)

&€V, and I € Sp(Vup(&p)) satisfying g, < 0.
Let w € R3 be the eigenvector of Vug(&p) with respect to lg,, that is,

Vug(o)w = lgyw.

It is clear that

(I + 1VuoE0) ' w = (1 +1lg) ' w.

Thus we know that the matrix Vu(x, t) has an eigenvector w with the eigenvalue

lg,
1+ llgo ’

which, along with lg, < 0, implies that the quantity Vi will blow up in finite time,
ie.,

Ty < +o00.

This completes the proof of Theorem 1.3. O
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5. Appendix: Proof for the Remark 1.4

In this section, we will show that the regular solution that we obtained in Theo-
rem 1.1 is indeed a classical one in (0, 7,]. The following lemma will be used in
our proof:

Lemma S.1. [1] If f(x,?) € L2([0, T1; L?), then there exists a sequence Sy such
that

s — 0, and sk|f(x,sk)|%—>0, as k — +oo.

From the definition of regular solution and the classical Sobolev embedding theo-
rem, it is clear that

(p. Vo, pru, Vu) € C(R? x [0, T,]),
S0 it remains to prove that
(uz, divD)(x, 1) € C(R? x (0, Ty]).

From the proof of Theorem 1.1 in Section 3, we know that (through a change of
variable ¢ = p%), system (1.1) can be written as

s§—1
¢ +u-Vo + ——a¢divu =0,
5.1)

2r

== 2 2
u,—i—uVLH—ﬁqﬁ =T Vo +¢“Lu =V~ - Qu).

The solution (¢, u) satisfies the regularities in (3.6) and ¢ € CL(R3 x [0, T,]).
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Step 1 The continuity of u,. We differentiate (5.1), with respect to 7 to get

A 22
tr+ @ Ly = =@ L — u- Vi, =~V (57 ) + (Vg2 - Q).
(5.2)
which, along with (3.6), implies that
uy € L*([0, TuJ; L?). (5.3)

Applying the operator a5 (1¢] = 2) to (5.2), multiplying the resulting equations by
d%u, and integrating over R3, we have

1d .
wwﬁu,@ + alpValu 3 + (@ + B)lpdivadu, |3

= / (—V¢>2~%Q(aﬁuo—(a§(¢2Lu,)—¢2L8§ut))-a;;ut

Ay y- (5.4)
+/ (— 9% (%), Lu) — 9% (u - V), — ma§v(¢ = )1) 85w,
15
+/a§(v¢2 Q@) - 05wy =: Y Ui
i=10
Now we analyze the terms J; (i = 10, -- - , 15). By Holder’s inequality, Lemma 2.1

and Young’s inequality, we have
I e Nl . ¢
J]O_ V¢ : S Q(axul) 'axut
(07
< ClopV3ur 2| VU2 Voloo < Clugly, + %|¢v3ut|3,
Jil =/—(a§(¢2Lu,) — ¢?Ldbu,) - 3u,
< C(1¢V3us 2| V2us 2|V Vo 2 |u)2, +|V? v?
S C(1oVou 2| Vour2IVoloo + IVOIG Uil o + IV QI310V usl6lus| p2

o
< Clugl?, + %|¢v3u,|%,
(5.5)
and

Do = [ =35 (@DiLu) o5
< C(|ut|Dz(|¢t|oo|¢v4u|z + V2913 Lutls| Bt oo + |VPloo| Veprls| Lul3)
+ lag| 2 (1994l IV I3 + 1V ool ool Viul2) + [0V 2ur ol | p2 | Ll )
< €l + 16V ul} + 1) + 3516V, 3
J13 =f—a§(u-w>,-a§u,

< Cllugllallullslus] p2 +/—(u-V)8§ut-8§u,
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<c(1+ |Mt|D2 + VatlooldSur3) < € (1+ lu 32 ).
114_/ afv ¢aV - dfuy = / af ¢a )dlvafu,

sc (|¢>"2|oo|v ¢,|z|¢>v3ut|z + |¢T3|oo|¢t|oo|v2¢|z|¢v3uz|z

% K
165 o110 V16| VO 1316 Vtr 2 + 167 1o V111V locl Vi )

o 3.2
< C 516V B,
Jis = / 8L (V2 - Q) - Hous

< C(IV131ui s + (192 Vatsls + Nl l12) 16V 2urls
+ (1IVl216V2ur 2 + IV ll2ld V20 lg) e | 2
+ (1992119 L2 llells + 16 219V ule) s 2 )

+ / (V) - Q) - 05,
< C(1urle + 19V*uB) + 5516V i3 + isi,
where
Jist = / 9 (V) - 0w - 9,

< ClIVel2ligellallull3lu: | p2 +/¢3§V¢t - Qu) - 0Su;.

Using integration by parts, the last term in (5.7) is estimated as
/ oLV, - Q(u) - 9
< C(IV@looldr| 2 Vitloolu | p2 + 1941 p2| V2ul31 Vsl

+ Vs 2| Valo g2

o
< Clugl?y, + 2—0|¢V3u,|%.
Then (5.4) reduces to

d
Sqluile+3 |¢v3u,|§ < c(|u,|§)2 + VAU + 1).

(5.6)

(5.7

(5.8)

(5.9)

Multiplying both sides of (5.9) with s and integrating the resulting inequalities over

[z, t] for any T € (0, t), we have

t
e, +/ sV 3 ds < Crlug (0P, + C(1+ 1),
T

(5.10)
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According to the definition of the regular solution, we know that
V2u, € L*([0, T,]; L?).
Using Lemma 5.1 to V2u,, there exists a sequence s such that
s — 0, and sk|V2ut(-, sk)|% — 0, as k— +oo.

Choosing T = s — 0in (5.10), we have

t
) +/ slpV3iu3ds < C(1+1), (5.11)
0

then
1
t2u, € L*2(|0, T.]; H?). (5.12)

The classical Sobolev embedding theorem gives
L0, T1; HYn w20, T1; H') < C([0, T1; L9) (5.13)
for any g € (3, 6]. From (5.3) and (5.12) we have
tu; € C([0, T Wh),
which implies that
u; € C(R? x (0, T, ).

Step 2 The continuity of divT. Denote N = ¢>Lu — V> - Q(u). From equations
(5.1)2, regularities (3.6) and (5.12), it is easy to show that

N € L®([0, T..]; H?).
Due to

N, € L*([0, T,]: L%,
we obtain from (5.13) that

N € C([0, T,]; Wh,
which implies that

N e C(R? x (0, T3.)).

Since p € C(R? x [0, T,]) and divT = pN, we immediately obtain the desired
conclusion.

In summary, we have shown that the regular solution that we obtained is indeed a
classical one in R3 x [0, 7,] to the Cauchy problem (1.1)—(1.3).
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