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Abstract
We study the fundamental rogue wave solutions of the focusing nonlinear Schrödinger
equation in the limit of large order. Using a recently proposed Riemann–Hilbert rep-
resentation of the rogue wave solution of arbitrary order k, we establish the existence
of a limiting profile of the rogue wave in the large-k limit when the solution is viewed
in appropriate rescaled variables capturing the near-field region where the solution
has the largest amplitude. The limiting profile is a new particular solution of the
focusing nonlinear Schrödinger equation in the rescaled variables—the rogue wave
of infinite order—which also satisfies ordinary differential equations with respect to
space and time. The spatial differential equations are identified with certain members
of the Painlevé-III hierarchy. We compute the far-field asymptotic behavior of the
near-field limit solution and compare the asymptotic formulas with the exact solu-
tion using numerical methods for solving Riemann–Hilbert problems. In a certain
transitional region for the asymptotics, the near-field limit function is described
by a specific globally defined tritronquée solution of the Painlevé-II equation. These
properties lead us to regard the rogue wave of infinite order as a new special function.
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1. Introduction
The focusing nonlinear Schrödinger equation in the form

i
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@t
C
1

2

@2 

@x2
C
�
j j2 � 1

�
 D 0; .x; t/ 2 R

2 (1)

and subject to the boundary conditions  .x; t/ ! 1 as jxj ! 1 is a model for
the study of spatially localized perturbations of Stokes waves, that is, uniform peri-
odic wavetrains, in diverse physical systems where (1) arises as a weakly nonlinear
complex amplitude equation. The exact solution  D  0.x; t/ � 1 consistent with
these boundary conditions is called the background, and it represents the unperturbed
Stokes wave. One exact solution representing a nontrivial perturbation of the back-
ground is the Peregrine solution (see [29]),

 D 1.x; t/ WD 1� 4
1C 2it

1C 4x2 C 4t2
; (2)

which represents a disturbance localized near the origin in both space x and time t .
The maximum amplitude of  1.x; t/ occurs at the origin .x; t/ D .0; 0/ and has a
value of three times the unit background amplitude. As such, Peregrine’s solution
 1.x; t/ is a model for rogue waves, that is, large-amplitude spatio-temporally local-
ized disturbances of a uniform background state. In general, rogue waves are of great
interest because they are known to have caused damage to ships and they represent one
of the basic modes of nonlinear saturation of the well-known modulational instability
of the background  0.x; t/. The latter instability is sometimes called the Benjamin–
Feir instability in the context of water waves (see [19]). Rogue wave solutions such as
(2) are not only important in the context of the exact boundary condition  .x; t/! 1.
They have also been shown to arise generically but in an approximate sense in the
presence of different boundary conditions such as  .x; t/ ! 0. Indeed, motivated
by a universality conjecture of Dubrovin, Grava, and Klein [14], Bertola and Tovbis
have shown in [3] that when a generic gradient catastrophe occurs in a dispersionless
approximation of the focusing nonlinear Schrödinger equation valid in the semiclas-
sical limit, the dispersive terms become important in such a way as to locally generate
a field of independent copies of the Peregrine solution (2) positioned at certain points
near the focus correlated to the poles in the complex plane of the tritronquée solution
of the Painlevé-I equation. The individual rogue waves are asymptotically distant from
each other on a microscale zoomed in on the focus point, which explains why they do
not substantially interact with each other or feel the boundary conditions imposed far
away from the focus. A similar phenomenon has been observed in the semiclassical
sine-Gordon equation (see [22]).

The focusing nonlinear Schrödinger equation (1) is an integrable nonlinear equa-
tion, and it therefore comes with a nonlinear analogue of a linear superposition prin-
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ciple known as a Bäcklund transformation. Bäcklund transformations of solutions
can be iterated, especially when the transformation is implemented at the level of the
Lax pair eigenfunctions underlying the complete integrability via a so-called Dar-
boux transformation. Iterated Bäcklund/Darboux transformations can produce a zoo
of increasingly complicated solutions of (1); in particular, via a limiting technique
known as a generalized Darboux transformation (see [17]) it is possible to iterate the
transformation at the distinguished value of the spectral parameter that produces the
Peregrine solution  1.x; t/ from the background  0.x; t/ producing “higher-order”
rogue wave solutions of (1). Such solutions can resemble multiple copies of the Pere-
grine solution centered at distant space-time points, but it is also possible to choose
the auxiliary parameters introduced at each iteration to concentrate the disturbance
near the origin (say). Thus one arrives at a sequence of “fundamental” higher-order
rogue wave solutions of (1),  k.x; t/, k D 0; 1; 2; 3; : : : , in which the effect of nonlin-
ear superposition is maximized in a sense. These solutions are especially interesting
in applications because the spatio-temporal concentration turns out to coincide with
large amplitude. These higher-order rogue wave solutions seem to have first been
found in [2] and a general construction involving a special Baker–Akhiezer function
ansatz motivated by degeneration of algebraic curves was given in [15]. They have
been studied in many papers in the last decade. Among these we can highlight here
some of the important works specifically related to fundamental rogue waves such as
the paper of Akhmediev, Ankiewicz, and Soto-Crespo [1] and the paper of Ohta and
Yang [24].

Iterated Darboux transformations of a simple solution such as the background
 0.x; t/ have both an analytic character and an algebraic character, and the latter
is especially popular because it leads to closed-form formulas in which  k.x; t/ is
expressed, say, in terms of determinants of matrices with simple entries. For instance,
the following algebraic characterization of  k.x; t/ can be found in [17]. Let quan-
tities F`.x; t/ and G`.x; t/, ` 2 Z�0, be defined by entire generating functions as
follows:

.1� i�/
sin..xC �t/

p
�2 C 1/

p
�2 C 1

D

1X
`D0

�1
2

i
�`

F`.x; t/.�� i/`;
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�
.xC �t/

p
�2 C 1

�
D

1X
`D0

�1
2

i
�`

G`.x; t/.�� i/`:

(3)

It is easy to see that the coefficients F`.x; t/ and G`.x; t/ are polynomials in .x; t/.
Define a k � k matrix K.k/.x; t/ by
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K.k/
pq .x; t/ WD

p�1X
�D0

q�1X
�D0

 
�C �

�

!�
Fq���1.x; t/

�Fp���1.x; t/

CGq���1.x; t/
�Gp���1.x; t/

�
;

1� p;q � k; (4)

and define a k � k rank-one perturbation H.k/.x; t/ by

H .k/
pq .x; t/ WD �2

�
Fp�1.x; t/CGp�1.x; t/

��
Fq�1.x; t/

� �Gq�1.x; t/
�
�
;

1� p;q � k: (5)

We take the following as a definition.

Definition 1 (Fundamental rogue waves)
The fundamental rogue wave solution of (1) of order k is

 k.x; t/ WD .�1/k
det.K.k/.x; t/CH.k/.x; t//

det.K.k/.x; t//
: (6)

In the Appendix, we show that det.K.k/.x; t//¤ 0 for all .x; t/ 2 R
2, so  k.x; t/

is well defined. The square modulus also has a compact representation as (see [21,
Theorem 1]) ˇ̌

 k.x; t/
ˇ̌2

D 1C
@2

@x2
ln det

�
K.k/.x; t/

�
: (7)

The latter equation shows that det.K.k/.x; t// is a “� -function” for the fundamental
rogue wave solutions.

We now describe the same solution  k.x; t/ from a more analytical perspective.
Let †c denote the vertical line segment connecting the points ˙i, with upward orien-
tation. Let �.�/ be the function analytic for � 2 Cn†c satisfying �.�/2 D �2 C1 and
�.�/D �CO.��1/ as �! 1. Let f .�/ be the function analytic for � 2 C n†c that
satisfies f .�/2 D .�C �.�//=.2�.�// and f .�/! 1 as �! 1. Let E.�/ denote the
matrix function defined for � 2 C n†c by

E.�/ WD f .�/

�
1 i.�� �.�//

i.�� �.�// 1

�
; � 2 C n†c: (8)

This matrix is analytic in its domain of definition and has unit determinant. We define
the constant orthogonal matrix Q by

Q WD
1

p
2

�
1 �1

1 1

�
; Q�1 D Q>; det.Q/D 1: (9)



ROGUE WAVES AND THE PAINLEVÉ-III HIERARCHY 675

Finally, let †ı denote a clockwise-oriented circular contour centered at the origin
and having radius greater than 1. In [8] the following Riemann–Hilbert problem was
proposed as an alternative characterization of the rogue wave solution of order k. Here
and below, we use subscripts C/� to refer to boundary values taken on an oriented
jump contour from the left/right. We also make frequent use of the Pauli spin matrices:

�1 WD

�
0 1

1 0

�
; �2 WD

�
0 �i
i 0

�
; and �3 WD

�
1 0

0 �1

�
: (10)

RIEMANN–HILBERT PROBLEM 1 (Rogue wave of order k)
Let .x; t/ 2 R

2 be arbitrary parameters, and let k 2 Z�0. Find a 2 � 2 matrix
M.k/.�Ix; t/ with the following properties:

Analyticity: M.k/.�Ix; t/ is analytic in � for � 2 C n .†ı [†c/, and it takes
continuous boundary values on †ı [†c.
Jump conditions: The boundary values on the jump contour †ı [ †c are
related as

M.k/
C .�Ix; t/D M.k/

� .�Ix; t/e2i�C.�/.xC�t/�3 ; � 2†c; (11)

and if k D 2n, n 2 Z�0, then

M.k/
C .�Ix; t/D M.k/

� .�Ix; t/e�i�.�/.xC�t/�3Q
��� i

�C i

�n�3

�Q�1E.�/ei�.�/.xC�t/�3 ; � 2†ı; (12)

while if instead k D 2n� 1, n 2 Z>0, then

M.k/
C .�Ix; t/D M.k/

� .�Ix; t/e�i�.�/.xC�t/�3Q
��C i

�� i

�n�3

�Q�1E.�/ei�.�/.xC�t/�3 ; � 2†ı: (13)

Normalization: M.k/.�Ix; t/! I as �! 1.

It turns out (cf. Proposition 1 below) that the rogue wave solution of order k is
given in terms of the solution of this problem by the formula

 .x; t/D k.x; t/ WD 2i lim
�!1

�M
.k/
12 .�Ix; t/; k 2 Z�0: (14)

The rogue wave of order k D 0 coincides with the background solution. Indeed, if
k D 0, then the solution of Riemann–Hilbert Problem 1 is
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M.0/.�Ix; t/

D

´
E.�/ � exterior to †ı,

E.�/e�i�.�/.xC�t/�3E.�/�1ei�.�/.xC�t/�3 � in the interior of †ı:
(15)

In verifying the jump condition (11) one should make use of the fact that the first three
factors appearing on the second line of the right-hand side in (15) combine, perhaps
despite appearances, to form an entire function U.�Ix; t/ of �:

U.�Ix; t/ WD E.�/e�i�.�/.xC�t/�3E.�/�1

D .xC �t/
sin.�/

�

�
�i� 1

�1 i�

�
C cos.�/I;

� WD �.�/.xC �t/;

(16)

noting that analyticity follows because sin.�/=� and cos.�/ are even in � and hence
entire functions of �2 D .�2 C1/.xC�t/2. Applying the formula (14) for k D 0 then
gives

 0.x; t/D 2i lim
�!1

�M
.0/
12 .�Ix; t/D 2i lim

�!1
�E12.�/D 1: (17)

In [8], the conditions of Riemann–Hilbert Problem 1 were translated into a finite-
dimensional linear algebra problem via a suitable rational ansatz for the matrix
M.k/.�Ix; t/E.�/�1 in the exterior domain that builds in poles of order n at �D ˙i
(only visible upon analytic continuation into the interior domain through †ı). The
coefficients in the partial fraction expansion of this rational ansatz are determined so
that the jump condition produces a matrix in the interior domain that is consistent
with the required analyticity and continuity at � D ˙i. It turns out that the Taylor
coefficients of the entire function (16) at � D ˙i appear when these conditions are
implemented, and in fact we can recognize these coefficients in the quantities F`.x; t/

and G`.x; t/ defined by (3). Thus it is possible to show the following.

PROPOSITION 1
The function  k.x; t/ obtained from the solution of Riemann–Hilbert Problem 1 by
(14) coincides with the determinantal formula (6).

We give the proof in the Appendix.

1.1. Qualitative properties of high-order fundamental rogue waves
Using the determinantal formula (6), it is easy to make plots that reveal certain quali-
tative features of fundamental rogue waves. Figure 1 shows surface plots of the mod-
ulus j k.x; t/j over the .x; t/-plane for k D 1; 2; 3; 4. These plots display the key
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Figure 1. (Color online) The modulus j k.x; t/j as a function of .x; t/ 2 R
2 for k D 1; 2; 3; 4.

characteristic that the amplitude of the fundamental rogue wave of order k increases
with k, with the extreme amplitude being achieved at a central peak that concentrates
as k increases. However, it is also clear that the solution becomes more complex as
k increases, with the formation of more and more subordinate peaks in amplitude.
Finally, one can see that the rogue wave of order k is not very symmetrical with
respect to the roles of the coordinates .x; t/; indeed the amplitude seems to form a
double “shelf” in the t -direction and a double “channel” in the x-direction.

Features such as the space-time distribution of maxima on the shelves can more
easily be seen in two-dimensional plots in which the amplitude is indicated with
a grayscale. Such plots are shown in Figure 2. These plots clearly show that the
“shelves” in the amplitude j kj that form before and after the amplitude peak at the
origin have a boundary that apparently becomes more sharply defined the larger the
order k. The shelves develop a regular crystalline pattern of local maxima, and mean-
while the “channels” near the x-axis become more clearly defined.
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Figure 2. (Color online) j k.x; t/j plotted over the x (horizontal coordinate) and t (vertical
coordinate) plane for k D 4; 8; 16 (or nD 2; 4; 8). Black means j k j D 0 and lighter color

corresponds to higher peaks of amplitude as indicated on the legend to the right. Superimposed
in red are transitional curves t D ˙jxj3=2=

p
54n for the near-field asymptotics (cf. Section 4.3).

Figure 3. (Color online) Plots of  k.x; 0/ (real-valued) versus x for k D 1; 3; 5; 7; 9.

The channels appear featureless in these plots by comparison with the shelves,
but the rogue wave actually displays remarkable structure in these regions, as can
be seen in one-dimensional plots of the restriction of the rogue wave to the x-axis.
Such plots are shown in Figures 3 and 4. These figures show that the rogue wave is
highly oscillatory in the channels near the x-axis, with a number of zeros increasing
with k. In fact, there appear to be 2k zeros, and the largest zeros appear to occur
at approximately x D ˙k, beyond which the solution tends to the background value
of  D 1. On the other hand, we will show in this paper that the zeros are by no
means asymptotically equally spaced; the zeros near the origin in fact have spacing
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Figure 4. (Color online) Plots of  k.x; 0/ (real-valued) versus x for k D 2; 4; 6; 8; 10.

Figure 5. (Color online) Plots of Re. k.0; t// (blue) and Im. k.0; t// (maize) versus t for
k D 1; 3; 5; 7; 9.

proportional to k�1. Similar plots of  k.x; t/ restricted to the t -axis are shown in
Figures 5 and 6. These figures show that the rogue waves are also highly oscillatory
in the t -direction when k is large, and one can clearly observe that the frequency of
the oscillations is greater near the origin than in the plots shown in Figures 3 and 4.
We will show in this paper that the time frequency of the rogue wave near t D 0 scales
like k2.

The fundamental rogue wave of order k clearly displays remarkable complexity
when k is large, and yet it also clearly demonstrates many of the hallmark features
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Figure 6. (Color online)Plots of Re. k.0; t// (blue) and Im. k.0; t// (maize) versus t for
k D 2; 4; 6; 8; 10.

of a multiscale structure. Such features are very difficult to extract from the determi-
nantal formula (6) because the natural limit k ! 1 involves computing determinants
of larger and larger dimension. On the other hand, the representation of  k.x; t/ via
Riemann–Hilbert Problem 1 turns out to be a more fruitful avenue for large-k asymp-
totic analysis of the fundamental rogue wave of order k. In this paper, we take the first
steps in such analysis by giving an asymptotic description of  k.x; t/ in the near-field
limit, that is, for .x; t/ in a small neighborhood (shrinking in size as k ! 1) of the
origin .0; 0/. This analysis reveals something nontrivial, namely, a particular pair of
opposite transcendental solutions of the focusing nonlinear Schrödinger equation that
we call the rogue waves of infinite order. This paper is devoted to the proof of this
result and the detailed description of these special limiting solutions.

1.2. Removing the branch cut
An equivalent Riemann–Hilbert problem is easily formulated in which the unknown
has no jump across †c, the branch cut for � and f . To this end, we use the matrix
M.0/.�Ix; t/ as a parametrix for M.k/.�Ix; t/ and hence consider the matrix

N.k/.�Ix; t/ WD M.k/.�Ix; t/M.0/.�Ix; t/�1: (18)

It is easy to check that since the jump condition (11) is independent of k, N.k/
C .�I

x; t/D N.k/
� .�Ix; t/ for all � 2†c. Since the boundary values taken on†c are contin-

uous, a Morera argument shows that N.k/.�Ix; t/ can be defined on †c in such a way
that N.k/.�Ix; t/ becomes analytic for � 2 C n†ı. Similarly, since M.k/.�Ix; t/! I

as �! 1 independent of k, it follows that N.k/.�Ix; t/! I as �! 1 also. It only



ROGUE WAVES AND THE PAINLEVÉ-III HIERARCHY 681

remains to compute the jump condition satisfied by N.k/.�Ix; t/ across †ı to formu-
late the following equivalent problem.

RIEMANN–HILBERT PROBLEM 2 (Rogue wave of order k—Reformulation)
Let .x; t/ 2 R

2 be arbitrary parameters, and let k 2 Z�0. Find a 2 � 2 matrix
N.k/.�Ix; t/ with the following properties:

Analyticity: N.k/.�Ix; t/ is analytic in � for � 2 C n†ı, and it takes continu-
ous boundary values on †ı from the interior and exterior.
Jump condition: The boundary values on†ı (recall clockwise orientation) are
related as follows. If k D 2n, n 2 Z�0, then

N.k/
C .�Ix; t/D N.k/

� .�Ix; t/U.�Ix; t/Q
��� i

�C i

�n�3

Q�1U.�Ix; t/�1;

� 2†ı; (19)

while if instead k D 2n� 1, n 2 Z>0, then

N.k/
C .�Ix; t/D N.k/

� .�Ix; t/U.�Ix; t/Q
��C i

�� i

�n�3

Q�1U.�Ix; t/�1;

� 2†ı; (20)

where the entire unit-determinant matrix U.�Ix; t/ is defined in (16).
Normalization: N.k/.�Ix; t/! I as �! 1.

Clearly, if k D 0, then the jump condition on †ı simply reads N.0/
C .�Ix; t/ D

N.0/
� .�Ix; t/ so the solution of the problem is simply N.0/.�Ix; t/ � I. Using (14)

and (17) shows that

 k.x; t/D 1C 2i lim
�!1

�N
.k/
12 .�Ix; t/; k 2 Z�0: (21)

This formulation immediately gives a new and very simple proof of a recent result in
[35] (apparently already noticed in [1]) characterizing the maximum amplitude of the
rogue wave of order k, which turns out to be achieved at the origin .x; t/D .0; 0/.

PROPOSITION 2
We have  k.0; 0/D .�1/k.2kC 1/.

Proof
Set .x; t/ D .0; 0/ in Riemann–Hilbert Problem 2. Since U.�I0; 0/ D I, the jump
condition then becomes simply

N.k/
C .�I0; 0/D N.k/

� .�I0; 0/Q
��� i

�C i

�n�3

Q�1; � 2†ı; k D 2n; (22)
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or

N.k/
C .�I0; 0/D N.k/

� .�I0; 0/Q
��C i

�� i

�n�3

Q�1; � 2†ı; k D 2n� 1; (23)

depending on whether k is even or odd. Either way, it is clear that the jump is diago-
nalized by a constant conjugation, which also preserves the normalization at �D 1:
N.k/.�I0; 0/ D QD.k/.�/Q�1. Then one solves the resulting diagonal problem for
D.k/.�/ explicitly by setting D.k/.�/� I in the interior of †ı and

D.k/.�/D
��� i

�C i

�n�3

; � exterior to †ı; k D 2n; (24)

or

D.k/.�/D
��C i

�� i

�n�3

; � exterior to †ı; k D 2n� 1: (25)

Since in the limit �! 1,

D.k/.�/D

´
I� 2in�3�

�1 CO.��2/ k D 2n;

IC 2in�3�
�1 CO.��2/ k D 2n� 1;

(26)

conjugating by Q and using Q�3Q�1 D �1 gives

N.k/.�I0; 0/D

´
I� 2in�1�

�1 CO.��2/ k D 2n;

IC 2in�1�
�1 CO.��2/ k D 2n� 1

(27)

as �! 1. Applying the formula (21) finishes the proof.

It is also true that  k.x; t/! 1 as x2 C t2 ! 1, although the shortest proof of
this that we know so far (see [24, Section 3(e)]) comes from the algebraic representa-
tion (6) and is not very enlightening in the present context.

1.3. Summary of results
The main result of our paper is Theorem 1, which is formulated and proved in Sec-
tion 2 with the help of the Riemann–Hilbert representation of  k.x; t/. This result
asserts that, when examined on spatial scales x D O.k�1/ and temporal scales t D

O.k�2/, a suitable rescaling of  k.x; t/ actually has a nontrivial limit as k ! 1

along subsequences of even and odd k. The two “near-field” limits are functions
‰˙.X;T / of rescaled space and time variables that are well-defined transcenden-
tal solutions of the focusing nonlinear Schrödinger equation in the rescaled variables.
They are rogue waves of infinite order, and they have a natural Riemann–Hilbert char-
acterization (cf. Riemann–Hilbert Problem 3). Heuristically, the near-field limit is
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capturing the central peak of the rogue wave  k.x; t/ and an arbitrary finite number
of neighboring peaks; all of this interesting behavior is occurring just within the bright
spot near the origin in the plots in Figure 2!

While the existence of the near-field limit of rogue waves is our main result, much
of our paper is devoted to the detailed analysis of the limit functions ‰˙.X;T /. In
Section 3, we establish several important exact properties of the functions ‰˙.X;T /.
First, in Section 3.1 we show that ‰�.X;T / D �‰C.X;T / (Corollary 1), that
‰˙.�X;T / D ‰˙.X;T / (Corollary 2), that ‰˙.X;�T / D ‰˙.X;T /� (Corol-
lary 3), and that ‰˙.0; 0/ D ˙4 (Proposition 7). We also give the L2.R/-norm of
‰˙.�; T / in Proposition 8, although its proof must wait until appropriate asymptotic
theory is developed in Section 4. Then, in Section 3.2 we show that not only do
the functions ‰˙.X;T / satisfy the focusing nonlinear Schrödinger equation, but
they also satisfy simple ordinary differential equations with respect to X for fixed
T (Theorem 2) and with respect to T for fixed X (Theorem 3). We identify the
differential equations with respect to X as belonging to the Painlevé-III hierarchy in
the sense of Sakka [30]. In particular, when T D 0, the latter reduces to a special case
of the classical Painlevé-III equation in which the formal monodromy parameters
both vanish: ‚0 D‚1 D 0 (see Corollary 4).

Then, in Section 4, we specify the rogue waves of infinite order ‰˙.X;T / more
precisely by determining their asymptotic behavior as X;T ! 1. Such asymptotic
formulas would perhaps describe the rogue wave of order k when k is large in a cer-
tain overlap domain1 where the near-field asymptotic of Theorem 1 gives way to a
far-field description that is the subject of ongoing research (see [7]). It turns out that
the large .X;T / behavior of ‰˙.X;T / depends on whether .X;T / tends to infinity
primarily in the T -direction (thus matching onto the “shelves” visible in Figures 1
and 2) or primarily in the X -direction (matching onto the “channels”). The large-X
asymptotic regime is described in Theorem 4 which is formulated and proved in Sec-
tion 4.1. The large-T asymptotic regime is described in Theorem 5 which is formu-
lated and proved in Section 4.2. The latter results become even more explicit if T D 0

(Corollary 5) orX D 0 (Corollary 6), respectively. The two regimes meet along curves
T D ˙54�1=2jX j3=2, and in a neighborhood of these curves neither asymptotic result
is valid. In Section 4.3 we therefore consider the asymptotic regime of large .X;T /
with T � ˙54�1=2jX j3=2 and we formulate and prove Theorem 6 where we show
that the transitional asymptotics are described by a certain tritronquée solution of the
Painlevé-II equation. All of the results in Section 4 are obtained by applying elements
of the Deift–Zhou steepest descent method (see [13]) to Riemann–Hilbert Problem 4,
which is equivalent to Riemann–Hilbert Problem 3 and characterizes uniquely the

1See Conjecture 1 in Section 5 which concerns such overlap domains.
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rogue waves of infinite order. These results lead us to regard ‰˙.X;T / as new spe-
cial functions.

In Section 5, we apply numerical methods for Riemann–Hilbert problems to reli-
ably compute these new special functions. We first produce accurate plots of rogue
waves of infinite order. We then compare these solutions with finite-order rogue waves
and also with large-X asymptotic formulas for ‰˙.X;T / obtained in Section 4. We
also use numerics to formulate a conjecture generalizing our main convergence result,
asserting its validity on larger sets than predicted by Theorem 1.

In an Appendix, we give a proof of Proposition 1.

1.4. Further generalization and broader context
Since we completed the first draft of this work, we have learned that the special func-
tions ‰˙.X;T / have a utility beyond the description of rogue waves of high order;
in particular they were studied in [31] (see also [10]) where they were shown to
model certain self-focusing processes in nonlinear geometrical optics or unstable gas
dynamics, and they have also been shown to describe solutions of the focusing nonlin-
ear Schrödinger equation corresponding to high-order eigenvalues of the Zakharov–
Shabat operator with potential vanishing at infinity (see [5]). More precisely, the
function q.t; x/ with parameter a > 0 appearing in [31] essentially coincides with
‰˙.X;T / via ‰C.X;T /D q.1

2
T;X/ for parameter a D 81=3. In general, q.0; 0/D

.2a3/1=2, however the dependence of q on a can be removed by the simple scaling
symmetry . Qx; Qt ; Qq/ WD .˛�1x;˛�2t; ˛q/ of the equation iqt C qxx C 2jqj2q D 0. On
the other hand, the special functions ‰ D ‰.X;T I c/, involving a parameter vector
c 2 C

2 and studied in [5], are true generalizations of ‰˙.X;T /D‰.X;T I .1;˙1/>/

as c cannot be scaled out. While the parameter c affects the properties of the solu-
tion (e.g., breaking even symmetry) it significantly does not appear in the ordinary
differential equations satisfied by ‰.X;T I c/.

A common feature in these examples is the simultaneous explosion of ampli-
tude and collapse of support of a suitable family of exact solutions. The amplitude
and spatio-temporal scales are balanced in the limit process consistently with the
scaling of the dominant terms in the equation: @t � @2

x � j j2. This consistent scal-
ing explains heuristically why the limiting special functions ‰˙.X;T / satisfy the
same equation (modulo the lower-order linear term � in (1)) as does each of the
 k.x; t/, albeit in rescaled independent and dependent variables. While it seems to
be difficult to formulate a precise conjecture, one might expect that ‰˙.X;T / or
other closely related special function solutions of the focusing nonlinear Schrödinger
equation should arise in a limit from a wide variety of solution families that exhibit
consistently scaled simultaneous explosion and collapse. That said, explosion and
collapse are themselves not sufficient to yield an interesting limit because given any
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localized solution  .x; t/ of i t C 1
2
 xx Cj j2 D 0, the family of related solutions

 k.x; t/ WD k .kx;k2t / exhibits explosion and collapse as k ! 1 without essential
change of profile. The known examples described in this work as well as in [5], [10],
and [31] show that one also needs some kind of accumulation of singularities in the
complex plane of the spectral parameter.

Similar reasoning applies to other nonlinear equations as well. For instance, we
have recently begun a study [6] of fundamental rogue wave solutions to the derivative
nonlinear Schrödinger (DNLS) equation iut C uxx ˙ i.juj2u/x D 0, and we have
found that there is also a near-field limit of these solutions. The limit is a solution of
the DNLS equation in rescaled variables. So while it is not the same special function
‰˙.X;T / which appears to be associated with the nonlinear Schrödinger equation
only, it may be expected to play a similar role in describing families of exploding and
collapsing solutions of the DNLS equation.

Both the nonlinear Schrödinger and DNLS equations involve a minimal number
of balancing terms in such a way that the equation is preserved under the explo-
sion/collapse scaling. There are of course other nonlinear wave equations that involve
more terms but still have integrable structure. An example is the Hirota equation with
parameter ˛ 2 R

i
@ 

@t
C
1

2

@2 

@x2
C j j2 D �i˛j j2

@ 

@x
�
1

6
i˛
@3 

@x3
; (28)

which is a combination of the commuting nonlinear Schrödinger and complex mod-
ified Korteweg–de Vries (mKdV) flows in the AKNS hierarchy, and which models
certain wave propagation problems involving higher-order dispersion. The terms on
the right-hand side come from the mKdV flow, and it is easy to see that if  becomes
large (explosion) while the spatial scale becomes small (collapse), then the dominant
balance occurs between @t and the terms on the right-hand side; that is, the Hirota
equation goes over into the complex mKdV equation in the limit. Hence one generally
expects that if a near-field limit exists for an exploding/collapsing family of solutions,
the limit function should satisfy a certain minimal equation obtained from keeping
a suite of dominantly balanced terms. One may also expect that each such minimal
equation should have its own special function solutions that will universally describe
a wide variety of more general solutions of both the same equation and others related
by “lower-order” perturbations (such as the Hirota equation is to the complex mKdV
equation).

2. Near-field asymptotic behavior of fundamental rogue waves
Writing k D 2n for k even and k D 2n� 1 for k odd, consider the following substi-
tutions in Riemann–Hilbert Problem 2:
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x D
X

n
; t D

T

n2
; �D nƒ: (29)

We choose the contour †ı to be the circle of radius n. Observe the following asymp-
totic behavior of the jump matrix:

E.�/e�i�.�/.xC�t/�3E.�/�1Q
��� i

�C i

�˙n�3

Q�1

�E.�/ei�.�/.xC�t/�3E.�/�1
ˇ̌̌
�Dnƒ;xDn�1X;tDn�2T

D
�
ICO.n�1/

�
e�i.ƒXCƒ2T /�3Qe�2iƒ�1�3Q�1ei.ƒXCƒ2T /�3 (30)

which holds uniformly for jƒj D 1 and .X;T / in compact subsets of R2. Considering
k and hence n large, and neglecting the error term results in the following model
Riemann–Hilbert problem.

RIEMANN–HILBERT PROBLEM 3 (Rogue waves of infinite order)
Let .X;T / 2 R

2 be fixed. Find a 2 � 2 matrix P˙.ƒIX;T / with the following prop-
erties:

Analyticity: P˙.ƒIX;T / is analytic in ƒ for jƒj ¤ 1, and it takes continuous
boundary values on the unit circle from the interior and exterior.
Jump condition: Assuming clockwise orientation of the unit circle jƒj D 1, the
boundary values are connected by the following formula:

P˙
C.ƒIX;T /D P˙

� .ƒIX;T /e�i.ƒXCƒ2T /�3Qe�2iƒ�1�3

�Q�1ei.ƒXCƒ2T /�3 ; jƒj D 1: (31)

Normalization: P˙.ƒIX;T /! I as ƒ! 1.

The matrix PC.ƒIX;T / will correspond to the large-k asymptotics of rogue
waves of even order k D 2n, while P�.ƒIX;T / will correspond to the large-k
asymptotics of rogue waves of odd order k D 2n� 1. In fact, these two matrices are
explicitly related, as we will show below. The basic properties of Riemann–Hilbert
Problem 3 are summarized in the following proposition.

PROPOSITION 3
Riemann–Hilbert Problem 3 has a unique solution for each choice of sign ˙ and
for each .X;T / 2 R

2. The solution satisfies det.P˙.ƒIX;T // D 1, and for every
compact subset K 	 R

2,

sup
jƒj¤1;.X;T /2K

��P˙.ƒIX;T /
��D CK <1: (32)
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The function ‰.X;T /D‰˙.X;T / defined from P˙.ƒIX;T / by the limit

‰˙.X;T / WD 2i lim
ƒ!1

ƒP˙
12.ƒIX;T / (33)

is a global solution of the focusing nonlinear Schrödinger equation in the form

i
@‰

@T
C
1

2

@2‰

@X2
C j‰j2‰D 0: (34)

Proof
To prove unique solvability, we will show that the jump conditions and the jump
matrices in Riemann–Hilbert Problem 3 satisfy the hypotheses of Zhou’s vanishing
lemma (see [38, Theorem 9.3]). To this end, we reorient the jump contour jƒj D 1 to
have clockwise orientation in the upper half-plane and counterclockwise orientation
in the lower half-plane. This makes the reoriented jump contour invariant, including
orientation, under Schwarz reflection symmetry in the real axis. Reversing the orien-
tation on the lower semicircle means exchanging the boundary values or, equivalently,
replacing the jump matrix there with its inverse; hence the jump matrix in (31) when
defined on the reoriented jump contour becomes:

V˙.ƒIX;T / WD

8̂̂̂̂
<̂
ˆ̂̂:

e�i.ƒXCƒ2T /�3Qe�2iƒ�1�3Q�1ei.ƒXCƒ2T /�3

jƒj D 1; Im.ƒ/ > 0;

e�i.ƒXCƒ2T /�3Qe˙2iƒ�1�3Q�1ei.ƒXCƒ2T /�3

jƒj D 1; Im.ƒ/ < 0:

(35)

For jƒj D 1 with Im.ƒ/ > 0, using the fact that Q is a real orthogonal matrix, we
have

V˙.ƒ�IX;T /D Œei.ƒXCƒ2T /�3Qe�2iƒ�1

Q>e�i.ƒXCƒ2T /�3 	�

D Œe�i.ƒXCƒ2T /�3Qe�2iƒ�1

Q>ei.ƒXCƒ2T /�3 	�

D V˙.ƒIX;T /�; (36)

where the “dagger” superscript � denotes the conjugate transpose of the matrix.
Thus, whenever .X;T / 2 R

2, the identity V˙.ƒ�IX;T /D V˙.ƒIX;T /� holds on
the reoriented Schwarz-symmetric jump contour jƒj D 1. Taking into account the
normalization condition P˙.ƒIX;T / ! I as ƒ ! 1, we have confirmed all the
hypotheses of the vanishing lemma. Consequently, Riemann–Hilbert Problem 3 is
uniquely solvable for all .X;T / 2 R

2.
Because as a polynomial in analytic matrix entries det.P˙.ƒIX;T // is ana-

lytic for jƒj ¤ 1, and since the jump matrix is unimodular, Morera’s theorem shows
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that det.P˙.ƒIX;T // can be extended to jƒj D 1 as an entire function. Apply-
ing the normalization condition and invoking Liouville’s theorem then shows that
det.P˙.ƒIX;T //� 1 holds for jƒj ¤ 1 and for all .X;T / 2 R

2.
Moreover, since the jump contour is compact and the jump matrix depends ana-

lytically on X and T , it follows from analytic Fredholm theory applied to the system
of singular integral equations equivalent to Riemann–Hilbert Problem 3 that the solu-
tion P˙.ƒIX;T / is real-analytic in .X;T /; in particular, it is continuous and hence
bounded on compact sets K in the .X;T /-plane. This fact, together with the con-
tinuous manner in which the boundary values of P˙ are achieved on the unit circle
in the ƒ-plane (actually, the boundary values can easily be seen to extend analyti-
cally through the jump contour from both directions) proves the estimate (32). Being
analytic in ƒ outside of the unit circle, the matrix P˙.ƒIX;T / admits a convergent
Laurent expansion of the form

P˙.ƒIX;T /D IC

1X
j D1

P˙Œj �.X;T /ƒ�j ; jƒj> 1; (37)

and analytic Fredholm theory implies that each coefficient P˙Œj �.X;T / is real-
analytic on R

2 and that the series (37) is differentiable term by term with respect to
X and/or T . In particular, the function ‰˙.X;T / obtained from P˙.ƒIX;T / via the
limit (33) is simply ‰˙.X;T /D 2iP˙Œ1�

12 .X;T /, which is a real-analytic function on
R

2.
We will now use a “dressing” argument to show that‰˙.X;T /D 2iP˙Œ1�

12 .X;T /

is a solution of the focusing nonlinear Schrödinger equation in the form (34). To this
end, we define

W˙.ƒIX;T / WD P˙.ƒIX;T /e�i.ƒXCƒ2T /�3 ; (38)

and observe that W˙.ƒIX;T / is analytic for jƒj ¤ 1, satisfying a jump condition
across the unit circle with jump matrix Qe�2iƒ�1�3Q�1 (assuming clockwise orien-
tation) that is independent of .X;T / 2 R

2. The partial derivatives W˙
X .ƒIX;T / and

W˙
T .ƒIX;T / are both analytic in the same domain and, by differentiation of the jump

condition for W˙ with respect to X and T , they satisfy the same jump condition as
W˙.ƒIX;T / does. It then follows that the matrices

A˙.ƒIX;T / WD W˙
X .ƒIX;T /W˙.ƒIX;T /�1 and

B˙.ƒIX;T / WD W˙
T .ƒIX;T /W˙.ƒIX;T /�1

(39)

can be defined by continuity for jƒj D 1 so that they become entire functions of ƒ.
Since the series (37) is differentiable term by term with respect toX and T , we obtain
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A˙.ƒIX;T /D �iƒ�3 C i
	
�3;P˙Œ1�.X;T /



CO.ƒ�1/; ƒ! 1

D �iƒ�3 C i
	
�3;P˙Œ1�.X;T /



(40)

and

B˙.ƒIX;T /D �iƒ2�3 C iƒ
	
�3;P˙Œ1�.X;T /



C i
	
P˙Œ1�.X;T /; �3P˙Œ1�.X;T /



C i
	
�3;P˙Œ2�.X;T /



CO.ƒ�1/; ƒ! 1

D �iƒ2�3 C iƒ
	
�3;P˙Œ1�.X;T /



C i
	
P˙Œ1�.X;T /; �3P˙Œ1�.X;T /



C i
	
�3;P˙Œ2�.X;T /



; (41)

where the last equality in each case is a consequence of Liouville’s theorem. The
dependence on the matrix P˙Œ2�.X;T / can be removed because the coefficient of
ƒ�1 in the O.ƒ�1/ error term in (40) is

i
	
�3;P˙Œ2�.X;T /



C i
	
P˙Œ1�.X;T /; �3P˙Œ1�.X;T /



C P˙Œ1�

X .X;T / (42)

which must vanish again by Liouville’s theorem. Therefore, B˙.ƒIX;T / can be
expressed as the following quadratic polynomial in ƒ:

B˙.ƒIX;T /D �iƒ2�3 C iƒ
	
�3;P˙Œ1�.X;T /



� P˙Œ1�

X .X;T /: (43)

We note in passing that setting to zero the diagonal part of (42) gives the differential
identities

P
˙Œ1�
11;X .X;T /D 2iP˙Œ1�

12 .X;T /P
˙Œ1�
21 .X;T / and

P
˙Œ1�
22;X .X;T /D �2iP˙Œ1�

12 .X;T /P
˙Œ1�
21 .X;T /:

(44)

Because Q is invariant under conjugation by �2, P˙.ƒIX;T / and �2P˙.ƒ�I

X;T /��2 satisfy the same jump condition on jƒj D 1 and they enjoy the same ana-
lyticity properties and normalization as ƒ ! 1. Thus, by uniqueness �2P˙.ƒ�I

X;T /��2 D P˙.ƒIX;T /, which together with (33) implies that ‰.X;T /� D

2iP˙Œ1�
21 .X;T / and consequently the identities (44) take the form

P
˙Œ1�
11;X .X;T /D �

i

2

ˇ̌
‰˙.X;T /

ˇ̌2
and

P
˙Œ1�
22;X .X;T /D

i

2

ˇ̌
‰˙.X;T /

ˇ̌2
:

(45)

Finally, substituting P˙Œ1�.X;T / in (39) we see that W˙.ƒIX;T / is for jƒj ¤ 1

a simultaneous fundamental solution matrix for the following system of first-order
linear differential equations:
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wX D A˙w D

�
�iƒ ‰˙

�‰˙� iƒ

�
w; (46)

wT D B˙w D

�
�iƒ2 C i 1

2
j‰˙j2 ƒ‰˙ C i 1

2
‰˙

X

�ƒ‰˙� C i 1
2
‰˙�

X iƒ2 � i 1
2
j‰˙j2

�
w; (47)

which constitute the Lax pair for the nonlinear Schrödinger equation. The simultane-
ous solvability of the Lax pair implies that the matrices A˙ and B˙ satisfy the (zero-
curvature) compatibility condition A˙

T � B˙
X C ŒA˙;B˙	D 0, which is precisely the

partial differential equation (34) for ‰ D‰˙.X;T /.

Remark
The jump matrix in Riemann–Hilbert Problem 3 has an essential singularity at the
origin, which although not on the jump contour is a point in the continuous spectrum
for the associated Zakharov–Shabat scattering problem. This suggests that ‰˙.X;T /

might be related to solutions of the focusing nonlinear Schrödinger equation (34) that
generate spectral singularities of the particularly severe sort described by Zhou [37].
On the other hand, the slow decay of ‰˙.X;T / as jX j ! 1 that we will establish in
Section 4 precludes the proper definition of scattering data for the Zakharov–Shabat
problem with zero boundary conditions as considered in [37].

The main result of our paper is then the following.

THEOREM 1 (Rogue waves of infinite order—near-field limit)
Let  k.x; t/ denote the fundamental rogue wave of order k (cf. Definition 1). Then if
k D 2n,

n�1 2n.n
�1X;n�2T /D‰C.X;T /CO.n�1/; n! 1; (48)

while if instead k D 2n� 1,

n�1 2n�1.n
�1X;n�2T /D‰�.X;T /CO.n�1/; n! 1 (49)

uniformly for .X;T / in compact subsets of R2.

Proof
Consider the matrix F.ƒIX;T / WD N.k/.nƒIn�1X;n�2T /P˙.ƒIX;T /�1, where if
k D 2n, we choose the C sign, and if k D 2n� 1, we choose the � sign. This matrix
is analytic for jƒj ¤ 1 and tends to I as ƒ! 1. On the unit circle, according to (30)
we have the jump condition

FC.ƒIX;T /D F�.ƒIX;T /P˙
� .ƒIX;T /

�
I CO.n�1/

�
P˙

� .ƒIX;T /�1;

jƒj D 1: (50)
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Selecting a compact K 	 R
2 and applying det.P˙

� .ƒIX;T // � 1 along with (32)
shows that FC.ƒIX;T /D F�.ƒIX;T /.I CO.n�1// holds uniformly for .X;T / 2

K and jƒj D 1. Therefore F satisfies the conditions of a small-norm Riemann–Hilbert
problem, and from standard theory it follows that F.ƒIX;T / D I C O.n�1/ holds
uniformly for .X;T / 2 K and ƒ 2 C n S1. Moreover, every coefficient in the con-
vergent Laurent series I C FŒ1�.X;T /ƒ�1 C � � � of F.ƒIX;T / about ƒD 1 is also
O.n�1/ uniformly for .X;T / 2K . Therefore, from (21),

n�1 k.n
�1X;n�2T /D n�1 C 2in�1 lim

�!1
�N

.k/
12 .�;n

�1X;n�2T /

D n�1 C 2in�1 lim
ƒ!1

nƒ
	
F11.ƒIX;T /P˙

12.ƒIX;T /

CF12.ƒIX;T /P˙
22.ƒIX;T /



D n�1 C 2i lim

ƒ!1
ƒP˙

12.ƒIX;T /C 2iF Œ1�
12 .X;T /

D‰˙.X;T /CO.n�1/ (51)

holds uniformly for .X;T / 2K , which completes the proof.

Theorem 1 justifies calling the special solutions ‰.X;T / D ‰˙.X;T / of the
focusing nonlinear Schrödinger equation in the form (34) the rogue waves of infinite
order, with the sign “C” referring to infinite even order and the sign “�” referring to
infinite odd order. Some plots of rogue waves of infinite order obtained by numerically
solving Riemann–Hilbert Problem 3 can be found in Section 5.2, and a computational
comparison between finite-order rogue waves and the corresponding rogue wave of
infinite order can be found in Section 5.3.

3. Exact properties of the near-field limit
To study ‰˙.X;T / further, it is helpful to reformulate Riemann–Hilbert Problem 3.
To this end, consider the matrix R˙.ƒIX;T / related to P˙.ƒIX;T / by the following
explicit formula:

R˙.ƒIX;T / WD

´
P˙.ƒIX;T /e�i.ƒXCƒ2T /�3Qei.ƒXCƒ2T /�3 jƒj< 1;

P˙.ƒIX;T /e˙2iƒ�1�3 jƒj> 1:
(52)

Noting that the matrix factors above are analytic in their respective domains and that
e˙2iƒ�1�3 ! I asƒ! 1, we see that R˙.ƒIX;T / satisfies the following Riemann–
Hilbert problem.
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RIEMANN–HILBERT PROBLEM 4 (Rogue waves of infinite order—reformulation)
Let .X;T / 2 R

2 be arbitrary parameters. Find a 2� 2 matrix R˙.ƒIX;T / with the
following properties:

Analyticity: R˙.ƒIX;T / is analytic in ƒ for jƒj ¤ 1, and takes continuous
boundary values on the unit circle from the interior and exterior.
Jump condition: Assuming clockwise orientation of the unit circle jƒj D 1, the
boundary values are related by

R˙
C.ƒIX;T /D R˙

� .ƒIX;T /e�i.ƒXCƒ2T ˙2ƒ�1/�3Q�1ei.ƒXCƒ2T ˙2ƒ�1/�3 ;

jƒj D 1: (53)

Normalization: R˙.ƒIX;T /! I as ƒ! 1.

Comparing with (33), we may recover ‰˙.X;T / from the solution of this prob-
lem by a similar formula:

‰˙.X;T /D 2i lim
ƒ!1

ƒR˙
12.ƒIX;T /: (54)

3.1. Basic symmetries
The formulation of Riemann–Hilbert Problem 4 makes it easy to relate explicitly
RC.ƒIX;T / and R�.ƒIX;T /.

PROPOSITION 4
We have the identity

R�.ƒIX;T /D

´
�3R˙.ƒIX;T /e�4iƒ�1�3�3 jƒj> 1;

�3R˙.ƒIX;T /e�2i.ƒXCƒ2T /�3.i�2/�3 jƒj< 1:
(55)

Proof
The right-hand side of (55) is analytic for jƒj ¤ 1 and tends to the identity asƒ! 1.
It remains only to check the jump condition for R� using (53) for R˙:

R�
C.ƒIX;T /

D �3R˙
C.ƒIX;T /e�4iƒ�1�3�3

D �3R˙
� .ƒIX;T /e�i.ƒXCƒ2T ˙2ƒ�1/�3Q�1ei.ƒXCƒ2T ˙2ƒ�1/�3e�4iƒ�1�3�3

D �3R˙
� .ƒIX;T /e�i.ƒXCƒ2T ˙2ƒ�1/�3Q�1ei.ƒXCƒ2T �2ƒ�1/�3�3

D R�
� .ƒIX;T /�3.�i�2/e

2i.ƒXCƒ2T /�3e�i.ƒXCƒ2T ˙2ƒ�1/�3

�Q�1ei.ƒXCƒ2T �2ƒ�1/�3�3
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D R�
� .ƒIX;T /�3.�i�2/e

i.ƒXCƒ2T �2ƒ�1/�3Q�1ei.ƒXCƒ2T �2ƒ�1/�3�3

D R�
� .ƒIX;T /e�i.ƒXCƒ2T �2ƒ�1/�3�3.�i�2/Q�1�3ei.ƒXCƒ2T �2ƒ�1/�3

D R�
� .ƒIX;T /e�i.ƒXCƒ2T �2ƒ�1/�3Q�1ei.ƒXCƒ2T �2ƒ�1/�3 (56)

because �3.�i�2/Q�1�3 D Q�1, so this indeed matches (53) for R�.

COROLLARY 1
We have that ‰�.X;T /D �‰C.X;T / holds for all .X;T / 2 R2.

Proof
The conjugation by �3 changes the signs of the off-diagonal entries. The diagonal
factors mediating between P˙.ƒIX;T / and R˙.ƒIX;T / and between RC.ƒIX;T /

and R�.ƒIX;T / for jƒj > 1 have no effect on the leading off-diagonal entries as
ƒ! 1.

An even easier result stems from considering a change of spectral parameterƒ 7!

�ƒ (the proof is similar to that of Proposition 4 and we leave it to the reader).

PROPOSITION 5
We have R�.�ƒI�X;T /D R˙.ƒIX;T /.

COROLLARY 2
We have ‰˙.�X;T /D‰˙.X;T /.

Proof
Using (54) and Proposition 5,

‰˙.�X;T /D 2i lim
ƒ!1

ƒR˙
12.ƒI�X;T /D 2i lim

ƒ!1
ƒR�

12.�ƒIX;T /: (57)

Now replacing ƒ with �ƒ,

‰˙.�X;T /D �2i lim
ƒ!1

ƒR�
12.ƒIX;T /D �‰�.X;T / (58)

from which the result follows by Corollary 1.

A related symmetry arises from ƒ 7! �ƒ� (again we leave the proof to the
reader).

PROPOSITION 6
We have that R˙.�ƒ�IX;�T /� D R˙.ƒIX;T / holds for all .X;T / 2 R

2.
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COROLLARY 3
We have ‰˙.X;�T /D‰˙.X;T /�. In particular, ‰˙.X; 0/ is real-valued.

Proof
Using (54) and Proposition 6,

‰˙.X;�T /D 2i lim
ƒ!1

ƒR˙
12.ƒIX;�T /D 2i lim

ƒ!1
ƒR˙

12.�ƒ
�IX;T /�

D �
	
2i lim

ƒ!1
ƒ�R˙

12.�ƒ
�IX;T /


�
: (59)

Now replacing ƒ with �ƒ�,

‰˙.X;�T /D
	
2i lim

ƒ!1
ƒR˙

12.ƒIX;T /

�

D‰˙.X;T /� (60)

according to (54).

PROPOSITION 7
We have ‰˙.0; 0/D ˙4.

Proof
This result can be deduced by combining Proposition 2 with Theorem 1 and it was
obtained as well in [31, Section 7] at a physical level of rigor, but we can also give the
following independent proof. If X D T D 0, then it is easy to see that the solution of
Riemann–Hilbert Problem 4 is simply

R˙.ƒI0; 0/D

´
Q jƒj< 1;

Qe�2iƒ�1�3Q�1e˙2iƒ�1�3 jƒj> 1:
(61)

We observe that

Qe�2iƒ�1�3Q�1e˙2iƒ�1�3

D Q
�
I
 2i�3ƒ

�1 CO.ƒ�2/
�
Q�1

�
I ˙ 2i�3ƒ

�1 CO.ƒ�2/
�

D I˙ 2i.�3 �Q�3Q�1/ƒ�1 CO.ƒ�1/

D I˙ 2i.�3 � �1/ƒ
�1 CO.ƒ�2/; ƒ! 1: (62)

Therefore,

‰˙.0; 0/D 2i lim
ƒ!1

ƒR˙
12.ƒI0; 0/D ˙4 (63)

which completes the proof.
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It turns out that ‰˙.X;T / is a function that decays to zero as X ! ˙1, but the
decay is not fast enough for‰˙.�; T / to be absolutely integrable. However it is square
integrable.

PROPOSITION 8
For all T 2 R, k‰˙.�; T /k2

L2.R/
D 8.

(See also [31, Section 7] taking a3 D 8.) We delay the proof of this result until
some asymptotic properties of ‰˙.X;T / are established (see Section 4.1.4).

3.2. Differential equations
Proposition 3 showed that the functions‰˙.X;T / satisfy the partial differential equa-
tion (34). The goal of this section is to show that these special solutions of the focus-
ing nonlinear Schrödinger equation also satisfy certain ordinary differential equations
in X for each fixed T as well as certain other ordinary differential equations in T
for each fixed X . According to Corollary 1, which explicitly relates ‰�.X;T / to
‰C.X;T /, it suffices to consider the function ‰.X;T / WD‰C.X;T /, and we will do
so for the rest of this section.

3.2.1. Lax systems related to Riemann–Hilbert Problem 4
The function ‰.X;T / D ‰C.X;T / is encoded in the solution R.ƒIX;T / WD

RC.ƒIX;T / of Riemann–Hilbert Problem 4 in the “C” case. The latter problem
has a jump matrix in which all dependence on ƒ as well as .X;T / 2 R

2 appears only
in conjugating exponential factors. Therefore, as in the proof of Proposition 3, we
begin by setting

W.ƒIX;T / WD R.ƒIX;T /e�i.ƒXCƒ2T C2ƒ�1/�3 : (64)

This transformation removes the dependence on all three variables .ƒIX;T / from
the jump condition, and hence W.ƒIX;T / is analytic for jƒj ¤ 1 and satisfies the
simple jump condition

WC.ƒIX;T /D W�.ƒIX;T /Q�1; jƒj D 1: (65)

Exactly as in the proof of Proposition 3, it follows immediately that W.ƒIX;T /

satisfies the Lax pair equations

@W
@X

.ƒIX;T /D A.ƒIX;T /W.ƒIX;T / (66)

and

@W
@T

.ƒIX;T /D B.ƒIX;T /W.ƒIX;T /; (67)
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where

A.ƒIX;T / WD

�
�iƒ ‰.X;T /

�‰.X;T /� iƒ

�
(68)

and

B.ƒIX;T / WD

�
�iƒ2 C 1

2
ij‰.X;T /j2 ƒ‰.X;T /Cˆ.X;T /

�ƒ‰.X;T /� �ˆ.X;T /� iƒ2 � 1
2

ij‰.X;T /j2

�
; (69)

in which the potentials ‰.X;T / and ˆ.X;T / can be found from the coefficients in
the convergent Laurent series

R.ƒIX;T /D IC

1X
j D1

RŒj �.X;T /ƒ�j ; jƒj> 1 (70)

by the formulas

‰.X;T /D 2iRŒ1�
12 .X;T / and ‰.X;T /� D 2iRŒ1�

21 .X;T /; (71)

ˆ.X;T /D 2i
�
R

Œ2�
12 .X;T /�R

Œ1�
12 .X;T /R

Œ1�
22 .X;T /

�
;

ˆ.X;T /� D 2i
�
R

Œ2�
21 .X;T /�R

Œ1�
21 .X;T /R

Œ1�
11 .X;T /

�
:

(72)

In fact,

A.ƒIX;T /D �iƒ�3 CAŒ0�.X;T /; (73)

where

AŒ0�.X;T / WD i
	
�3;RŒ1�.X;T /



D

�
0 ‰.X;T /

�‰.X;T /� 0

�
(74)

and

B.ƒIX;T /D �iƒ2�3 CBŒ1�.X;T /ƒCBŒ0�.X;T /; (75)

where

BŒ1�.X;T / WD AŒ0�.X;T /;

BŒ0�.X;T / WD i
	
RŒ1�.X;T /; �3RŒ1�.X;T /



C i
	
�3;RŒ2�.X;T /



D

�
1
2

ij‰.X;T /j2 ˆ.X;T /

�ˆ.X;T /� �1
2

ij‰.X;T /j2

�
:

(76)

Since according to (65) the jump matrix for W.ƒIX;T / is also independent of
ƒ, it is possible to obtain an additional Lax equation by differentiating with respect
to ƒ. Thus, we find that the matrix L.ƒIX;T / defined by



ROGUE WAVES AND THE PAINLEVÉ-III HIERARCHY 697

L.ƒIX;T / WD W0.ƒIX;T /W.ƒIX;T /�1; 0 WD
d

dƒ
(77)

has no jump across the unit circle and hence may be considered to be analytic in the
whole complexƒ-plane, with the possible exception only of an isolated singularity at
ƒD 0 arising from differentiation of the exponential factor e�2iƒ�1�3 .

We will now determine L.ƒIX;T /. By definition,

L.ƒIX;T /D R0.ƒIX;T /R.ƒIX;T /�1

� i.X C 2Tƒ� 2ƒ�2/R.ƒIX;T /�3R.ƒIX;T /�1 (78)

and from the series (70), we obtain the expansion

L.ƒIX;T /D LŒ1�.X;T /ƒCLŒ0�.X;T /CLŒ�1�.X;T /ƒ�1

CLŒ�2�.X;T /ƒ�2 CO.ƒ�3/; ƒ! 1; (79)

where

LŒ1�.X;T / WD �2iT�3;

LŒ0�.X;T / WD �iX�3 C 2TBŒ1�.X;T /;

LŒ�1�.X;T / WDXAŒ0�.X;T /C 2TBŒ0�.X;T /;

LŒ�2�.X;T / WD 2i�3 �RŒ1�.X;T /CXBŒ0�.X;T /

C 2iT
�	
RŒ1�.X;T /; �3RŒ2�.X;T /



C
	
RŒ2�.X;T /; �3RŒ1�.X;T /



C
	
�3RŒ1�.X;T /2;RŒ1�.X;T /



C
	
�3;RŒ3�.X;T /


�
:

(80)

Likewise, from the Taylor expansions at the origin

R.ƒIX;T /D R.0IX;T /CR0.0IX;T /ƒCO.ƒ2/; ƒ! 0;

R.ƒIX;T /�1 D R.0IX;T /�1 �R.0IX;T /�1R0.0IX;T /R.0IX;T /�1ƒ

CO.ƒ2/; ƒ! 0;

(81)

we get

L.ƒIX;T /D 2iR.0IX;T /�3R.0IX;T /�1ƒ�2

C 2i
	
R0.0IX;T /R.0IX;T /�1;R.0IX;T /�3R.0IX;T /�1



ƒ�1

CO.1/; ƒ! 0: (82)

Comparing (79) with (82) shows that L.ƒIX;T / is the Laurent polynomial
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L.ƒIX;T /D LŒ1�.X;T /ƒCLŒ0�.X;T /

CLŒ�1�.X;T /ƒ�1 CLŒ�2�.X;T /ƒ�2: (83)

Moreover, we obtain an equivalent representation for LŒ�2�.X;T /, namely,

LŒ�2�.X;T /D 2iR.0IX;T /�3R.0IX;T /�1; (84)

which shows that tr.LŒ�2�.X;T //D 0 and det.LŒ�2�.X;T //D 4. Taking into account
the Schwarz symmetry satisfied by R.ƒIX;T /:

R.ƒIX;T /D �2R.ƒ�IX;T /��2; jƒj ¤ 1; .X;T / 2 R
2; (85)

it follows that LŒ�2�.X;T / is a matrix with the form

LŒ�2�.X;T /D

�
ia.X;T / ib.X;T /
ib.X;T /� �ia.X;T /

�
;

where a W R2 ! R and a.X;T /2 C
ˇ̌
b.X;T /

ˇ̌2
D 4: (86)

With L.ƒIX;T / defined in this way, we reinterpret the definition (77) as the Lax
system

W0.ƒIX;T /D L.ƒIX;T /W.ƒIX;T /: (87)

3.2.2. Ordinary differential equations in X
Since W.ƒIX;T / is simultaneously a fundamental solution matrix of the first-order
linear Lax systems (66) and (87), the coefficient matrices A.ƒIX;T / and L.ƒIX;T /

necessarily satisfy the zero-curvature condition LX �Aƒ C ŒL;A	D 0. The left-hand
side is a Laurent polynomial in ƒ with powers ranging from ƒ2 through ƒ�2, and
therefore its coefficients must all vanish. The equation arising from terms proportional
to ƒ2 reads ŒLŒ1�;�i�3	D 0, which holds automatically. Similarly, the terms propor-
tional to ƒ give the equation LŒ1�

X C ŒLŒ1�;AŒ0�	C ŒLŒ0�;�i�3	D 0, which holds auto-
matically because BŒ1�.X;T / � AŒ0�.X;T /. The first nontrivial information comes
from the terms proportional to ƒ0, giving the equation LŒ0�

X C i�3 C ŒLŒ0�;AŒ0�	 C

ŒLŒ�1�;�i�3	 D 0, the diagonal elements of which give no information, but the off-
diagonal elements read

T‰X C 2iTˆD 0;

T‰�
X � 2iTˆ� D 0:

(88)

The terms proportional to ƒ�1 give the equation LŒ�1�
X C ŒLŒ�1�;AŒ0�	 C ŒLŒ�2�;

�i�3	D 0. Here one can easily confirm that the diagonal terms reproduce again the
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same conditions (88), while the off-diagonal terms read

.X‰/X � 2bC 2TˆX C 2iT j‰j2‰D 0;

.X‰�/X � 2b� C 2Tˆ�
X � 2iT j‰j2‰� D 0:

(89)

Finally, the terms proportional to ƒ�2 give the equation LŒ�2�
X C ŒLŒ�2�;AŒ0�	 D 0,

which is equivalent to

aX � b‰� � b�‰D 0;

bX C 2a‰D 0;

b�
X C 2a‰� D 0:

(90)

Our primary interest is in the function ‰.X;T /, so we first observe that the prod-
uct Tˆ can be explicitly eliminated using (88), so that (89) can be replaced with

.X‰/X � 2bC iT‰XX C 2iT j‰j2‰ D 0;

.X‰�/X � 2b� � iT‰�
XX � 2iT j‰j2‰� D 0:

(91)

Next, (91) can be used to explicitly eliminate b and b�, so that (90) becomes

MX D j‰j2;

.X‰/XX C 2X j‰j2‰C 2M‰C iT‰XXX C 6iT j‰j2‰X D 0;

.X‰�/XX C 2X j‰j2‰� C 2M‰� � iT‰�
XXX � 6iT j‰j2‰�

X D 0;

(92)

where it has become convenient to introduce

M.X;T / WD 2a.X;T /�X
ˇ̌
‰.X;T /

ˇ̌2
� iT

�
‰.X;T /�‰X .X;T /�‰.X;T /‰X .X;T /

�
�
: (93)

Finally, dividing by ‰ and taking another derivative allows M to be eliminated, leav-
ing the following fourth-order ordinary differential equation for‰.X;T / as a function
of X for fixed T :

X‰‰XXX C 3‰‰XX �X‰X‰XX � 2.‰X /
2 C 4‰3‰�

C 2X‰2‰�‰X C 2X‰3‰�
X

C iT .‰‰XXXX �‰X‰XXX C 6‰2‰X‰
�
X C 6‰2‰�‰XX /D 0 (94)

and its complex conjugate. Another ordinary differential equation of lower order can
also be obtained by using the conservation law a2 C jbj2 D 4 (cf. (86)). First we use
(90) to express a2 C jbj2 in the form
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a2 C jbj2 D aa� C bb� D
bXb

�
X

4j‰j2
C bb�; (95)

and then explicitly eliminate b and b� using (91) to findˇ̌�
.X‰/X C iT‰XX C 2iT j‰j2‰

�
X

ˇ̌2
C 4j‰j2

ˇ̌
.X‰/X C iT‰XX C 2iT j‰j2‰

ˇ̌2
D 64j‰j2: (96)

Therefore we have proved the following.

THEOREM 2 (Ordinary differential equations in X for rogue waves of infinite order)
The rogue wave‰.X;T /D‰C.X;T / of infinite order satisfies, for each fixed T 2 R,
the ordinary differential equations (94) and (96) with respect to X .

When T ¤ 0, after making some necessary but unimportant rescalings, the com-
patible linear equations (66) and (87) fit into the scheme of Sakka [30] for a hierarchy
generalizing the Painlevé-III equation. In particular, for T ¤ 0 the nonlinear equations
(94) and (96) are connected to the second equation in Sakka’s Painlevé-III hierarchy
(see [30, Section 4, Example 1] in which, after correcting for a typo, Sakka’s matrices
A and B correspond with L and A in our notation, respectively). The special solution
‰.X;T / corresponds to Sakka’s integrals having values 
1 D 
2 D 0 and 
3 D 16.

When T D 0, the equations (66) and (87) correspond instead to the first member
of the hierarchy, namely, the Painlevé-III equation itself. To make this connection
more concrete, we first recall from Corollary 3 that ‰.X;0/ is real-valued, so the
equations (94) and (96) take the simpler form

X‰‰XXX C 3‰‰XX �X‰X‰XX � 2.‰X /
2 C 4X‰3‰X C 4‰4 D 0;

T D 0; (97)

and �
.X‰/XX

�2
C 4‰2

�
.X‰/X

�2
D 64‰2; T D 0: (98)

Dividing both of these equations through by ‰2 and introducing V WD ‰X=‰, they
can be written respectively as

XVXX C 2XV VX C 3VX C V 2 C 4X‰‰X C 4‰2 D 0 (99)

and

.XVX CXV 2 C 2V /2 C .XV C 1/.4X‰‰X C 4‰2/D 64: (100)

Eliminating 4X‰‰X C 4‰2 yields a second-order quasilinear equation on V alone:
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X2V VXX CXVXX CXV VX �X2.VX /
2 C 3VX

�X2V 4 � 3XV 3 � 3V 2 C 64D 0: (101)

The motivation for combining (97)–(98) in such a way as to obtain a single differ-
ential equation for V D‰X=‰ alone can be explained as follows. When T D 0, the
exponent in Riemann–Hilbert Problem 4 can be rescaled by

X D �
1

8
x2 and ƒD

4

x
� (102)

so as to yield the identity ƒX C 2ƒ�1 D �1
2
x.�� ��1/; on the right-hand side we

now have the exponent appearing in the inverse monodromy problem for the Painlevé-
III equation (see [16, Theorem 5.4]) obtained from the Lax pair of Jimbo and Miwa
[18]. Indeed, combining the Lax systems (66) and (87) using (102) yields the Jimbo–
Miwa Lax pair for Painlevé-III in the form

@W
@�

DbL.�Ix/W and
@W
@x

DbA.�Ix/W; (103)

in which the coefficient matrices are2

bL.�Ix/ WD
4

x
L
� 4
x
�I�

1

8
x2; 0

�
D
1

2
ix�3 C

1

�

�
�1

2
‚1 y

v 1
2
‚1

�
C

1

�2

�
1
2

ix � ist is
�it .st � x/ �1

2
ixC ist

�
(104)

and

bA.�Ix/ WD �
4�

x2
L
� 4
x
�I�

1

8
x2; 0

�
�
1

4
xA
� 4
x
�I�

1

8
x2; 0

�
D
1

2
i��3 C

1

x

�
0 y

v 0

�
�
1

x�

�
1
2

ix � ist is
�it .st � x/ �1

2
ixC ist

�
; (105)

where

‚1 WD 0; y WD �
1

8
x2‰; v WD

1

8
x2‰�;

1

2
ix � ist WD

1

4
ixa; s WD

1

4
xb:

(106)

2Jimbo and Miwa in [18] used a slightly different parameterization, preferring the combinations U D st and
w WD 1=t instead of s and t .
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The combination u.x/ WD �y.x/=s.x/ was shown by Jimbo and Miwa to solve the
(generic, type D6) Painlevé-III equation

d2u

dx2
D
1

u

�du

dx

�2

�
1

x

du

dx
C
4‚0u

2 C 4.1�‚1/

x
C 4u3 �

4

u
(107)

in which the parameter ‚1 appears as an explicit coefficient in the �-equation (here
‚1 D 0) and ‚0 is obtained as the value of an integral of motion. Rather than com-
pute this integral, we may simply note that

u.x/D �
y.x/

s.x/
D
x‰.�1

8
x2/

2b.�1
8
x2/

D
2x2‰.�1

8
x2/

.x2‰.�1
8
x2//x

D 2
� d

dx
ln
�
x2‰

�
�
1

8
x2
����1

; (108)

where we have used (91) at T D 0 to eliminate b. Inverting this relationship we may
find V D‰X=‰ in terms of u:

V D
‰X

‰
D
8

x

� 1
x

�
1

u

�
: (109)

Substituting this formula into (101) and using the chain rule to express derivatives in
terms of x rather than X yields the following result.

COROLLARY 4
The function u.x/ defined explicitly in terms of the rogue wave of infinite order
‰.X/D‰C.X; 0/ by (108) is a solution of the Painlevé-III equation in the standard
form (107) in which both parameters vanish: ‚1 D‚0 D 0.

In general, the inverse monodromy problem for the system (103) can be formu-
lated as a Riemann–Hilbert problem in the �-plane for a 2� 2 matrix that has jumps
across two Stokes lines emanating in opposite directions from � D 0, two Stokes
lines tending to �D 1 in opposite directions, as well as a jump relating the solution
in a neighborhood of � D 0 to that in a neighborhood of � D 1 given in terms of
a connection matrix. The parameters ‚1 and ‚0 measure the formal monodromy
for solutions of the �-equation about �D 1 and �D 0, respectively. In the present
setting, there is no formal monodromy because‚0 D‚1 D 0; however, in principle,
the Stokes phenomenon can still occur near � D 1 and � D 0. On the other hand,
since the jump condition in Riemann–Hilbert Problem 4 is only across the unit circle,
we see that for the particular solution u.x/ of (107) with ‚1 D ‚0 D 0 related to
the function ‰.X;0/ via (108), the Stokes constants all vanish as well, so the only
monodromy data is the connection matrix.
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Remark
There are several other ways to express ‰.X/ in terms of different versions of the
Painlevé-III equation. For instance, we learned from P. Clarkson that the equation (98)
coincides with the third equation of Chazy’s system II as described by Cosgrove [12,
(1.19) with ˛1 D ˇ1 D 0 and 
1 D �16] under the identification v.X/ D iX‰.X/.
Solutions of (98) are known to be obtainable from solutions of the fully degener-
ate (D8, with standard parameters .˛;ˇ; 
; ı/ D .4;�4; 0; 0/ in the notation of [25,
Chapter 32]) Painlevé-III equation

W 00.X/D
W 0.X/2

W.X/
�
W 0.X/

X
C
4W.X/2 � 4

X
(110)

by

‰.X/D
i

2

d

dX
log
�
W.X/

�
: (111)

This in turn suggests a connection between the D6 equation (107) with parameters
‚0 D‚1 D 0 and theD8 equation (110). Indeed, one can check that ifW.X/ solves
(110), and if u.x/ is defined in terms of W.X/ by

u.x/ WD �
8

x

h d

dX
log
�
X
W 0.X/

X

� ˇ̌̌
XD� 1

8 x2

��1

; (112)

then u.x/ satisfies (107) with ‚0 D ‚1 D 0. This Bäcklund transformation can
also be understood as the composition of two others already in the literature. The
standard parameters for the equation satisfied by u.x/ are .˛;ˇ; 
; ı/D .0; 4; 4;�4/.
Witte [36] has found an explicit transformation taking solutions of the latter to solu-
tions of the Painlevé-III equation with .˛;ˇ; 
; ı/ D .0; 0; 4;�4/. This form of the
Painlevé-III equation in turn is known to be connected with the D8 equation (110) by
an explicit transformation (see [25, (32.7.18)]). We observe, however, that inverting
(111) to express W.X/ in terms of ‰.X/ involves an unknown integration constant,
whereas (108) gives a Painlevé-III solution explicitly in terms of ‰.X/.

Yet another representation of ‰.X/ in terms of Painlevé-III can be found in [31,
Section 7]. Indeed, suppose that w.y/ solves the trigonometric form of Painlevé-III

w00.y/C
w0.y/

y
C sin

�
w.y/

�
D 0I (113)

note that e�iw=2 is a solution of the D6 Painlevé-III equation with independent vari-
able y and parameters .˛;ˇ; 
; ı/D .0; 0;�1

4
; 1

4
/, which in turn is transformable by

scaling to the equation with parameters .˛;ˇ; 
; ı/D .0; 0; 4;�4/ considered by Witte
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[36]. Then by repeated differentiation one shows that w.y/ also solves

y3w0.y/w0000.y/C y2
�
w0.y/� yw00.y/

�
w000.y/� y2w00.y/2

C y
�
y2w0.y/2 � 1

�
w0.y/w00.y/C

�
2C y2w0.y/2

�
w0.y/2 D 0: (114)

This is a third-order equation on w0.y/. Writing

w0.y/D �
y

8
‰.X/; X D

y2

32
(115)

one then arrives at the third-order equation (97) on ‰.X/.

3.2.3. Ordinary differential equations in T
Now we consider instead the compatibility condition LT � Bƒ C ŒL;B	 D 0 that
holds because W.ƒIX;T / is a simultaneous fundamental solution matrix of the linear
problems (67) and (87). There are now matrix coefficients for powers ranging from
ƒ3 through ƒ�2. The terms proportional to ƒ3 read ŒLŒ1�;�i�3	 D 0, which holds
trivially. Likewise, the terms proportional to ƒ2 read ŒLŒ0�;�i�3	C ŒLŒ1�;BŒ1�	D 0,
which again is automatically satisfied. The terms proportional to ƒ1 yield the equa-
tion LŒ1�

T C 2i�3 C ŒLŒ�1�;�i�3	C ŒLŒ0�;BŒ1�	C ŒLŒ1�;BŒ0�	D 0, which is also trivial.
The first nontrivial equations arise from the terms proportional to ƒ0, which give the
equation LŒ0�

T � BŒ1� C ŒLŒ�2�;�i�3	C ŒLŒ�1�;BŒ1�	C ŒLŒ0�;BŒ0�	 D 0. The diagonal
part of this equation is trivial, but the off-diagonal part gives the equations

2T‰T C‰ � 2b � 2iXˆD 0;

2T‰�
T C‰� � 2b� C 2iXˆ� D 0:

(116)

The terms proportional to ƒ�1 read LŒ�1�
T C ŒLŒ�2�;BŒ1�	 C ŒLŒ�1�;BŒ0�	 D 0. The

trace of this equation is trivial, and the difference of the diagonal terms gives an
equation that is also implied by (116), but the off-diagonal terms yield new differential
equations:

X‰T C 2.Tˆ/T C 2ia‰ � iX j‰j2‰D 0;

X‰�
T C 2.Tˆ�/T � 2ia‰� C iX j‰j2‰� D 0:

(117)

Finally, the terms proportional to ƒ�2 are LŒ�2�
T C ŒLŒ�2�;BŒ0�	D 0. The trace is triv-

ial, but we obtain three additional equations:

aT � bˆ� � b�ˆD 0;

bT C 2aˆ� ij‰j2b D 0;

b�
T C 2aˆ� C ij‰j2b� D 0:

(118)

The equations (118) are consistent with the identity a2 C jbj2 D 4.
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Using (116) to eliminate b and b�, the equations (118) become

aT � T .ˆ�‰T Cˆ‰�
T /�

1

2
.ˆ�‰Cˆ‰�/D 0;

.T‰T /T C
1

2
‰T � iXˆT � iT j‰j2‰T C 2aˆ

�
1

2
ij‰j2‰ �X j‰j2ˆD 0;

.T‰�
T /T C

1

2
‰�

T C iXˆ�
T C iT j‰j2‰�

T C 2aˆ�

C
1

2
ij‰j2‰� �X j‰j2ˆ� D 0:

(119)

The equations (117) and (119) constitute a closed coupled system on a W R ! R,
‰ W R ! C, and ˆ W R ! C admitting the integral of motion a2 C jbj2 D 4 with b
eliminated via (116). We have not been able to identify it as a known system, but it
appears to be integrable via the Lax pair (67) and (87). This proves the following.

THEOREM 3 (Ordinary differential equations in T for rogue waves of infinite order)
The rogue wave‰.X;T /D‰C.X;T / of infinite order satisfies, for each fixedX 2 R,
the ordinary differential equations (117) and (119) involving also the auxiliary real-
valued field a.X;T / and complex-valued field ˆ.X;T /.

Remark
In [31, Section 8] the function ‰.0;T / is related to a solution of a Painlevé-III equa-
tion with parameters 
 D 0 and ˛, ˇ, ı nonzero (after correcting for a small typo in
[31, (25)]). The latter equation is an intermediate degeneration between the D6 and
fully degenerate D8 cases that is frequently called D7. The relevant solutions of this
type of Painlevé-III equation have recently been studied by Kitaev [20].

4. Asymptotic properties of the near-field limit

4.1. Asymptotic behavior of ‰˙.X;T / for large X
We now study ‰˙.X;T / when X is large. To this end, we write X D � jX j, T D

vjX j3=2, andƒD jX j�1=2z. The phase conjugating the jump matrix for R˙.ƒIX;T /

then takes the form

ƒX Cƒ2T ˙ 2ƒ�1 D jX j1=2.�zC vz2 ˙ 2z�1/: (120)

It is most convenient to deduce the asymptotic behavior of ‰˙.X;T / in the case
that the sign ˙ coincides with the sign � of X , that is, we shall study ‰˙.X;T /
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in the limit X ! ˙1. In fact, from Corollaries 1 and 2, it is sufficient to consider
‰C.X;T / as X ! C1. We assume that v 2 R is held fixed. Defining S.zIX;v/ WD

RC.X�1=2zIX;X3=2v/ for X > 0, from (54) we have

‰C.X;X3=2v/D 2iX�1=2 lim
z!1

zS12.zIX;v/; X > 0: (121)

Clearly S.zIX;v/ ! I as z ! 1 for each X > 0, and S.zIX;v/ is analytic in the
complement of an arbitrary Jordan curve � surrounding z D 0 in the clockwise sense,
across which the following jump condition holds:

SC.zIX;v/D S�.zIX;v/e
�iX1=2#.zIv/�3Q�1eiX1=2#.zIv/�3 ; z 2 �;

#.zIv/ WD zC vz2 C 2z�1:
(122)

4.1.1. Exponent analysis and steepest descent
Given v 2 R, the critical points of #.zIv/ are the roots of a real cubic. The critical
points are all real for jvj sufficiently small, but a conjugate pair appears if jvj becomes
too large. The threshold value of jvj is obtained from the cubic discriminant: jvj <

54�1=2 is necessary and sufficient to guarantee reality and simplicity of all critical
points of #.zIv/. Subject to this inequality on v, there exists a component of the
level curve Im.#.zIv//D 0 that is a Jordan curve enclosing the origin in the z-plane,
and that passes through two distinct real critical points, with the remaining critical
point (for v ¤ 0) in the exterior domain (see Figure 7). We select this curve as the
jump contour � for S and denote the two real critical points of #.zIv/ through which
it passes as a < b, where a D a.v/ and b D b.v/. The real axis divides � into an
arc �C in the upper half-plane and an arc �� in the lower half-plane. We introduce
thin lens-shaped domains L˙ and R˙ on the left- and right-hand sides, respectively,
of �˙ whose outer boundary arcs C˙

L and C˙
R meet the real axis at 45ı angles as

shown in the left-hand panel of Figure 8, and along each of which Im.#.zIv// has a

Figure 7. Sign charts for Im.#.zIv// as v varies over the interval jvj< 54�1=2 � 0:1361.
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Figure 8. (Color online) Left: the jump contour � D �C [ �� for S and the regions L˙, R˙,
and �˙. Right: the jump contour for T.

definite sign. The region between C˙
R and the real axis is denoted �˙. We separate

the exponential factors e˙2iX1=2#.zIv/ appearing in the jump condition (122) by the
substitutions

T.zIX;v/ WD S.zIX;v/

"
1 0

e2iX1=2#.zIv/ 1

#
; z 2LC; (123)

T.zIX;v/ WD S.zIX;v/2�3=2

"
1 1

2
e�2iX1=2#.zIv/

0 1

#
; z 2RC; (124)

T.zIX;v/ WD S.zIX;v/2�3=2; z 2�C; (125)

T.zIX;v/ WD S.zIX;v/2��3=2; z 2��; (126)

T.zIX;v/ WD S.zIX;v/2��3=2

"
1 0

�1
2

e2iX1=2#.zIv/ 1

#
; z 2R�; (127)

T.zIX;v/ WD S.zIX;v/

"
1 �e�2iX1=2#.zIv/

0 1

#
; z 2L�; (128)

and in the complementary domain exterior to the Jordan curve CC
L [C�

L , we simply
take T.zIX;v/ D S.zIX;v/. One then can check easily that T.zIX;v/ takes equal
boundary values from each side on the two arcs of � , so T.zIX;v/ can be considered
to be a well-defined analytic function on �C and ��. The jump contour for T.zIX;v/
is illustrated in the right-hand panel of Figure 8. On the five arcs of the jump contour
with the indicated orientation, the jump conditions satisfied by T.zIX;v/ are the fol-
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lowing:

TC.zIX;v/D T�.zIX;v/

"
1 0

�e2iX1=2#.zIv/ 1

#
; z 2 CC

L ; (129)

TC.zIX;v/D T�.zIX;v/

"
1 1

2
e�2iX1=2#.zIv/

0 1

#
; z 2 CC

R ; (130)

TC.zIX;v/D T�.zIX;v/2
�3 ; z 2 I; (131)

TC.zIX;v/D T�.zIX;v/

"
1 0

�1
2

e2iX1=2#.zIv/ 1

#
; z 2 C�

R ; (132)

and

TC.zIX;v/D T�.zIX;v/

"
1 e�2iX1=2#.zIv/

0 1

#
; z 2 C�

L : (133)

Since Im.#.zIv// > 0 holds on CC
L and C�

R while Im.#.zIv// < 0 holds on C�
L

and CC
R , the jump matrices on these four contour arcs are exponentially small (as

X ! C1) perturbations of the identity uniformly except near the endpoints a and b.

4.1.2. Parametrix construction
To deal with the jump condition on I as well as the nonuniformity of the exponential
decay near a and b, we construct a parametrix for T.zIX;v/. We first define an outer
parametrix PTout.z; v/ for z 2 C n I by the formula

PTout.z; v/ WD
�z � a.v/

z � b.v/

�ip�3

; p WD
ln.2/

2

> 0; z 2 C n I: (134)

Here, the powers ˙ip refer to the principal branch, that is, w˙ip WD e˙ip log.w/, where
�
 < Im.log.w// < 
 ; since the locus where .z � b/=.z � a/ is negative real coin-
cides precisely with the interval I , this gives the indicated domain of analyticity.
Obviously Tout.zIv/! I as z ! 1. Also, the jump condition

PTout
C .zIv/D PTout

� .zIv/2�3 ; z 2 I (135)

clearly holds (cf. (131)).
Next, we define inner parametrices by finding local matrix functions defined near

z D a; b that exactly satisfy the jump conditions and also match well with the outer
parametrix at some small distance independent of X from these points. Noting that
while # 0.a.v/Iv/D # 0.b.v/; v/D 0, for jvj < 54�1=2 we have # 00.a.v/Iv/ < 0 and
# 00.b.v/Iv/ > 0, we define conformal mappings fa.zIv/ and fb.zIv/ locally near
z D a and z D b, respectively, by the equations
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Figure 9. The jump conditions satisfied by U D Ua near z D a and by U D Ub near z D b take
exactly the same form when written in terms of the scaled conformal coordinates �a and �b ,

respectively, namely, UC D U�VPC, where VPC is defined on five rays in the �-plane as
indicated.

fa.zIv/
2 D 2

�
#
�
a.v/Iv

�
� #.zIv/

�
and

fb.zIv/
2 D 2

�
#.zIv/� #

�
b.v/Iv

�� (136)

and we choose the solutions for which f 0
a.a.v/Iv/ < 0 and f 0

b
.b.v/Iv/ > 0. Let �a WD

X1=4fa and �b WD X1=4fb denote rescaled versions of these conformal coordinates.
The jump conditions satisfied by

Ua WD Te�iX1=2#.aIv/�3.i�2/; near z D a (137)

and by

Ub WD Te�iX1=2#.bIv/�3 ; near z D b (138)

then take exactly the same form when expressed in terms of the respective variables
� D �a and � D �b and the jump contours are locally taken to coincide with the five
rays arg.�/ D ˙
=4, arg.�/ D ˙3
=4, and arg.��/ D 0 (see Figure 9). The jump
matrix in Figure 9 corresponds to a special case of the standard parabolic cylinder
parametrix typically occurring in the Deift–Zhou steepest descent method (see [13])
for phase functions with simple critical points as is the case here. The outer parametrix
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can also be expressed near z D a or z D b in terms of the relevant conformal coordi-
nate:

PTout.zIv/e�iX1=2#.aIv/�3.i�2/DX�ip�3=4e�iX1=2#.aIv/�3Ha.zIv/��ip�3
a ;

Ha.zIv/ WD .b � z/�ip�3

� a� z

fa.zIv/

�ip�3

.i�2/;
(139)

and

PTout.zIv/e�iX1=2#.bIv/�3 DX ip�3=4e�iX1=2#.bIv/�3Hb.zIv/�
�ip�3

b
;

Hb.zIv/ WD .z � a/ip�3

�fb.zIv/

z � b

�ip�3

:

(140)

Once again, all power functions in these formulas are defined as principal branches, so
it is easy to confirm that Ha.zIv/ and Hb.zIv/ are analytic matrix-valued functions
of z in neighborhoods of z D a and z D b, respectively. Taking into account the last
factor on the right in these expressions, ��ip�3 , we now properly define a matrix U.�/
as the solution of the following Riemann–Hilbert problem.

RIEMANN–HILBERT PROBLEM 5 (Parabolic cylinder parametrix)
Seek a 2� 2 matrix-valued function U.�/ with the following properties.

Analyticity: U.�/ is analytic for � in the five sectors shown in Figure 9, namely,
S0: j arg.�/j< 1

4

 , S1: 1

4

 < arg.�/ < 3

4

 , S�1: �3

4

 < arg.�/ < �1

4

 , S2:

3
4

 < arg.�/ < 
 , and S�2: �
 < arg.�/ < �3

4

 . It takes continuous bound-

ary values on the excluded rays and at the origin from each sector.
Jump conditions: UC.�/D U�.�/VPC.�/, where VPC.�/ is the matrix function
defined on the jump contour shown in Figure 9.
Normalization: U.�/� ip�3 ! I as � ! 1 uniformly in all directions, where
p D ln.2/=.2
/.

The (unique) solution of this problem can be expressed explicitly in terms of
the parabolic cylinder function U.�; �/ as defined in [25, Chapter 12], but we will not
require any details of these formulas. The solution has the following important prop-
erties. The diagonal (resp., off-diagonal) part of U.�/� ip�3 has a complete asymptotic
expansion in descending even (resp., odd) integer powers of � as � ! 1, with all
coefficients being independent of the sector in which � ! 1. In particular, the solu-
tion satisfies

U.�/�ip�3 D IC
1

2i�

�
0 ˛

�ˇ 0

�
CO.��2/; � ! 1; (141)

where
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˛ WD 23=4
p
2
�

� i ln.2/

2


��1

ei	=4ei.ln.2//2=.2	/ and ˇ WD �˛�: (142)

From U.�/ we define the inner parametrices near z D a; b as follows. Let Dz.ı/

denote the disk with center z and radius ı. Then for ı sufficiently small given v but
independent of X , we define

PTa.zIX;v/ WD X�ip�3=4e�iX1=2#.aIv/�3Ha.zIv/

�U
�
X1=4fa.zIv/

�
.�i�2/e

iX1=2#.aIv/�3 ; z 2Da.ı/; (143)

from which it follows that

PTa.zIX;v/ PTout.zIv/�1 DX�ip�3=4e�iX1=2#.aIv/�3Ha.zIv/U.�a/�
ip�3
a

�Ha.zIv/�1eiX1=2#.aIv/�3X ip�3=4;

�a DX1=4fa.zIv/; z 2 @Da.ı/;

(144)

and

PTb.zIX;v/ WD X ip�3=4e�iX1=2#.bIv/�3Hb.zIv/

�U
�
X1=4fb.zIv/

�
eiX1=2#.bIv/�3 ; z 2Db.ı/; (145)

from which it follows that

PTb.zIX;v/ PTout.zIv/�1 DX ip�3=4e�iX1=2#.bIv/�3Hb.zIv/U.�b/�
ip�3

b

�Hb.zIv/�1eiX1=2#.bIv/�3X�ip�3=4;

�b DX1=4fb.zIv/; z 2 @Db.ı/:

(146)

The global parametrix for T.zIX;v/ is defined when jvj< 54�1=2 as follows:

PT.zIX;v/ WD

8̂̂<̂
:̂

PTa.zIX;v/ z 2Da.ı/;

PTb.zIX;v/ z 2Db.ı/;

PTout.zIv/ z 2 C n .I [Da.ı/[Db.ı//:

(147)

Note that det. PT.zIX;v//D 1.

4.1.3. Error analysis
The error in approximating T with its parametrix PT is defined by

F.zIX;v/ WD T.zIX;v/ PT.zIX;v/�1 (148)
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wherever both factors are defined. The domain of analyticity of F.zIX;v/ is C n†F,
where the contour†F consists of (i) the oriented arcs of C˙

L and C˙
R lying in the exte-

rior of Da.ı/ and Db.ı/, and (ii) the circular boundaries @Da.ı/ and @Db.ı/ which
we take to have clockwise orientation. The interval I D Œa; b	 is not part of the jump
contour †F because T and PT satisfy exactly the same jump condition across I . Like-
wise, F is analytic within the disks Da.ı/ and Db.ı/ because the inner parametrices
PTa and PTb are exact local solutions of the Riemann–Hilbert jump conditions for T.
Across any arc of †F, the jump of F can be expressed in the form FC D F�VF. For z
in the arcs of C˙

L or C˙
R contained in†F, it is convenient to use the fact that PT D PTout

is analytic on such arcs to express the jump matrix VF in the form

VF.zIX;v/ WD F�.zIX;v/
�1FC.zIX;v/

D PTout.zIv/T�.zIX;v/
�1TC.zIX;v/ PTout.zIv/�1;

z 2 .C˙
L [C˙

R /\†F; (149)

where the central two factors are defined in (129)–(130) and (132)–(133). Because
the exponential factors appearing in the latter jump conditions are restricted to the
exterior of the disks Da.ı/ and Db.ı/, and since PTout.zIv/ is independent of X ,
there is a positive constant K.v/ > 0 such that

sup
z2.C ˙

L [C ˙
R /\†F

��VF.zIX;v/� I
��DO.e�X1=2K.v//; X ! C1; (150)

where k � k denotes the matrix norm induced from an arbitrary norm on C
2. On the

other hand, for z 2 @Da;b.ı/, we use the fact that T.zIX;v/ is analytic at all but
finitely many points of the circle while PTC D PTout and PT� D PTa;b to obtain

VF.zIX;v/D PTa;b.zIX;v/ PTout.zIv/�1; z 2 @Da;b.ı/	†F: (151)

The right-hand side is given explicitly by (144) and (146). Since �a;b is proportional to
X1=4 when z 2 @Da;b.ı/while the conjugating factors in (144) and (146) are bounded
on @Da;b.ı/ as X ! C1, it follows from (141) that

sup
z2@Da;b.ı/

��VF.zIX;v/� I
��DO.X�1=4/; X ! C1: (152)

To study F.zIX;v/ we reformulate the jump condition in the form FC � F� D

F�.VF � I/ and use the fact that both factors in the definition (148) of F tend to the
identity as z ! 1 to obtain from the Plemelj formula

F.zIX;v/D IC
1

2
 i

Z
†F

F�.wIX;v/.VF.wIX;v/� I/

w � z
dw; z 2 C n†F: (153)
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Letting z tend to a point on an arc of †F from the right-hand side by orientation leads
to a closed integral equation for the boundary value F�.zIX;v/ defined on †F away
from self-intersection points:

F�.zIX;v/D IC C†F
�

�
F�.�IX;v/

�
VF.�IX;v/� I

��
.z/; z 2†F; (154)

where C†F
� .f / is the Cauchy projection defined by

C†F
� .f /.z/ WD

1

2
 i

Z
†F

f .w/dw

w � z�

; z 2†F: (155)

It is now a well-known fact that for a contour such as †F being a finite union of
Lipschitz arcs with nontangential intersections, C†F

� is a bounded operatorL2.†F/!

L2.†F/ with respect to arc-length measure. Its operator norm depends on the contour
and hence in our setting on v but not on X . The estimates (150) and (152) then imply
that the integral equation (154) is uniquely solvable by iteration or Neumann series
on L2.†F/ for sufficiently large X > 0, and its solution satisfies

F�.�IX;v/� I DO.X�1=4/; X ! C1 (156)

in the L2.†F/ sense. Note that since †F is a compact contour, we may identify the
identity matrix I with the associated constant function in L2.†F/. Now from (153)
we easily obtain the Laurent expansion of F.zIX;v/ convergent for sufficiently large
jzj:

F.zIX;v/D I�
1

2
 i

1X
mD1

z�m

Z
†F

F�.wIX;v/
�
VF.wIX;v/� I

�
wm�1 dw;

jzj> j†Fj WD sup
w2†F

jwj: (157)

Now recall (121) and the fact that S.zIX;v/ D T.zIX;v/ D F.zIX;v/ PTout.zIv/

holds for jzj sufficiently large; therefore, since PTout.zIv/ is a diagonal matrix tending
to the identity as z ! 1,

‰C.X;X3=2v/D 2iX�1=2 lim
z!1

zF12.zIX;v/: (158)

Now using (157), we obtain an expression in terms of the solution of the integral
equation (154):

‰C.X;X3=2v/D �
1


X1=2

hZ
†F

F11�.wIX;v/V F
12.wIX;v/dw

C

Z
†F

F12�.wIX;v/
�
V F

22.wIX;v/� 1
�

dw
i
: (159)
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Since on the compact contour †F, the L1.†F/-norm is subordinate to the L2.†F/-
norm, combining the L1.†F/ estimates (150) and (152) with the L2.†F/ estimate
(156), we get

‰C.X;X3=2v/D �
1


X1=2

Z
†F

V F
12.wIX;v/dwCO.X�1/; X ! C1 (160)

uniformly for jvj � 54�1=2 � �. Due to the exponential estimate (150) the same for-
mula holds true (with a different implicit constant in the error term) if the integration
is taken just over the circles @Da;b.ı/. Furthermore, using (144) and (146) with (141)
in (151) shows that as X ! C1,

V F
12.zIX;v/D

X�ip=2e�2iX1=2#.aIv/

2iX1=4fa.zIv/

�
˛H a

11.zIv/
2 C ˇH a

12.zIv/
2
�

CO.X�1=2/; z 2 @Da.ı/ (161)

and

V F
12.zIX;v/D

X ip=2e�2iX1=2#.bIv/

2iX1=4fb.zIv/

�
˛H b

11.zIv/
2 C ˇH b

12.zIv/
2
�

CO.X�1=2/; z 2 @Db.ı/ (162)

with both error estimates being uniform on the indicated circles. The integrals of the
explicit leading terms over the respective circles can then be evaluated by residues
at z D a; b, since fa;b.zIv/ has a simple zero at z D a; b, while the elements of
Ha;b.zIv/ are analytic in Da;b.ı/. Therefore,

‰C.X;X3=2v/D X�3=4
h
X�ip=2e�2iX1=2#.aIv/˛H

a
11.aIv/2 C ˇH a

12.aIv/2

f 0
a.aIv/

CX ip=2e�2iX1=2#.bIv/˛H
b
11.bIv/2 C ˇH b

12.bIv/2

f 0
b
.bIv/

i
CO.X�1/; X ! C1: (163)

It remains to calculateH a
11.aIv/,H a

12.aIv/, f 0
a.aIv/,H b

11.bIv/,H b
12.bIv/, and

f 0
b
.bIv/. First, from (136),

f 0
a.aIv/D �

p
�# 00.aIv/ and f 0

b.bIv/D
p
# 00.bIv/: (164)

Then, using (139) and (140) and l’Hôpital’s rule,

Ha.aIv/D .b � a/�ip�3

� �1

f 0
a.aIv/

�ip�3

.i�2/ and

Hb.bIv/D .b � a/ip�3
�
f 0

b.bIv/
�ip�3 :

(165)
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Therefore,

˛H a
11.aIv/2 C ˇH a

12.aIv/2

f 0
a.aIv/

D �.b � a/�2ip
�
�# 00.aIv/

��ip ˇp
�# 00.aIv/

;

˛H b
11.bIv/2 C ˇH b

12.bIv/2

f 0
b
.bIv/

D .b � a/2ip# 00.bIv/ip
˛p

# 00.bIv/
:

(166)

Finally, since ˇ D �˛� and using [25, (5.4.3)] gives j˛j D
p
2p, we obtain the fol-

lowing result.

THEOREM 4 (Large-X asymptotics of rogue waves of infinite order)
Let v 2 R be fixed with jvj< 54�1=2, and let #.zIv/ WD zCvz2 C 2z�1. Then #.�Iv/
has real simple critical points, and

‰C.X;X3=2v/D

p
2p

X3=4

�e�2iX1=2#.aIv/.�# 00.aIv//�ipp
�# 00.aIv/

ei
.X;v/

C
e�2iX1=2#.bIv/# 00.bIv/ipp

# 00.bIv/
e�i
.X;v/

�
CO.X�1/; X ! C1; (167)

where

�.X;v/ WD �
p

2
ln.X/� 2p ln.b � a/�

1

4

 � 2
p2 C arg

�
�.ip/

�
(168)

and p WD ln.2/=.2
/, while a D a.v/ < b D b.v/ are the two critical points of
#.zIv/ nearest the origin. The O.X�1/ estimate is uniform on compact subintervals
of jvj< 54�1=2.

In the formula (167), we may use the critical point equations # 0.aIv/ D

# 0.bIv/D 0 to obtain # 00.aIv/D 6vC 2a�1 < 0 and # 00.bIv/D 6vC 2b�1 > 0.
In the special case of v D 0, the asymptotic formula (167) becomes even more

explicit because

aD a.0/D �
p
2; #

�
a.0/I0

�
D �2

p
2; # 00

�
a.0/I0

�
D �

p
2 (169)

and

b D b.0/D
p
2; #

�
b.0/I0

�
D 2

p
2; # 00

�
b.0/I0

�
D

p
2: (170)

Therefore, we have the following.
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COROLLARY 5
We have

‰C.X; 0/D
25=4

X3=4

r
ln.2/

2

cos
�
4
p
2X1=2 �

ln.2/

4

ln.X/�

9.ln.2//2

4


�
1

4

 C arg

�
�
� i ln.2/

2


���
CO.X�1/; X ! C1: (171)

This specialization of Theorem 4 can also be found in [31, (24)]. The accuracy of
the asymptotic formulas recorded in Theorem 4 and Corollary 5 is illustrated in plots
in Section 5.4. Observe that according to Corollary 5, while ‰C.X; 0/ decays to zero
as X ! C1, the decay is so slow that ‰C.�; 0/ … L1.R/. Therefore the rogue wave
of infinite order does not belong to the space of rapidly decreasing functions to which
the usual inverse scattering theory formulated for (34) with zero boundary conditions
at jX j D 1 applies.

4.1.4. The L2-norm of ‰ and proof of Proposition 8
It is sufficient to compute the L2.R/-norm of ‰C.�; T /, and since k‰.�; T /kL2.R/ is
independent of T for solutions of (34), it is sufficient to set T D 0.

Using (45) shows that��‰C.�; 0/
��2

L2.R/
D �2i

Z
R

P
CŒ1�
22;X .X; 0/dX

D �2i lim
X!C1

�
P

CŒ1�
22 .X; 0/�P

CŒ1�
22 .�X;0/

�
(172)

in which PCŒ1�
22 refers to the solution PC.ƒIX;T / of Riemann–Hilbert Problem 3,

which has the expansion PC.ƒIX;T /D ICƒ�1PCŒ1�.X;T /CO.ƒ�2/ asƒ! 1.
Using (52) shows that PCŒ1�.X;T /D RCŒ1�.X;T / � 2i�3, where the related matrix
RC.ƒIX;T / has the expansion RC.ƒIX;T /D I Cƒ�1RCŒ1�.X;T /CO.ƒ�2/ as
ƒ! 1. Therefore we also can write��‰C.�; 0/

��2

L2.R/
D �2i lim

X!C1

�
R

CŒ1�
22 .X; 0/�R

CŒ1�
22 .�X;0/

�
: (173)

If one combines Propositions 4 and 5, it is possible to see that, for jƒj> 1, we have
RC.ƒI�X;T /D �3RC.�ƒIX;T /e4iƒ�1�3�3, so expanding for large ƒ we obtain
the identity RCŒ1�

22 .�X;T /D �4i �R
CŒ1�
22 .X;T /. Hence we rewrite (173) as��‰C.�; 0/

��2

L2.R/
D 8� 4i lim

X!C1
R

CŒ1�
22 .X; 0/: (174)

Now recalling the relations RC.X�1=2zIX;0/D S.zIX;0/ and (for z sufficiently
large) S.zIX;0/D T.zIX;0/, we see that forX > 0,RCŒ1�

22 .X; 0/DX�1=2T
Œ1�
22 .X; 0/
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where the matrix function T.zIX;v/ has the expansion T.zIX;v/D I C z�1TŒ1�.X;

v/CO.z�2/ as z ! 1. But from (148) we have T.zIX;0/D F.zIX;0/ PT.zIX;0/
and for z large enough we have in turn that PT.zIX;0/D PTout.zI0/ (independent of
X > 0). Combining (134) with (153) then shows that T.zIX;0/ has the expansion

T.zIX;0/D IC
h
i
�
b.0/� a.0/

�
p�3

�
1

2
 i

Z
†F

F�.wIX;0/
�
VF.wIX;0/� I

�
dw
i
z�1

CO.z�2/; z ! 1: (175)

Combining these results gives

R
CŒ1�
22 .X; 0/D X�1=2

h
�i
�
b.0/� a.0/

�
p �

1

2
 i

Z
†F

F21�.wIX;0/V F
12.wIX;0/dw

�
1

2
 i

Z
†F

F22�.wIX;0/
�
V F

22.wIX;0/� 1
�

dw
i
: (176)

Appealing once again to (150), (152), and (156) then shows that RCŒ1�
22 .X; 0/ D

O.X�1=2/ as X ! C1. Using this result in (174) completes the proof.

4.2. Asymptotic behavior of ‰˙.X;T / for large T
It suffices to analyze ‰C.X;T / for X � 0 and T > 0 large. We therefore introduce
a nonnegative parameter w � 0 and set X D wT 2=3 (note that w D v�2=3 where
v D TX�3=2 parameterizes the large-X asymptotics as described in Section 4.1), and
rescale the spectral parameter ƒ by ƒ D T �1=3z. The phase conjugating the jump
matrix for RC.ƒIX;T / then takes the form

ƒX Cƒ2T C 2ƒ�1 D T 1=3�.zIw/; �.zIw/ WDwzC z2 C 2z�1: (177)

Setting S.zIT;w/ WD RC.T �1=3zIT 2=3w;T /, from (54) we get

‰C.T 2=3wIT /D 2iT �1=3 lim
z!1

zS12.zIT;w/: (178)

As before, it is easy to see that S.zIT;w/ ! I as z ! 1 for each T > 0 and that
S.zIT;w/ is analytic in the complement of an arbitrary Jordan curve � about z D 0

in the clockwise sense, across which we have the jump condition

SC.zIT;w/D S�.zIT;w/e
�iT 1=3�.zIw/�3Q�1eiT 1=3�.zIw/�3 ; z 2 �: (179)

Since the analysis in Section 4.1 is uniformly valid for jvj bounded below the critical
value of 54�1=2, that is, for w bounded above the corresponding critical value of
541=3 � 3:78, we will henceforth assume that 0�w < 541=3.
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4.2.1. Spectral curve, g-function, and steepest descent
Suppose that g.zIw/ is a scalar function bounded and analytic for z in the comple-
ment of a finite number of arcs of � (cuts), that satisfies g.zIw/! 0 as z ! 1, and
for which the boundary values taken on each cut from the interior and exterior of �
satisfy

gC.zIw/C g�.zIw/C 2�.zIw/D constant; (180)

where the constant in question can depend parametrically on w and can be different
in each cut. It is straightforward to check that the function .g0.zIw/C � 0.zIw//2 is
necessarily analytic for z 2 C n ¹0º. Expanding for large z shows that�

g0.zIw/C � 0.zIw/
�2

D 4z2 C 4wzCw2 CO.z�1/; z ! 1 (181)

because g0.zIw/DO.z�2/ as z ! 1. Similarly, expanding for small z shows that�
g0.zIw/C � 0.zIw/

�2
D 4z�4 CO.z�2/; z ! 0 (182)

because g is analytic at the origin. By Liouville’s theorem it follows that for some
coefficients C3.w/ and C2.w/,�

g0.zIw/C � 0.zIw/
�2

D z�4P.zIw/;

P.zIw/ WD 4z6 C 4wz5 Cw2z4 CC3.w/z
3 CC2.w/z

2 C 4: (183)

This algebraic relation is the relevant spectral curve for the problem at hand. It can
take different forms under various additional assumptions on C3.w/ and C2.w/.

The main case we will be interested in here is that in which C3.w/ and C2.w/

are such that the sextic P factors as the product of the square of a quadratic factor and
a second quadratic factor, that is, P has two double roots and two simple roots:

P.zIw/D 4
�
z2 C d1.w/zC d0.w/

�2�
z2 C s1.w/zC s0.w/

�
: (184)

Expanding out the right-hand side and comparing with the determinate coefficients of
z5, z4, z1, and z0 obtained from (183) on the left-hand side gives the relations

4w D 8d1.w/C 4s1.w/;

w2 D 4d1.w/
2 C 8d0.w/C 8d1.w/s1.w/C 4s0.w/;

0D 4d0.w/
2s1.w/C 8d1.w/d0.w/s0.w/;

4D 4d0.w/
2s0.w/:

(185)

From the first, third, and fourth equations, d1.w/, s1.w/, and s0.w/ can be explicitly
eliminated in favor of d0.w/ and w:
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d1.w/D
1

2

wd0.w/
3

d0.w/3 � 1
; s1.w/D �

w

d0.w/3 � 1
; s0.w/D d0.w/

�2: (186)

The second equation then becomes a relation between d0.w/ and w only:

8d0.w/
9 � 12d0.w/

6 � 2w2d0.w/
5 �w2d0.w/

2 C 4D 0: (187)

Remarkably, this equation factors as a product of three cubics:�
2d0.w/

3 C 1
��
2d0.w/

3 �wd0.w/� 2
��
2d0.w/

3 Cwd0.w/� 2
�

D 0: (188)

By taking d0.w/D �2�1=3, the equations (185) have a simple particular solution:

d1.w/ WD
1

6
w; d0.w/ WD �2�1=3;

s1.w/ WD
2

3
w; s0.w/ WD 22=3:

(189)

With these values, the undetermined coefficients C3.w/ and C2.w/ become explicit
functions of w via the identity (184), but we will not need these going forward. The
double roots of P.zIw/ are therefore

a.w/ WD
1

2

�
�
1

6
w �

r
w2

36
C 25=3

�
< 0 and

b.w/ WD
1

2

�
�
1

6
wC

r
w2

36
C 25=3

�
> 0:

(190)

Furthermore, the simple roots of P.zIw/ form a complex-conjugate pair z0, z�
0 with

Im.z0/ > 0 exactly when 0�w < 541=3:

z0.w/ WD
1

3
.�wC i

p
542=3 �w2/; 0�w < 541=3: (191)

In this situation, there is only one cut for the g-function, namely, an arc † connecting
the conjugate pair of simple roots z0 and z�

0 of P.zIw/. Since this cut must be an
arc † 	 � , we choose † to cross the real axis at the negative value z D a.w/, and
complete � with a complementary arc that crosses the real axis at the positive value
z D b.w/.

Combining (183) with (184), we then obtain g0.zIw/ in the form

g0.zIw/D �� 0.zIw/C 2z�2
�
z2 C d1.w/zC d0.w/

�
R.zIw/;

R.zIw/2 D z2 C s1.w/zC s0.w/; z 2 C n†;
(192)

where R.zIw/ is analytic for z 2 C n† and satisfies R.zIw/D zCO.1/ as z ! 1.
Note that any apparent singularity at z D 0 necessarily cancels since the form of the
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sextic P.zIw/ was predicated on the assumed analyticity of g0.zIw/ at the origin.
Similarly, the above formula automatically satisfies g0.zIw/ D O.z�2/ as z ! 1.
Therefore, g.zIw/ is well defined for z 2 C n† by integration from infinity:

g.zIw/D

Z z

1

g0.�Iw/d�; z 2 C n†; (193)

where the path of integration is arbitrary in the indicated domain. Taking into account
the values from (189), one checks that

2z�2
�
z2 C d1.w/zC d0.w/

�
R.zIw/D

d

dz

R.zIw/3

z
: (194)

Therefore, g.zIw/ is given explicitly by

g.zIw/D
R.zIw/3

z
� �.zIw/� lim

z!1

hR.zIw/3
z

� �.zIw/
i

D
R.zIw/3

z
� �.zIw/� 3 � 2�1=3 �

1

6
w2: (195)

It remains to specify † precisely.
To fully determine †, note that the exponent function that will play a key role

below is given by

h.zIw/ WD g.zIw/C �.zIw/: (196)

Since w 2 R and R.zIw/ is determined up to a sign, it follows from (195)
and (196) that the level curve Im.h.zIw// D 0 is unambiguous. This curve is
Schwarz-symmetric and obviously contains the real z-axis including the points
z D a.w/; b.w/, and it also includes the points z D z0.w/; z0.w/

� at which R.zIw/
vanishes. Local analysis shows that there are precisely three arcs of the level curve
emanating from each of the points z0.w/ and z0.w/

�. Similarly, there are precisely
four arcs of the level curve emanating from each of the points a.w/ and b.w/, two
emanating horizontally and two vertically from each. Plots such as those in Figure 10
show that the three arcs from z D z0.w/ terminate at z D a.w/, z D b.w/ and at
infinity in the upper half-plane. Denoting the arc of the level curve Im.h.zIw//D 0

joining z D z0.w/ and z D a.w/ as †C, we define † precisely as the closure of the
union of†C with its Schwarz reflection†� D .†C/�. With this choice, it follows that
Im.h.zIw// can be defined on the whole z-plane as a continuous function. Indeed, no
matter where the branch cut† is placed, it holds that Im.hC.zIw//D �Im.h�.zIw//

for z 2† because the sum of the boundary values of h is constant along † and obvi-
ously real at the point ¹a.w/º D † \ R. Hence the condition that Im.h.zIw// is
continuous across † is precisely that † be a component of the zero level set of
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Figure 10. (Color online) Sign charts for Im.h.zIw// as w varies in the interval
0�w < 541=3 � 3:78. The orange arc in each plot is †, and it is part of the zero level curve

Im.h.zIw//D 0 although the sign of Im.h.zIw// does not change upon crossing it.

Figure 11. (Color online) Left: the jump contour � D �C [ �� [†C [†� for S and the
regions L˙

�
, L˙

†
, R˙

�
, R˙

†
, and �˙. Right: the jump contour for T.

Im.h.zIw//. Note, however, that the normal derivative of Im.h.zIw// is not continu-
ous across †; indeed Im.h.zIw// takes the same sign on both sides of †C. The sign
chart of Im.h.zIw// with the above choice of † is illustrated in Figure 10. Thus,
Im.h.zIw// becomes a continuous function on the whole z-plane that is harmonic
except for z 2†.

We take the jump contour � so that Im.h.zIw//D 0 holds for z 2 � . It consists
of four arcs, �˙ and †˙ as indicated in the left-hand panel of Figure 11. Refer-
ring also to the left-hand panel of Figure 11, we introduce the g-function and take
advantage of matrix factorizations to separate the exponential factors via the follow-
ing substitutions:
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T.zIT;w/ WD S.zIT;w/

"
1 0

e2iT 1=3�.zIw/ 1

#
eiT 1=3g.zIw/�3 ;

z 2LC
� ; (197)

T.zIT;w/ WD S.zIT;w/2�3=2

"
1 1

2
e�2iT 1=3�.zIw/

0 1

#
eiT 1=3g.zIw/�3 ;

z 2RC
� ; (198)

T.zIT;w/ WD S.zIT;w/2�3=2eiT 1=3g.zIw/�3 ; z 2�C; (199)

T.zIT;w/ WD S.zIT;w/2��3=2eiT 1=3g.zIw/�3 ; z 2��; (200)

T.zIT;w/ WD S.zIT;w/2��3=2

"
1 0

�1
2

e2iT 1=3�.zIw/ 1

#
eiT 1=3g.zIw/�3 ;

z 2R�
� ; (201)

T.zIT;w/ WD S.zIT;w/

"
1 �e�2iT 1=3�.zIw/

0 1

#
eiT 1=3g.zIw/�3 ;

z 2L�
� ; (202)

T.zIT;w/ WD S.zIT;w/2�3=2

"
1 �1

2
e�2iT 1=3�.zIw/

0 1

#
eiT 1=3g.zIw/�3 ;

z 2RC
† ; (203)

T.zIT;w/ WD S.zIT;w/

"
1 e�2iT 1=3�.zIw/

0 1

#
eiT 1=3g.zIw/�3 ;

z 2LC
† ; (204)

T.zIT;w/ WD S.zIT;w/2��3=2

"
1 0

1
2

e2iT 1=3�.zIw/ 1

#
eiT 1=3g.zIw/�3 ;

z 2R�
†; (205)

T.zIT;w/ WD S.zIT;w/

"
1 0

�e2iT 1=3�.zIw/ 1

#
eiT 1=3g.zIw/�3 ;

z 2L�
†; (206)

and elsewhere we simply set T.zIT;w/ WD S.zIT;w/eiT 1=3g.zIw/�3 . The jump con-
tour for T.zIT;w/ is illustrated in the right-hand panel of Figure 11. As in the large-X
analysis of Section 4.1, T.zIT;w/ extends continuously and hence analytically to the
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arcs �˙ of the original jump contour. The remaining jump conditions are the follow-
ing:

TC.zIT;w/D T�.zIT;w/

"
1 0

�e2iT 1=3h.zIw/ 1

#
; z 2 CC

�;L; (207)

TC.zIT;w/D T�.zIT;w/

"
1 1

2
e�2iT 1=3h.zIw/

0 1

#
; z 2 CC

�;R; (208)

TC.zIT;w/D T�.zIT;w/2
�3 ; z 2 I; (209)

TC.zIT;w/D T�.zIT;w/

"
1 0

�1
2

e2iT 1=3h.zIw/ 1

#
; z 2 C�

�;R; (210)

TC.zIT;w/D T�.zIT;w/

"
1 e�2iT 1=3h.zIw/

0 1

#
; z 2 C�

�;L; (211)

TC.zIT;w/D T�.zIT;w/

"
1 �e�2iT 1=3h.zIw/

0 1

#
; z 2 CC

†;L; (212)

TC.zIT;w/D T�.zIT;w/

"
1 �1

2
e�2iT 1=3h.zIw/

0 1

#
; z 2 CC

†;R; (213)

TC.zIT;w/D T�.zIT;w/

"
1 0

1
2

e2iT 1=3h.zIw/ 1

#
; z 2 C�

†;R; (214)

TC.zIT;w/D T�.zIT;w/

"
1 0

e2iT 1=3h.zIw/ 1

#
; z 2 C�

†;L; (215)

and finally,

TC.zIT;w/D T�.zIT;w/

"
0 e�iT 1=3
.w/

�eiT 1=3
.w/ 0

#
;

z 2†D†C [†�; (216)

where �.w/ is the real constant value of gC C g� C 2� along †:

�.w/ WD gC.zIw/C g�.zIw/C 2�.zIw/ 2 R; z 2†: (217)

Using (195) and the fact that R.zIw/ changes sign across † gives �.w/ explicitly
as

�.w/D �1081=3 �
1

3
w2: (218)
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Since Im.h.zIw// > 0 holds on CC
�;L, C�

�;R, C�
†;L, and C�

†;R while Im.h.zIw// < 0

holds on CC
�;R, C�

�;L, CC
†;L, and CC

†;R, the jump matrix on all of these arcs converges
exponentially to the identity as T ! C1, with the convergence being uniform away
from the endpoints of the arcs.

4.2.2. Parametrix construction
We first construct an outer parametrix PTout.zIT;w/ satisfying exactly the jump con-
ditions on I and † (cf. (209) and (216)) that do not become asymptotically trivial
as T ! C1. Recalling from Section 4.1 the corresponding outer parametrix that
satisfies the jump condition (209) on I , we may write PTout.zIT;w/ in the form

PTout.zIT;w/D G.zIT;w/
�z � a.w/

z � b.w/

�ip�3

; p WD
ln.2/

2

; (219)

where the power function is defined as the principal branch. Then, G.zIT;w/ extends
analytically to I , and we will assume that it is bounded near z D a.w/; b.w/ in par-
ticular making it analytic at z D b.w/. Therefore, G.zIT;w/ is analytic for z 2 Cn†

and tends to the identity as z ! 1. Across †, the constant jump condition (216)
required of PTout.zIT;w/ becomes modified for G.zIT;w/:

GC.zIT;w/D G�.zIT;w/
�z � a.w/

z � b.w/

�ip�3

"
0 e�iT 1=3
.w/

�eiT 1=3
.w/ 0

#

�
�z � a.w/

z � b.w/

��ip�3

; z 2†: (220)

To solve for G.zIT;w/, we will convert this back into a constant jump condition on
† alone by the substitution

G.zIT;w/D H.zIT;w/e�k.zIw/�3 ; (221)

where k.zIw/ is given by

k.zIw/ WD ip log
�z � a.w/

z � b.w/

�
C ipR.zIw/

Z b.w/

a.w/

ds

R.sIw/.s � z/

C
1

2
i�.w/; (222)

in which the logarithm is given by the principal branch �
 < Im.log.�// < 
 , and
where the constant �.w/ is given by

�.w/ WD 2p

Z b.w/

a.w/

ds

R.sIw/
> 0: (223)
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One easily checks that

d

dz
log
�
3zCwC 3R.zIw/

�
D

1

R.zIw/
: (224)

Moreover, for jwj< 541=3, 3z CwC 3R.zIw/ cannot vanish for any z 2 C (in fact,
it is positive for z > a.w/), so we may define the logarithm properly as an analytic
function for z 2 C n .† [ .�1; a.w/// that is real-valued for z > a.w/; hence we
conclude that �.w/ is given explicitly by

�.w/D 2p ln
� 3b.w/CwC 3R.b.w/Iw/

3a.w/CwC 3R�.a.w/Iw/

�
: (225)

Note that R�.a.w/Iw/ is the boundary value taken by R.zIw/ at z D a.w/ 2 †

from the right-hand side. It is straightforward to confirm that k.zIw/ has the fol-
lowing properties. By definition of �.w/, it satisfies k.zIw/D O.z�1/ as z ! 1.
Despite appearances, there is no jump across .a.w/; b.w// as is easily confirmed by
comparing the boundary values of the logarithm and using the Plemelj formula. The
apparent singularities at z D a.w/; b.w/ are removable, so the domain of analytic-
ity for k.zIw/ is z 2 C n †, and k.zIw/ takes continuous boundary values on †,
including at the endpoints. These boundary values are related by the condition

kC.zIw/C k�.zIw/D 2ip log
�z � a.w/

z � b.w/

�
C i�.w/; z 2†: (226)

It follows that H.zIT;w/ is a matrix function analytic for z 2 C n† that tends to I as
z ! 1, and that satisfies the jump condition

HC.zIT;w/

D H�.zIT;w/

"
0 e�i.T 1=3
.w/C�.w//

�ei.T 1=3
.w/C�.w// 0

#
; z 2†: (227)

It is straightforward to solve for H.zIT;w/ by diagonalizing the constant jump
matrix, which has eigenvalues ˙i. All solutions of the jump condition for H.zIT;w/
have singularities at the endpoints of †, and we select the unique solution with the
mildest rate of growth as z ! z0.w/; z0.w/

�:

H.zIT;w/D e�i.T 1=3
.w/C�.w//�3=2U
� z � z0.w/

z � z0.w/�

��3=4

U�1ei.T 1=3
.w/C�.w//�3=2;

U WD
1

p
2

�
1 1

i �i

�
: (228)
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Here, the power function in the central factor is defined to be analytic for z 2 C n

† and to tend to I as z ! 1. Combining (219), (221), and (228) completes the
construction of the outer parametrix PTout.zIT;w/.

This problem requires four inner parametrices, PTa.zIT;w/, PTb.zIT;w/, PTz0.zI

T;w/, and PTz�
0 .zIT;w/ to be defined in neighborhoods of z D a, z D b, z D z0,

and z D z�
0 , respectively. Those defined near z D a; b will be constructed in terms of

parabolic cylinder functions exactly as in Section 4.1. Those defined near z D z0; z
�
0

can be constructed in terms of Airy functions. In all four cases, the inner parametrix
constitutes an exact local solution of the jump conditions for T.zIT;w/. The inner
parametrices will have the following key properties:

sup
z2@Da;b.ı/

�� PTa;b.zIT;w/ PTout.zIT;w/�1 � I
��DO.T �1=6/; T ! C1; (229)

sup
z2@D

z0;z�
0

.ı/

�� PTz0;z�
0 .zIT;w/ PTout.zIT;w/�1 � I

��DO.T �1=3/; T ! C1; (230)

with both estimates3 holding uniformly for w � 0 bounded below the critical value
of 541=3. The global parametrix PT.zIT;w/ is defined as in Section 4.1 by setting
PT.zIT;w/ equal to PTout.zIT;w/ outside of the four disks and defining PT.zIT;w/
within each of the four disks as the corresponding inner parametrix. As in Section 4.1,
the global parametrix has unit determinant.

4.2.3. Error analysis
It is straightforward to confirm that the error matrix F.zIT;w/ WD T.zIT;w/ PT.zI
T;w/�1 satisfies all of the necessary conditions of a small-norm Riemann–Hilbert
problem. The jump contour †F for F.zIT;w/ consists of the restrictions of the arcs
C˙

†;L, C˙
†;R, C˙

�;L, and C˙
�;R to the exterior of all four disks together with the bound-

aries of all four disks. The dominant contribution to the jump discrepancy VF � I for
F.zIT;w/ lies on the boundaries of the disks Da;b.ı/, leading to the estimate

sup
z2†F

��VF.zIT;w/� I
��DO.T �1=6/; T ! C1 (231)

holding uniformly for w � 0 bounded below the critical value of 541=3. By the
L2.†F/ theory of small-norm Riemann–Hilbert problems, some of which was
described in Section 4.1, it follows that F�.�IT;w/� I DO.T �1=6/ as T ! C1 in
the L2.†F/ sense uniformly for such w, and therefore every coefficient Fm.T;w/ in
the Laurent series for F.zIT;w/ convergent for sufficiently large jzj:

3It is standard that for parabolic cylinder (resp., Airy) parametrices the mismatch error is proportional to the
large parameter in the exponent, here T 1=3 , to the power �1=2 (resp., �1).
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F.zIT;w/D IC

1X
mD1

z�mFm.T;w/;

Fm.T;w/ WD �
1

2
 i

Z
†F

F�.sIT;w/
�
VF.sIT;w/� I

�
sm�1 ds

(232)

satisfies kFm.T;w/k DO.T �1=6/ as T ! C1 uniformly for w � 0 bounded below
541=3. Since S.zIT;w/ D T.zIT;w/e�iT 1=3g.zIw/�3 and PT.zIT;w/ D PTout.zIT;w/

both hold for jzj sufficiently large, from (178) we have

‰C.T 2=3w;T /

D 2iT �1=3 lim
z!1

zT12.zIT;w/e
iT 1=3g.zIw/

D 2iT �1=3 lim
z!1

z
	
F11.zIT;w/ PT out

12 .zIT;w/

CF12.zIT;w/ PT out
22 .zIT;w/



eiT 1=3g.zIw/

D 2iT �1=3 lim
z!1

z
	

PT out
12 .zIT;w/CF12.zIT;w/



D 2iT �1=3 lim

z!1
z PT out

12 .zIT;w/CO.T �1=2/; T ! C1: (233)

Explicitly substituting for the outer parametrix and using (from (191)) Im.z0.w//D
1
3

p
542=3 �w2 completes the proof of the following result.

THEOREM 5 (Large-T asymptotics of rogue waves of infinite order)
Let 0�w < 541=3 be fixed. Then

‰C.T 2=3w;T /D �iT �1=3 1

3

p
542=3 �w2e�i.T 1=3
.w/C�.w// CO.T �1=2/;

T ! C1; (234)

where �.w/ is given explicitly by (218) and �.w/ is given explicitly by (225). The
estimate O.T �1=2/ is uniform for w in compact subintervals of Œ0; 541=3/.

Simplifying the formula in the special case of w D 0 we obtain

�.0/D �1081=3 and �.0/D
2



ln.2/Arcsinh.2�1=2/: (235)

Thus, we have the following corollary.

COROLLARY 6
We have
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‰C.0;T /D
� 2
T

�1=3

exp
�

i
h
.108T /1=3 �

1

2

 �

2



ln.2/Arcsinh.2�1=2/

i�
CO.T �1=2/; T ! C1: (236)

Remark
Versions of the asymptotic formulas (234) and (236) also appear in [31, Section 8],
although without rigorous proof and omitting some phase corrections.

4.3. Transitional asymptotic behavior
The large-X analysis of Section 4.1 fails as v " 54�1=2 while the large-T analysis
of Section 4.2 fails as w " 541=3. These two upper bounds actually correspond to
the same curve in the .X;T /-plane, namely, T D ˙54�1=2jX j3=2. In this section, we
obtain transitional asymptotics of‰C.X;T / uniformly valid for v D T jX j�3=2 in the
neighborhood of the critical value v D vc WD 54�1=2 with either X or T taken to be
large. Since we are taking v as the parameter, we return to the setting of Section 4.1
and try to extend that approach to a neighborhood of the threshold v D vc.

Remark
The curves T D ˙54�1=2jX j3=2 appear to also be relevant in the “far-field” asymp-
totic description of fundamental rogue waves of large order. Indeed, given a value of
n (recall that k D 2n or k D 2n � 1) these curves can be plotted in the .x; t/-plane
via the substitutions T D n2t and X D nx; these can be seen as the red curves in
Figure 2. The results in this paper do not justify any connection between these red
curves and the behavior of  k.x; t/ for k large except in a neighborhood of the origin
where X and T are bounded so that Theorem 1 applies. The asymptotic analysis of
fundamental rogue waves outside of this small neighborhood is the subject of ongoing
work [7] that we hope to be able to report on soon.

When v � vc, there is one real critical point b.v/ of #.zIv/ near bc WD b.vc/Dq
3
2

and a pair of critical points (real for v < vc and complex-conjugate for v > vc)

near the double critical point ac WD a.vc/D �
p
6. Note that #.ac; vc/D �

p
6. The

Taylor expansion of #.zIv/ about z D ac reads

#.zIv/D �
p
6C 6.v � vc/� 2

p
6.v � vc/.z � ac/C .v � vc/.z � ac/

2

�
1

18
.z � ac/

3 �
1

18
p
6
.z � ac/

4 CO
�
.z � ac/

5
�
; z ! ac; (237)

and therefore at the critical value of v D vc one has
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#.zIvc/D �
p
6�

1

18
.z � ac/

3 �
1

18
p
6
.z � ac/

4 CO
�
.z � ac/

5
�
;

z ! ac: (238)

Following [11], we may define a Schwarz-symmetric conformal mapping z 7!W in
the neighborhood of z D ac and v D vc by the equation

2#.zIv/DW 3 C rW � s; W DW.zIv/; r D r.v/; s D s.v/; (239)

where r and s are real analytic functions of v near vc determined so that the two
critical points of the left-hand side near z D ac are mapped onto the two critical points
of the cubic on the right-hand side, and where rc WD r.vc/D 0, sc WD s.vc/D 2

p
6,

and W 0
c WDW 0.acIvc/D �9�1=3 < 0. We denote by z�.v/ the preimage of W D 0. It

is an analytic function of v that satisfies z�.vc/D ac. Taking the derivative of (239)
with respect to v and evaluating at z D ac and v D vc gives s0

c WD s0.vc/ D �12.
Similarly, comparing the mixed second derivative of (239) with respect to z and v
with the third derivative of the same with respect to z at z D ac and v D vc with the
help of the Taylor expansion (237) one finds easily that r 0

c WD r 0.vc/D 4 �61=291=3 > 0.

4.3.1. Parametrix modification
To extend the analysis from Section 4.1 to this situation, we need only replace the
outer parametrix formerly defined by (134) by the slightly modified definition

PTout.zIv/ WD
�z � z�.v/

z � b.v/

�ip�3

; p WD
ln.2/

2

> 0; z 2 C n

	
z�.v/; b.v/



; (240)

and then it is necessary to replace the inner parametrix formerly defined near z D a

in terms of parabolic cylinder functions with another one that takes into account the
collision of critical points. Let � D �a WD X1=6W , and let y WD X1=3r . The jump
conditions satisfied by Ua WD TeiX1=2s.v/�3=2.i�2/ near z D ac can then be written in
the form indicated in Figure 12 when the jump contours are locally taken to coincide
with the five rays arg.�/D ˙
=2, arg.�/D ˙5
=6, and arg.��/D 0. As usual, we
write the outer parametrix PTout.zIv/ from Section 4.1 locally near z D ac in terms of
the conformal coordinate �a:

PTout.zIv/eiX1=2s.v/�3=2.i�2/DX�ip�3=6eiX1=2s.v/�3=2Ha.zIv/��ip�3
a ;

Ha.zIv/ WD
�
b.v/� z

��ip�3

�z�.v/� z

W.zIv/

�ip�3

.i�2/: (241)

As before, Ha.zIv/ with the above modified definition is an analytic function near
z D ac and v D vc and it is independent of X . Taking into account the final fac-
tor on the right-hand side of this expression for PTout.zIv/, we properly formulate a
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Figure 12. The jump conditions satisfied by Ua take the form Ua
C D Ua

�V
PII where the jump

matrix VPII is defined on five rays in the �-plane as shown.

Riemann–Hilbert problem that is the analogue in the present setting of Riemann–
Hilbert Problem 5.

RIEMANN–HILBERT PROBLEM 6 (Painlevé-II parametrix)
Given y 2 R, seek a 2� 2 matrix-valued function W.�Iy/ with the following proper-
ties.

Analyticity: W.�Iy/ is analytic for � in the five sectors shown in Figure 12,
namely, S0: j arg.�/j < 1

2

 , S1: 1

2

 < arg.�/ < 5

6

 , S�1: �5

6

 < arg.�/ <

�1
2

 , S2: 5

6

 < arg.�/ < 
 , and S�2: �
 < arg.�/ <�5

6

 . It takes continu-

ous boundary values on the excluded rays and at the origin from each sector.
Jump conditions: WC.�Iy/ D W�.�Iy/VPII.�Iy/, where VPII.�Iy/ is the
matrix defined on the jump contour shown in Figure 12.
Normalization: W.�Iy/�ip�3 ! I as � ! 1 uniformly in all directions,
where p D ln.2/=.2
/.

In [23] it is shown that this problem has a unique solution for all y real. The
product W.�Iy/� ip�3 admits a complete asymptotic expansion of the form
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W.�Iy/� ip�3 � IC

1X
j D1

Wj .y/��j ; � ! 1 (242)

uniformly in all directions of the complex �-plane. Furthermore (see [23, Corollary
1]), the function V.y/ defined by the formula

V.y/ WD lim
�!1

�W21.�Iy/�
ip DW 1

21.y/ (243)

can be equivalently represented as follows. There exists a unique tritronquée solution
Q.y/ of the Painlevé-II differential equation

d2Q

dy2
C
2

3
yQ � 2Q3 �

2

3
ip �

1

3
D 0 (244)

determined by the asymptotic behavior

Q.y/D i
�
�
y

3

� 1
2

�
�1
4

C i
p

2

� 1
y

CO
�
jyj�5=2

�
; y ! 1;

ˇ̌
arg.�y/

ˇ̌
<
2

3

:

(245)

This solution is asymptotically pole-free in a maximally wide sector of opening angle
4
=3 of the complex y-plane, and it is also analytic for all y 2 R and has trigono-
metric/algebraic asymptotic behavior as y ! C1, whereas if y ! 1 in any other
direction of the complementary sector j arg.y/j < 
=3, then Q.y/ behaves like an
elliptic function. The alternate formula for V.y/ is then

V.y/D

8̂̂<̂
:̂

iˇ
2

e� 2
9

p
3i.�y/

3
2 .�3y/�. 1

4 Ci p
2 /

� exp.
R y

�1ŒQ.�/� i.��
3
/

1
2 C .1

4
C i p

2
/ 1

�
	d�/ y < 0;

V.�1/ exp.
R y

�1
Q.�/d�/ y � 0:

(246)

Finally, V.y/ has the asymptotic behavior

V.y/D �

r
y

6

�y
6

�ip
CO.y�1=4/; y ! C1: (247)

From the solution of Riemann–Hilbert Problem 6 we define the inner parametrix
near z D ac as follows:

PTa.zIX;v/ WDX�ip�3=6eiX1=2s.v/�3=2Ha.zIv/

�W
�
X1=6W.zIv/IX1=3r.v/

�
.�i�2/e

�iX1=2s.v/�3=2;

z 2Dac.ı/: (248)
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The analogue of (144) is then

PTa.zIX;v/ PTout.zIv/�1

DX�ip�3=6eiX1=2s.v/�3=2Ha.zIv/W.�aIy/� ip�3
a

�Ha.zIv/�1e�iX1=2s.v/�3=2X ip�3=6;

�a DX1=6W.zIv/; y DX1=3r.v/; z 2 @Dac.ı/: (249)

The inner parametrix near z D b.v/ is constructed from parabolic cylinder functions
and installed in the disk Db.ı/ exactly as in Section 4.1. The global parametrix is
again given by the piecewise definition (147) with the understanding that PTout.zIv/

has a slightly different definition (cf. (240)) and that PTa.zIX;v/ is built from
Riemann–Hilbert Problem 6 via (248) in the present situation.

4.3.2. Error analysis
The error F.zIX;v/ is defined in terms of the relevant global parametrix exactly as
in (148). The analysis of the corresponding jump matrix VF.zIX;v/ is exactly as
in Section 4.1 except that the dominant contribution to VF.zIX;v/ � I now arises
only from the boundary of the disk Dac.ı/ and it is large compared to X�1=4,
proportional to X�1=6. Indeed, since �a is proportional to X1=6 when z 2 @Dac.ı/

while VF.zIX;v/D PTa.zIX;v/ PTout.zIv/�1 and the conjugating factors in (249) are
bounded, this is a consequence of the expansion (242). Therefore once again we have
a small-norm Riemann–Hilbert problem for F.zIX;v/ solvable by Neumann series
applied to a corresponding singular integral equation for F�.zIX;v/ (cf. (154)). The
estimate F�.�IX;v/ � I D O.X�1=6/ therefore holds in the L2.†F/ sense, and it
follows that (160) holds in which the error term is O.X�5=6/ instead of O.X�1/.
Without changing the order of the error we may then take the integration to be over
the clockwise-oriented circle @Dac.ı/ instead of all of †F. Using the first three terms
in the expansion (242) in (249) shows that

V F
12.zIX;v/D X�1=6X�ip=3eiX1=2s.v/

�
Ha.zIv/W1

�
X1=3r.v/

�
Ha.zIv/�1

�
12

�W.zIv/�1 CO.X�1=3/ (250)

holds uniformly for z 2 @Dac.ı/ as X ! C1, assuming that y is bounded. There-
fore, evaluating an integral by residues at z D z�.v/ where W.zIv/ has its only (sim-
ple) zero within Dac.ı/,

‰C.X;X3=2v/

D �
1


X1=2

Z
@Dac .ı/

V F.wIX;v/dwCO.X�5=6/ (251)
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D
2iX�ip=3eiX1=2s.v/

X2=3W 0.z�.v/Iv/

�
Ha
�
z�.v/Iv

�
W1

�
X1=3r.v/

�
Ha
�
z�.v/Iv

��1�
12

CO.X� 5
6 /:

By l’Hôpital’s rule,

Ha
�
z�.v/Iv

�
D
�
�W 0

�
z�.v/Iv

��
b.v/� z�.v/

���ip�3.i�2/; (252)

and therefore

‰C.X;X3=2v/D �
2iX�ip=3eiX1=2s.v/

X2=3W 0.z�.v/Iv/
(253)

�
�
�W 0

�
z�.v/Iv

��
b.v/� z�.v/

���2ip
V
�
X1=3r.v/

�
CO.X�5=6/;

where we recall the notation that V.y/ WDW 1
21.y/. This holds uniformly for v suffi-

ciently close to vc if also V.X1=3r.v// remains bounded as X ! C1. If we assume
that v � vc DO.X�1=3/, then the formula simplifies to

‰C.X;X3=2v/D �
2iX�ip=3eiX1=2sc eiX1=2s0

c�.v�vc/

X2=3W 0
c

(254)

�
�
�W 0

c � .bc � ac/
��2ip

V
�
X1=3r 0

c � .v � vc/
�

CO.X�5=6/:

Using p D ln.2/=.2
/ along with

sc D 23=231=2; s0
c D �223; ac D �21=231=2;

bc D 2�1=231=2; r 0
c D 25=237=6; W 0

c D �3�2=3;
(255)

we obtain the following result.

THEOREM 6 (Transitional asymptotics of rogue waves of infinite order)
Let V.y/ be defined from Riemann–Hilbert Problem 6 by (243) or, equivalently, in
terms of the tritronquée solution Q.y/ of the Painlevé-II equation (244) by (246).
Then

‰C.X;X3=2v/D
2 � 32=3

X2=3
ei
.X Iv/V

�
X1=325=237=6.v � vc/

�
CO.X�5=6/;

X ! 1; v � vc DO.X�1=3/; (256)

where vc WD 54�1=2 and where the phase is

�.X Iv/ WD 23=231=2X1=2 � 223X1=2.v � vc/

�
ln.2/

6

ln.X/C




2
�
5 ln.2/ ln.3/

6

C
.ln.2//2

2

: (257)
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5. Numerical computation of rogue waves of infinite order

5.1. Numerical methods for Riemann–Hilbert problems
In order to compute ‰C.X;T / numerically, we make use of three Riemann–Hilbert
problems that are considered in Sections 2 and 4, namely,
� Riemann–Hilbert Problem 4,
� the large-X deformation of Riemann–Hilbert Problem 4, satisfied byT.zIX;v/

with the jump conditions given in (129) through (132) (see Figure 8) and the
normalization T.zIX;v/! I as z ! 1,

� the large-T deformation of Riemann–Hilbert Problem 4, satisfied byT.zIT;w/
with the jump conditions given in (207) through (216) (see Figure 11) and the
normalization T.zIT;w/! I as z ! 1.

These Riemann–Hilbert problems can be treated numerically with the aid of
RHPackage [27] in context of the numerical methodology developed in [33] (see
also [26] and [28]). The basic idea is to discretize the underlying singular integral
equation associated with the given Riemann–Hilbert problem; an in-depth description
and analysis of the accuracy of the numerical method employed can be found in [28]
and [33, Chapters 2 and 7]. The routines in RHPackage have also been used to solve
a variety of inverse-scattering problems (see [32]).

Note that for a given T > 0, the large-X deformation algebraically makes sense
only when X > X�.T /, where X�.T / D 541=3T 2=3, and the large-T deformation
algebraically makes sense only when X < X�.T /. For X > X�.T / and large, we
numerically encode the jump conditions associated with the deformed jump contour
illustrated in Figure 8 and compute the solution of the resulting Riemann–Hilbert
problem (satisfied by T.zIX;v/) to compute ‰C.X;T /. In practice, the jump con-
tours are truncated if the jump matrix supported on these contours differs from the
identity matrix by at most machine epsilon. (See Figure 13 for these numerical
contours.)

As X becomes large, although the jump matrices tend to the identity matrix
rapidly away from the stationary phase points aD a.v/ and b D b.v/ of the exponent
#.zIv/, their Sobolev norms (derivatives with respect to z) grow and this presents
a numerical challenge, which is overcome by a rescaling algorithm in RHPackage
(see [33, Algorithm 7.1]). Thus, in order to compute ‰C.X;T / for large values of X
in the region X >X�.T / in a way that is asymptotically robust, one needs to remove
the connecting jump condition (131) on the contour I although the jump matrix is
bounded there (in fact, a constant diagonal matrix). A detailed discussion of this issue
and the method can be found in [33, Chapter 7]. As pointed out in Section 4, the outer
parametrix given in (134) by
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Figure 13. (Color online) Left: numerical parameterizations of the jump contours for the large-X
deformation. Right: truncated jump contours are used in practice if X is large. For both plots,

X D 2000 and v D 0. Note the difference in scale of the two plots.

PTout.z; v/D
�z � a.v/

z � b.v/

�ip�3

; p WD
ln.2/

2

> 0; z 2 C n I; (258)

exactly satisfies the jump condition

PTout.zIv/D PTout.zIv/2�3 ; z 2 I; (259)

and it is normalized as PTout.zIv/ ! I as z ! 1. Thus, setting OT.zIX;v/ WD

T.zIX;v/ PTout.zIv/�1 for z 2 C n I removes the jump condition across I while con-
jugating the existing other jump matrices given in (129) through (132) by PTout.zIv/.
However, PTout.zIv/ has bounded singularities at z D a and z D b. As the remaining
jump contours also pass from a and b, this transformation introduces bounded sin-
gularities in the jump matrices at z D a and z D b. To remedy this, we center small
circles at the points z D a and z D b with counterclockwise orientation and remove
the jump matrices on the line segments inside these circles at the cost of having jump
conditions on arcs of these circles connecting the endpoints of these line segments.
While doing this removes the singular jump conditions, some components of the new
jump matrices supported on the little circles centered at z D a.v/ and z D b.v/ now
grow exponentially as X ! C1. Noting that for � D a; b

#.zIv/� #.�Iv/D
# 00.�Iv/

2
.z � �/2 CO

�
.z � �/3

�
; z ! �; (260)

we have

e˙ijX j1=2#.zIv/ DO.1/; X ! C1 (261)



736 BILMAN, LING, and MILLER

Figure 14. (Color online) Left: jump contours used in numerical solution of the
Riemann–Hilbert problem satisfied by T.zIX;v/, which is asymptotically and numerically well
adapted for large X . Right: truncated jump contours that are used in practice if X is large. For

both plots, X D 2000 and v D 0. All circles are taken to have counterclockwise orientation.

if jz � �j D O.jX j�1=4/ as X ! C1 for both � D a.v/ and � D b.v/. Therefore,
we scale the common radius of these circles by jX j�1=4 as X becomes large. While
shrinking the circles at a faster rate ensures boundedness of the exponentials sup-
ported on them, it also moves the support of the jump matrices closer to singularities at
a faster rate and hence should be avoided. The jump contours of the Riemann–Hilbert
problem used to compute ‰C.X;T / numerically for large values of X >X�.T / are
shown in Figure 14.

Computing ‰C.X;T / for X <X�.T / by solving the Riemann–Hilbert problem
resulting from the large-T contour deformation employed in Section 4.2 (illustrated
in Figure 11) requires more machinery. The fundamental difference from the large-X
problem is the use of the function g.zIw/ and hence the appearance of the exponent
function h.zIw/ D g.zIw/ C �.zIw/ in the jump conditions (207) through (216).
Recall that h.zIw/ has a branch cut across the contour †, with endpoints z0.w/ and
its complex conjugate z0.w/

�, along which Im.h.zIw// vanishes but does not change
sign as z crosses from left to right of †. Since

h.zIw/� h.�Iw/DO
�
.z � �/3=2

�
; z ! �; � D z0.w/; z0.w/

�; (262)

all of the jump matrices (207) through (216) involving the function h.zIw/ exhibit
half-integer power type singularities at the points z D z0.w/ and z D z0.w/

�.
These singularities can again be removed from the problem by introducing small
clockwise-oriented circles around these points and defining OT.zIT;w/D T.zIT;w/�
e�iT 1=3h.zIw/�3 inside these circles. Doing so results in constant jump matrices on the
existing subarcs that lie inside the small circles and introduces a jump condition on the
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circles themselves where the corresponding jump matrix is given by eiT 1=3h.zIw/�3 .
The rate in (262) implies

eiT 1=3h.zIw/�3 DO.1/; T ! C1 (263)

if jz��jT 2=9 DO.1/, � D z0.w/; z0.w/
� as T ! C1, and hence we scale the com-

mon radius of the small circles centered at z0.w/ and z0.w/
� by T �2=9 as T becomes

large. A plot of numerical jump contours encoding the deformations is given in Fig-
ure 15. A similar treatment for a Riemann–Hilbert problem with circular jump con-
tours was done in [9, Sections 4.3 and 4.4] (see also [33] and the references therein,
in particular, [34]). The numerical routines that are used to generate the data in this
work are available from the rogue-waves online repository [4].

We note that for practical purposes it suffices to implement a square root function
that has a branch cut consisting of the union of line segments connecting z0.w/ to
a.w/ and a.w/ to z0.w/

�. We can explicitly compute h.zIw/ by finding an exact
antiderivative using this square root function, and in this case h.zIw/ satisfies a jump
condition on these line segments rather than on † given in Figure 11. This results in

Figure 15. (Color online) Numerical jump contours for the large-T deformation when T D 2000

and w D 0. The circles have counterclockwise orientation and the modification of the branch cut
† is shown with orange lines.
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moving the jump condition (216) from † to the line segments described above (see
the orange lines in Figure 15).

It turns out that because the exponent function h.zIw/ is not analytic at the end-
points z0.w/, z0.w/

�, the numerical solution is not as accurate when the circles are
small as in the large-X deformation case. More work is therefore necessary to com-
pute the solution of the large-T problem in a way that is robust for large values of
T . This involves removal of the constant jumps on † and I , and contour trunca-
tion, although a solution that is more difficult to code but more elegant is simply to
implement the Airy parametrices alluded to in Section 4.2 (the latter approach avoids
shrinking disks altogether). Such a refinement, together with the implementation for
the transition region X �X�.T / described in Section 4.3 will appear in a forthcom-
ing paper, where the special function ‰C.X;T / will be computed accurately on the
entire .X;T /-plane, including arbitrarily large values of the parameters, using differ-
ent Riemann–Hilbert problems. The modules developed in these works will be made
publicly available, possibly implemented as a package to be written in the Julia lan-
guage.

5.2. Plots of rogue waves of infinite order
For small values of .X;T /, for example, 0�X;T � 2, Riemann–Hilbert Problem 4
can be solved reliably without any deformations at all since the Sobolev norms of
the jump matrices on jƒj D 1 remain small enough for numerical purposes. Thus, for
T > 0 small, one can cross-validate the computations by comparing numerical solu-
tions of two different Riemann–Hilbert problems, that is, calculating the difference
j‰C;X .X;T /�‰C;RHP-4.X;T /j forX >X�.T / and j‰C;T .X;T /�‰C;RHP-4.X;T /j

for X <X�.T /, where‰C;˛.X;T / denotes the solution computed numerically using
the deformed Riemann–Hilbert problem adapted to large-˛. The results of such a
cross-validation are presented in Table 1. For X and T small, the transition region
addressed in Section 4.3 can be avoided and Riemann–Hilbert 4 can be used instead
to compute ‰C.X;T / when X is near X�.T /.

With this validation in hand, to compute the special function ‰C.X;T / at
a fixed small value of T � 0, we solve Riemann–Hilbert Problem 4 numeri-
cally when X � X�.T /, but we switch to the numerical solution of the large-X
deformation when X > X�.T /. The results of such computations allow us to dis-
play reliable graphs of ‰C.X;T / for the first time. (See Figures 16 and 17 for
plots of ‰C.X;T / for �10 � X � 10 computed at various values of T 2 Œ0; 2	.)
A movie showing the evolution of ‰C.X;T / from T D 0 to T D 2 can be found at
https://github.com/bilman/rogue-waves/blob/master/PsiTfrom0to2.gif (see also the
rogue-waves online repository [4] for an mpg version).

https://github.com/bilman/rogue-waves/blob/master/PsiTfrom0to2.gif
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Table 1. Difference between solutions computed numerically by different methods in the
overlapping regions for small values of X and T . We use X D 1:15X�.T / when comparing the
numerical solution of Riemann–Hilbert Problem 4 with that of the large-X deformed problem,

and we use X D 0:85X�.T / when comparing with the solution computed from the large-T
deformation.

T D 0:2 T D 0:5 T D 1 T D 3

RHP 4 and
large-X
deformation

1:43046 � 10�15 7:85046 � 10�17 1:66279 � 10�15 2:09448 � 10�14

RHP 4 and
large-T
deformation

6:86276 � 10�15 4:40781 � 10�15 8:3037 � 10�15 1:40576 � 10�14

Figure 16. (Color online) Graphs of Re.‰C.�; T // (blue) and Im.‰C.�; T // (maize), from left to
right for T D 0; 0:2; 0:4; 0:6; 0:8. In all plots the vertical axis measures �10�X � 10, and the

horizontal axis measures the real and imaginary parts of ‰C.

5.3. Numerical validation of Theorem 1
The ability to reliably compute the special function ‰C.X;T / at least for bounded T
allows us to illustrate the fundamental convergence result given in Theorem 1. We fix
a compact subset of R2, K WD Œ�2; 2	 � Œ�2; 2	, and by evaluation on a suitably fine
grid of values of .X;T / 2K , we compute

EK.n/ WD sup
.X;T /2K

ˇ̌
‰C.X;T /� 2n.Xn

�1; T n�2/n�1
ˇ̌

(264)

for increasing values of n chosen from the set ¹4; 8; 10; 16; 20; 25º. Here, ‰C.X;T /

is computed in the same manner as was used to make the plots in Figures 16 and 17,
and  2n.x; t/ is obtained from finite-dimensional linear algebra using a variant of
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Figure 17. (Color online) As in Figure 16 except for T D 1; 1:2; 1:4; 1:6; 1:8 left to right.

Definition 1. Note that by Propositions 2 and 7, we haveˇ̌
‰C.0; 0/� 2n.0; 0/n

�1
ˇ̌
D
4nC 1

n
� 4D

1

n
: (265)

Therefore, as .0; 0/ 2 K , the lower bound EK.n/ � n�1 must hold. Our numerical
results show that this lower bound is the exact value of EK.n/; that is, the maximum
error over K is achieved (at least) at the origin when the latter lies within K . In
particular, the O.n�1/ error term in Theorem 1 is optimal. Figure 18 shows a plot
of ln.EK.n// versus ln.n/. By performing a linear regression, the data produces the
best-fit line ln.EK.n// D 9:19876 � 10�16 � ln.n/ with the slope exactly equal to
�1 and the intercept vanishing to machine precision. The regression algorithm yields
the R2-value equal exactly to 1; this is the claimed numerical evidence that in fact
EK.n/D n�1 holds exactly for the indicated K containing .0; 0/.

5.4. Numerical validation of Theorem 4 and Corollary 5
Since the numerical computation of the special function ‰C.X;T / is reliable when
X > 0 is large and the parameter v D TX�3=2 is sufficiently small, we can also illus-
trate the accuracy of the asymptotic results developed in Section 4.1. For notational
convenience we let LŒX�.X; v/ denote the leading term in the asymptotic formula
(167) (i.e., the sum of the explicit terms on the first line of the right-hand side). Below
we display plots and regression data for verification of the results in Theorem 4 and
Corollary 5. We first fix v D 0:05. The plots in Figure 19 compare real and imaginary
parts of LŒX�.X; v D 0:05/ and ‰C.X;T /, v D 0:05 D TX�3=2, where ‰C.X;T /

is computed numerically using the large-X deformation method. The graphs of the
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Figure 18. (Color online) A scatter plot of ln.EK.n// versus ln.n/ for n 2 ¹4; 8; 10; 16; 20; 25º

(green dots) and the best-fit line (blue).

Figure 19. (Color online) Numerically computed solution ‰C.X;T / (dashed yellow) and the
leading term LŒX�.X;v D 0:05/ (solid blue, centered in a shaded strip of width X�1) of the

asymptotic formula (167), plotted over 2000�X � 2100 on the horizontal axis. Left: real parts.
Right: imaginary parts.

real and imaginary parts of LŒX�.X; v D 0:05/ are plotted along with shaded strips
centered on the graphs and having width X�1 which is the size of the error term
predicted in the formula (167). Superimposed in thicker dashed curves are the corre-
sponding graphs of numerical computation of ‰C.X;T /, which not only lie within
the strips but are indistinguishable to the eye from the predicted limits. This is a strik-
ing illustration of the accuracy of Theorem 4. To illustrate Corollary 5, we set v D 0

(see (171) for LŒX�.X; 0/) in which case ‰C.X; 0/ is real-valued. Figure 20 shows a
similar comparison of LŒX�.X; 0/ and ‰C.X; 0/. Finally, we use the data from the
latter experiment to numerically recover the exponent in the error term in (171).
This is done by plotting ln.j‰C.X; 0/ � LŒX�.X; 0/j/ versus ln.X/ and perform-
ing linear regression, which yields the best-fit line ln.j‰C.X; 0/ � LŒX�.X; 0/j/ D
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Figure 20. (Color online) As in Figure 19, but with v D 0 so all quantities are real-valued and the
simpler asymptotic formula for LŒX�.X;0/ from Corollary 5 can be used. Here the plot range is

4000�X � 4300 on the horizontal axis.

Figure 21. (Color online) A scatter plot of ln.j‰C.X;0/�LŒX�.X;0/j/ (vertical axis) versus
ln.X/ (horizontal axis) for X D 200C 40.k � 1/, k D 0; 1; : : : ; 41 (green dots) and the best-fit

line (blue).

�4:82864�1:05592 ln.X/ (see Figure 21). The slope of this line gives approximately
the exponent of �1 as predicted in the error terms in the formulas (167) and (171).

5.5. A larger domain of convergence for the near-field limit of rogue waves
Recall that Theorem 1 establishes the locally uniform convergence of rescaled
rogue waves of order k D 2n,  k.Xn

�1; T n�2/n�1, to the rogue wave of infinite
order ‰C.X;T /, with an accuracy proportional to n�1 (and similar convergence to
‰�.X;T / if k D 2n � 1). Here we investigate whether this convergence might be
valid on a larger domain in the .X;T /-plane that expands as n� 0 grows at a suitable
rate, possibly with a reduced rate of decay of the error. For simplicity, we restrict our
study here to convergence along the X -axis (T D 0) and T -axis (X D 0).
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Figure 22. (Color online) Plots of R
ŒX�
n .X/ versus X for values of n from left to right

nD 4; 8; 10 in the first row, nD 16; 20; 25 in the second row. Note that 0�X � 2n8=5 on the
horizontal axis for each plot. The values of X0.n/ and X1.n/ are indicated on each plot.

5.5.1. Restriction to T D 0

Note that the size of the leading term LŒX�.X; v D 0/ in the large-X asymptotic for-
mula (171) is proportional to X�3=4 as X ! C1. Therefore, we shall study the
relative error between the leading term of (171) and the rescaled rogue wave of order
2n defined as

RŒX�
n .X/ WD

ˇ̌
LŒX�.X; 0/� 2n.Xn

�1; 0/n�1
ˇ̌
X3=4: (266)

In Figure 22 we plot R
ŒX�
n .X/ over the domain 0 � X � 2n8=5 for increasing val-

ues of n chosen from the set ¹4; 8; 10; 16; 20; 25º. We compute X1.n/ WD min¹X W

R
ŒX�
n .X/ D 1; 1 � X � 2n8=5º, the smallest value of X at which R

ŒX�
n .X/ D 1

in the interval 1 � X � 2n8=5 (see Figure 22). We deduce numerically that X1.n/

obeys a power law as n grows. To see this, we perform a linear regression on the
data set ln.X1.n// versus ln.n/. (See Figure 23 for a plot comparing the data with
the best-fit regression line given by ln.X1.n//D 1:10384C 1:26525 ln.n/ with R2-
value 0:9988.) The slope of this line indicates that X1.n/ grows roughly as n5=4 as n
becomes large.

This analysis suggests that the right endpoint of an interval on which the rescaled
rogue wave of order 2n is approximated accurately at T D t D 0 by the rogue wave
of infinite order ‰C.X; 0/ can grow with n at most at a rate that is slower than n5=4.
Thus we are led to study the relative error R

ŒX�
n .X/ on intervals with right endpoints

of the form

XR
n .q/ WD Cn5=4�q; q > 0; (267)
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Figure 23. (Color online) Scatter plot of the data set ln.X1.n// versus ln.n/ (green dots) for
n 2 ¹4; 8; 10; 16; 20; 25º and the best-fit line (blue).

where the constant C � e1:1 is taken from the regression analysis so that XR
n .0/�

X1.n/. On the other hand, as can be seen from the plots in Figure 22, there exists a
region around X D 0 on which R

ŒX�
n .X/ is not small when n is large. The reason for

this is that the asymptotic formula LŒX�.X; 0/ appearing in the definition of R
ŒX�
n .X/

is a poor approximation4 of ‰C.X; 0/ unless X is large. We observe numerically that
the boundary of this region, denoted by X D X0.n/, may be taken as X0.n/ WD 2n,
which as shown in the plots in Figure 22 is approximately where R

ŒX�
n .X/ seems to

be minimal on Œ0;X1.n/	.
Therefore, we expect to see convergence of  2n.Xn

�1; 0/n�1 to ‰C.X; 0/ on
the interval jX j � Cn5=4�q as n! 1, for any q > 0. For 0 < q < 5=4, this interval
expands as n grows rather than remaining bounded as in the premise of Theorem 1.
To be able to verify such convergence on this set numerically and make use of the
large-X asymptotic formula LŒX�.X; 0/ to approximate ‰C.X; 0/, we need to make
sure to consider values of X >X0.n/ for each n, and hence we study the quantity

R
ŒX�

n .q/ WD sup
X0.n/	X	XR

n.q/

ˇ̌
RŒX�

n .X/
ˇ̌
; 0 < q < 1=4; (268)

as n becomes large; the upper bound on q here ensures that the interval is not empty.

(See Figure 24, where we plot the data set ln.R
ŒX�

n .q// versus ln.n/ to illustrate
the convergence as n grows for different values of 0 < q < 1=4.) Observe that
for q 2 .0; 1=4/ fixed, linear regression predicts a power-law relationship between

R
ŒX�

n .q/ and n as n ! 1. These results strongly suggest that the infinite-order

4It would be better to use ‰C.X;0/ itself in place of LŒX�.X;0/ in (266) but it would also be more com-
putationally expensive and simultaneously less relevant to the present study which of course is concerned with
investigating accuracy of the infinite-order rogue wave approximation precisely where Theorem 1 makes no
prediction.
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Figure 24. (Color online) Scatter plot of the data set ln.R
ŒX�
n .q// versus ln.n/ for

n 2 ¹4; 8; 10; 16; 20; 25º (green dots) and the best-fit line (blue). Here q D 0:15 (left panel) and
q D 0:2 (right panel). Note the difference in scales of the vertical axes in each panel. For

q D 0:15, the best-fit line has intercept: �0:0919092, slope: �0:315997, and R2 D 0:948347.
For q D 0:2, the best-fit line has intercept: 0:064779, slope: �0:463413, and R2 D 0:946802.

rogue wave ‰C.X; 0/ accurately approximates the rescaled finite-order rogue wave
 2n.Xn

�1; 0/n�1 in the large-n limit provided that jX j � n5=4.

5.5.2. Restriction to X D 0

We perform the same type of analysis when X D 0, using the leading term LŒT �.0;T /

in the asymptotic formula (236) whose size is proportional to T 1=3 as T ! C1.
Thus we consider the relative error

RŒT �
n .T / WD

ˇ̌
LŒT �.0;T /� 2n.0;T n

�2/n�1
ˇ̌
T 1=3; (269)

and we plot R
ŒT �
n .X/ over the domain 0 � T � 2n11=5 for increasing values of n

chosen from ¹4; 8; 10; 16; 20; 25º. As in the case on theX -axis, we compute T1.n/ WD

min¹T W R
ŒT �
n .T /D 1; 1� T � 2n11=5º, the smallest value of T at which R

ŒT �
n .T /D

1 in the interval 1� T � 2n11=5 (see Figure 25).
Again by a linear regression performed on the data set ln.T1.n// versus

ln.n/, we observe that T1.n/ obeys a power law as n grows. (See Figure 26
for the log-log plot and the best-fit line predicted by the regression which is
ln.T1.n// D 1:14431 C 1:81749 ln.n/.) The slope of this line indicates that T1.n/

grows proportional to roughly n9=5 as n becomes large.
Thus, we expect that to have convergence of the rescaled rogue wave to the rogue

wave of infinite order, it is necessary to consider values of T small compared to
T1.n/ � n9=5. Consequently we study the relative error R

ŒT �
n .T / on intervals of T

with right endpoint given by

T R
n .q/ WD Cn9=5�q; q > 0; (270)
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Figure 25. (Color online) Plots of R
ŒT �
n .T / versus T for values of n from left to right

nD 4; 8; 10 in the first row, nD 16; 20; 25 in the second row. In each plot, the horizontal axis is
the interval 0� T � 2n11=5. The values of T0.n/ WD 2n3=2 and T1.n/ are indicated on each

plot.

Figure 26. (Color online) Scatter plot of the data set ln.T1.n// versus ln.n/ for
n 2 ¹4; 8; 10; 16; 20; 25º (green dots) and the best-fit line

ln.T1.n//D ln.T1.n//D 1:14431C 1:81749 ln.n/ (blue).

where the constant C � e1:14 is taken from the regression analysis so that T R
n .0/�

T1.n/. Accordingly, we expect to see convergence of  2n.0;T n
�2/n�1 to ‰C.0;T /

on the interval jT j � Cn9=5�q as n! 1, for any q > 0. This is again a growing set
in n for 0 < q < 9=5 rather than fixed as in the premise of Theorem 1. To verify such
convergence while still exploiting the simplicity of the large-T asymptotic formula
LŒT �.0;T / in place of ‰C.0;T /, we need to consider R

ŒT �
n .T / for T away from

the region surrounding T D 0 on which the leading term LŒT �.0;T / given in (236)
is a poor approximation of ‰C.0;T /. From the plots in Figure 25 we infer that the
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Figure 27. (Color online) Scatter plot of the data set ln.R
ŒT �
n .q// versus ln.n/ for

n 2 ¹4; 8; 10; 16; 20; 25º (green dots) and the best-fit line (blue). Left: q D 0:15. Right: q D 0:2.
Note the difference in scales of the vertical axes in each panel. For q D 0:15, the best-fit line has
intercept: 0:0838235, slope: �0:245828, and R2 D 0:736517. For q D 0:2, the best-fit line has

intercept: 0:0413682, slope: �0:331435, and R2 D 0:890735.

boundary of this region expands as n3=2 as n becomes large. The points T D T0.n/ WD

2n3=2, which roughly mark the boundary of this region are indicated with orange
arrows in Figure 25. Thus we numerically study

R
ŒT �

n .q/ WD sup
T0.n/	T 	T R

n .q/

ˇ̌
RŒT �

n .T /
ˇ̌
; 0 < q < 3=10; (271)

for different values of q in the range given above. We indeed observe convergence as
n! 1, illustrating that the rogue wave of infinite order is a good approximation for
rescaled rogue waves provided that jT j � n9=5.

5.5.3. Conjecture formulation
The preceding numerical results suggest the following, which is a generalization of
Theorem 1.

CONJECTURE 1 (Generalized accuracy of the near-field limit)
Let ¹Kn 	 R

2º1
nD1 be a sequence of compact sets with the property that

lim
n!1

n�5=4 sup
.X;T /2Kn

jX j D 0 and lim
n!1

n�9=5 sup
.X;T /2Kn

jT j D 0: (272)

Then

lim
n!1

sup
.X;T /2Kn

ˇ̌
n�1 2n.n

�1X;n�2T /�‰C.X;T /
ˇ̌
D 0 (273)

and
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lim
n!1

sup
.X;T /2Kn

ˇ̌
n�1 2n�1.n

�1X;n�2T /�‰�.X;T /
ˇ̌
D 0: (274)

This conjecture therefore asserts uniform convergence of rescaled finite-order
rogue waves to their infinite-order near-field limits on sets that can grow with n in
the .X;T /-plane but with a diameter small compared to n5=4 in the X -direction and
a diameter small compared to n9=5 in the T -direction. It is useful to express these
scales in terms of the original independent variables .x; t/ of the finite-order rogue
wave: X D o.n5=4/ is equivalent to x D o.n1=4/ and T D o.n9=5/ is equivalent to
t D o.n�1=5/. Thus, the conjecture asserts that the near-field limit of high-order rogue
waves is in fact valid on x-intervals whose diameter grows at a suitable rate with n,
but t is still required to be small compared to n�1=5.

Proving this conjecture by generalizing the method of proof of Theorem 1 would
require control of the solution of Riemann–Hilbert Problem 4 for parameters .X;T /
in growing sets Kn. The large-X , large-T , and transitional asymptotics described in
Section 4 may be exploited in this effort, but more work would be needed because the
three asymptotic regimes themselves do not quite overlap. Some partial results in the
direction of proving Conjecture 1 can be found in [7].

Appendix. Equivalence of the Riemann–Hilbert and determinantal representa-
tions of fundamental rogue waves
In this Appendix, we prove Proposition 1. First, note that since Riemann–Hilbert
Problems 1 and 2 are equivalent due to (18) in which M.0/.�Ix; t/ is explicitly given
by (15) and is a matrix with unit determinant, it suffices to deduce the determinantal
representation (6) of  k.x; t/ from Riemann–Hilbert Problem 2. We will show that
the latter problem can be solved by a suitable rational ansatz that is based on the
theory of generalized Darboux transformations (see [17]). Just as Riemann–Hilbert
Problem 2 splits into two cases depending on whether k is even or odd, so does the
choice of rational ansatz. We shall consider the two cases separately.

The rational ansatz for k D 2n with n 2 Z�0

We assume that the matrix N.k/.�Ix; t/ can be represented for � in the exterior of †ı

by an expression of the form

N.k/.�Ix; t/D
��C i

�� i

�n�
I�Y.x; t/D.�/X.x; t/>

�
;

� in the exterior of †ı, (275)

where X.x; t/ and Y.x; t/ are 2�k matrices to be determined, and where D.�/ is the
k � k matrix
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D.�/ WD

26666664
.�C i/�1 0 0 0 � � � 0

.�C i/�2 .�C i/�1 0 0 � � � 0

.�C i/�3 .�C i/�2 .�C i/�1 0 � � � 0
:::

: : :
: : :

: : : � � � 0

.�C i/�k .�C i/�kC1 .�C i/�kC2 .�C i/�kC3 � � � .�C i/�1

37777775 :

(276)

In other words, D.�/ is the Toeplitz matrix of dimension k�k with symbol d.zI�/ WD

.�C i � z�1/�1, so that if j�C ij< 1, the Fourier coefficients dm.�/ are given by

dm.�/ WD
1

2


Z 	

�	

d.ei� I�/e�im� d�

D
1

2
 i

I
jzjD1

d.zI�/z�m�1 dz D .�C i/�m�1ım�0; (277)

and hence Dij .�/D di�j .�/. Without further conditions on X.x; t/ and Y.x; t/, we
see that N.k/.�Ix; t/ ! I as � ! 1, and (since the circle †ı encloses the points
� D ˙i) is analytic in the exterior domain. Therefore, it only remains to define
N.k/.�Ix; t/ as an analytic function in the interior domain in such a way that the
jump condition (19) relevant for k D 2n even holds on †ı. Since U.�Ix; t/ defined
by (16) is an entire function of � with unit determinant, the jump condition (19) or
(20) actually serves to define N.k/.�Ix; t/ in the interior domain by analytic contin-
uation, except possibly for the points � D ˙i which are pole singularities of both
the exterior domain ansatz (275) and the jump matrix. Therefore, the ansatz (275)
gives the (necessarily unique) solution of Riemann–Hilbert Problem 2 in the exterior
domain for k D 2n, provided that X.x; t/ and Y.x; t/ are chosen so that��C i

�� i

�n�
I�Y.x; t/D.�/X.x; t/>

�
U.�Ix; t/Q

��C i

�� i

�n�3

Q�1U.�Ix; t/�1

is analytic at �D ˙i. (278)

The final factors of Q�1U.�Ix; t/�1 are analytic and invertible near �D ˙i in par-
ticular, so they may be omitted. The product of remaining terms in general has poles
of order n at each of the two points �D ˙i. Since the factor ..�C i/=.�� i//n�3 now
appears as the rightmost term in the product, we may easily formulate the conditions
on X.x; t/ and Y.x; t/ necessary to remove the singularities as conditions on column
vectors. Writing Q D Œq.1/Iq.2/	, these conditions now read as follows:�
I�Y.x; t/D.�/X.x; t/>

�
U.�Ix; t/q.2/ should be analytic at �D �i, and (279)�

I�Y.x; t/D.�/X.x; t/>
�
U.�Ix; t/q.1/ should vanish to order k at �D i. (280)



750 BILMAN, LING, and MILLER

In the literature on Darboux transformations, the conditions (279) are frequently
called residue conditions while the conditions (280) are frequently called kernel con-
ditions, which are imposed on a Darboux matrix of the form I �YDX>.

A key observation in the theory of Darboux transformations is that the residue
conditions (279) can be satisfied by making an explicit choice of the 2 � k matrix
X.x; t/. First, we observe that since U.�Ix; t/ is analytic at � D �i, any potential
singularities come from the second term �Y.x; t/D.�/X.x; t/>, and for satisfying
these conditions it is sufficient to drop the �-independent prefactor of Y.x; t/. Thus,
we will replace (279) by the sufficient condition

D.�/X.x; t/>U.�Ix; t/q.2/ should be analytic at �D �i (281)

which, taking separately into account the k rows of D.�/ and introducing the notation

X.x; t/D
	
x.1/.x; t/Ix.2/.x; t/I : : : Ix.k/.x; t/



; (282)

is equivalent to the k conditions� mX
`D0

x.`C1/.x; t/>.�C i/`
�
U.�Ix; t/q.2/

vanishes at �D �i to order mC 1;mD 0; : : : ; k � 1: (283)

It is easy to check that all k of these conditions are actually implied just by the
final condition formD k� 1. To obtain x.j /.x; t/ such that this final condition holds,
we first introduce notation ¹v.j /˙

`
.x; t/º1

`D0
, j D 1; 2, for the Taylor coefficients of

U.�Ix; t/q.j / about �D ˙i:

U.�Ix; t/q.j / D

1X
`D0

v.j /˙

`
.x; t/.�
 i/`; j D 1; 2: (284)

Then we choose x.j /.x; t/ WD i�2v
.2/�
j �1 .x; t/. With this choice,

�k�1X
`D0

x.`C1/.x; t/>.�C i/`
�
U.�Ix; t/q.2/

D
�k�1X

`D0

�
i�2v

.2/�

`
.x; t/

�>
.�C i/`

� 1X
`D0

v.2/�

`
.�C i/`

D �
�k�1X

`D0

v.2/�

`
.x; t/.�C i/`

�>

i�2

�k�1X
`D0

v.2/�

`
.x; t/.�C i/` CO

�
.�C i/k

��
DO

�
.�C i/k

�
; �! �i; (285)
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because x>i�2x D 0 for all vectors x 2 C
2. Therefore,

x.j /.x; t/ WD i�2v
.2/�
j �1 .x; t/; j D 1; : : : ; k

H) the residue conditions (279) hold. (286)

With the matrix X.x; t/ so determined, the kernel conditions (280) imply a square
linear system on the elements of the 2 � k matrix Y.x; t/. In fact, we shall obtain a
system of size k � k separately for each of the two rows of Y.x; t/. This is important
because only the first row of Y.x; t/ is needed to construct the rogue wave  k.x; t/

of order k D 2n, since combining (21) with (275) yields the formula

 k.x; t/D 1� 2i
kX

j D1

Y1j .x; t/X2j .x; t/D 1C a.x; t/>y.x; t/; (287)

where

a.x; t/ WD
	
�2iX21.x; t/I�2iX22.x; t/I : : : I�2iX2;k.x; t/


>
;

y.x; t/ WD
	
Y11.x; t/IY12.x; t/I : : : IY1;k.x; t/


>
:

(288)

To express the kernel conditions (280), we need to find the Taylor expansion
about � D i of the product .I � Y.x; t/D.�/X.x; t/>/U.�Ix; t/q.j /, which means
combining (284) with the expansion

D.�/D

1X
`D0

D`.�� i/`; (289)

where D` is the k � k Toeplitz matrix with elements D`;ij WD 
`;i�j C1ıi�j , and
where


`m WD
.�1/`

.2i/`Cm

 
`Cm� 1

`

!
; `D 0; 1; 2; 3; : : : ;mD 1; 2; 3; : : : : (290)

Then it is easy to see that�
I� Y.x; t/D.�/X.x; t/>

�
U.�Ix; t/q.j /

D

k�1X
mD0

�
v.j /C

m .x; t/�Y.x; t/
mX

`D0

D`X.x; t/
>v.j /C

m�`
.x; t/

�
.�� i/m

CO
�
.�� i/k

�
; �! i; j D 1; 2: (291)
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Setting to zero the coefficients of .� � i/m for m D 0; : : : ; k � 1 to enforce the
kernel conditions (280) then yields a linear system on the column vector y.x; t/ (cf.
(288)) of the form eK.x; t/y.x; t/D b.x; t/; (292)

where

eKpq.x; t/ WD

p�1X
`D0

qX
mD1


`;q�mC1x
.q/.x; t/>v.1/C

p�`
.x; t/;

bp.x; t/ WD v
.1/C
p�1;1.x; t/; 1� p;q � k;

(293)

in which x.q/.x; t/ is defined by (286). Since y.x; t/D eK.x; t/�1b.x; t/, applying the
matrix determinant lemma det.eKCba>/D .1C a>eK�1b/det.eK/ to (287) yields the
fundamental rogue wave of order k D 2n as a ratio of k � k determinants:

 k.x; t/D
det.eK.x; t/C b.x; t/a.x; t/>/

det.eK.x; t// ; k D 2n: (294)

Recall now the explicit formula (16) for U.�Ix; t/. It is natural to introduce the
Taylor coefficients of the entire functions .x C �t/ sin.�/=� and cos.�/ appearing in
(16) about �D i as follows (recall that � D �.�/.xC �t/):

S.�Ix; t/ WD .xC �t/
sin.�/

�
D

1X
`D0

S`.x; t/.�� i/` and

C.�Ix; t/ WD cos.�/D

1X
`D0

C`.x; t/.�� i/`:

(295)

Since S.�Ix; t/ and C.�Ix; t/ are both Schwarz-symmetric functions of � for .x; t/ 2

R
2, it also holds that

S.�Ix; t/D

1X
`D0

S`.x; t/
�.�C i/` and

C.�Ix; t/D

1X
`D0

C`.x; t/
�.�C i/`:

(296)

Since �D ˙i C .�
 i/, combining (9) with (16) and (284) gives

v.1/C

`
.x; t/D

1
p
2

�
�
�
2S`.x; t/� iS`�1.x; t/

���1

1

�
CC`.x; t/

�
1

1

��
;

`D 0; 1; 2; : : : ; (297)
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and

v.2/�

`
.x; t/D

1
p
2

��
2S`.x; t/� iS`�1.x; t/

�� �1
1

�
CC`.x; t/

�

�
�1

1

��
;

`D 0; 1; 2; : : : ; (298)

where we have adopted the notational convention that S�1.x; t/ WD 0. Actually,
one can notice that eS`.x; t/ WD 2S`.x; t/ � iS`�1.x; t/ are the Taylor coeffi-
cients of the function eS.�Ix; t/ WD .1 � i�/S.�Ix; t/ about � D i. Further settingeS`.x; t/D .1

2
i/`F`.x; t/ and C`.x; t/D .1

2
i/`G`.x; t/ for `D 0; 1; 2; : : : , using (286)

in (293) giveseKpq.x; t/

D

p�1X
`D0

qX
mD1


`;q�mC1

�
�
1

2
i
�m�1�1

2
i
�p�`�1

�
�
Fm�1.x; t/

�Fp�`�1.x; t/CGm�1.x; t/
�Gp�`�1.x; t/

�
D
�1
2

i
�p�1�

�
1

2
i
�q

p�1X
�D0

q�1X
�D0

 
�C �

�

!

�
�
Fq���1.x; t/

�Fp���1.x; t/CGq���1.x; t/
�Gp���1.x; t/

�
; (299)

for 1� p;q � k and

bp.x; t/D
1

p
2

�1
2

i
�p�1�

Fp�1.x; t/CGp�1.x; t/
�
; p D 1; : : : ; k: (300)

Finally, we combine (286) with (288) and X2j .x; t/ D x
.j /
2 .x; t/, j D 1; : : : ; k, to

find

ap.x; t/D �2iX2p.x; t/D �2ix.p/
2 .x; t/D 2iv.2/�

p�1;1.x; t/

D
2i

p
2

�
�
1

2
i
�p�1�

Fp�1.x; t/
� �Gp�1.x; t/

�
�
; p D 1; : : : ; k: (301)

Therefore,�
b.x; t/a.x; t/>

�
pq

D �2
�1
2

i
�p�1�

�
1

2
i
�q�

Fp�1.x; t/CGp�1.x; t/
�

�
�
Fq�1.x; t/

� �Gq�1.x; t/
�
�
; 1� p;q � k: (302)

By factoring off the invertible diagonal multipliers diag..1
2

i/p�1/kpD1 and

diag..�1
2

i/q/kqD1 on the left and right, respectively, from eK.x; t/ and b.x; t/a.x; t/>,
one then sees that the formula (294) coincides with (6) in the case k D 2n.
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The rational ansatz for k D 2n� 1 with n 2 Z>0

In this case, we modify the rational ansatz by assuming that

N.k/.�Ix; t/D
��C i

�� i

�n�
I� �3Y.x; t/D.�/X.x; t/>�3

�
T.�/;

� in the exterior of †ı, (303)

where again X.x; t/ and Y.x; t/ are 2 � k matrices to be determined and the k � k

Toeplitz matrix D.�/ is defined by (276), and where

T.�/ WD I�
2i

�C i
q.2/q.2/> D I �

i

�C i

�
1 �1

�1 1

�
: (304)

As before, this ansatz is analytic in the exterior domain and satisfies N.k/.�Ix; t/! I

as �! 1 for any choices of the matrices X.x; t/ and Y.x; t/. Insisting that the jump
condition (20) relevant for k D 2n � 1 holds on †ı, thereby connecting the ansatz
(303) having poles of order n at �D ˙i with a matrix analytic in the interior domain,
we arrive at the following conditions on X.x; t/ and Y.x; t/: the residue conditions
that �

I� �3Y.x; t/D.�/X.x; t/>�3

�
T.�/U.�Ix; t/q.1/

should be analytic at �D �i, (305)

and the kernel conditions that�
I� �3Y.x; t/D.�/X.x; t/>�3

�
T.�/U.�Ix; t/q.2/

should vanish to order 2n at �D i. (306)

Assuming that X.x; t/ and Y.x; t/ are chosen so that these conditions hold,
N.k/.�Ix; t/ is the solution of Riemann–Hilbert Problem 2, and the rogue wave
of order k D 2n� 1 is given by combining (21) with (303):

 k.x; t/D �1C 2i
kX

j D1

Y1j .x; t/X2j .x; t/D �
�
1C a.x; t/>y.x; t/

�
; (307)

where the k � 1 column vectors a.x; t/ and y.x; t/ are given in terms of X.x; t/ and
Y.x; t/ by (288).

LEMMA 1
The matrix T.�/ has the following properties:
(i) �3T.�/ commutes with U.�Ix; t/:

�3T.�/U.�Ix; t/D U.�Ix; t/�3T.�/I (308)
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(ii) T.�/ acts on the columns of Q as follows:

T.�/q.1/ D q.1/ and T.�/q.2/ D
�� i

�C i
q.2/: (309)

The proof is elementary, combining the definition (304) of T.�/ with the for-
mulas (16) and (9) for U.�Ix; t/ and Q, respectively. Using Lemma 1 and the fact
that

�3q.1/ D �q.2/ and �3q.2/ D �q.1/; (310)

we rewrite the residue conditions (305) as�
I� �3Y.x; t/D.�/X.x; t/>�3

�
T.�/U.�Ix; t/q.1/

D
�
I� �3Y.x; t/D.�/X.x; t/>�3

�
�3U.�Ix; t/�3T.�/q.1/

D
�
I� �3Y.x; t/D.�/X.x; t/>�3

�
�3U.�Ix; t/�3q.1/

D �
�
I� �3Y.x; t/D.�/X.x; t/>�3

�
�3U.�Ix; t/q.2/

should be analytic at �D �i, (311)

or, since U.�Ix; t/ is entire and �2
3 D I, equivalently,

Y.x; t/D.�/X.x; t/>U.�Ix; t/q.2/ should be analytic at �D �i. (312)

It is therefore sufficient to enforce the condition (281). Similarly, we rewrite the kernel
conditions (306) as�

I� �3Y.x; t/D.�/X.x; t/>�3

�
T.�/U.�Ix; t/q.2/

D
�
I� �3Y.x; t/D.�/X.x; t/>�3

�
�3U.�Ix; t/�3T.�/q.2/

D
�� i

�C i

�
I� �3Y.x; t/D.�/X.x; t/>�3

�
�3U.�Ix; t/�3q.2/

D �
�� i

�C i

�
I� �3Y.x; t/D.�/X.x; t/>�3

�
�3U.�Ix; t/q.1/

should vanish to order 2n at �D i, (313)

or, equivalently, since k D 2n � 1 and �2
3 D I, the condition (280) is required

(although now with the interpretation that k D 2n� 1 is odd). Since the residue and
kernel conditions (305)–(306) have thus been reduced to exactly the same conditions
(280)–(281) as were used in the case k D 2n to determine the matrices X.x; t/ and
Y.x; t/ (although again now taking k to be odd), we may again define the columns



756 BILMAN, LING, and MILLER

of X.x; t/ by (286) and obtain the first row of Y.x; t/ rewritten as a column vector
y.x; t/ by the solution of the linear system (292)–(293). As in the case k D 2n, we
then obtain

 k.x; t/D �
det.eK.x; t/C b.x; t/a.x; t/>/

det.eK.x; t// ; k D 2n� 1: (314)

Once again, by factoring off suitable diagonal multipliers, this formula is equivalent
to (6) when k is odd.

Solvability of the linear system (292)–(293)
Note that the matrix eK.x; t/ can be written in the form

eK.x; t/D diag
��1
2

i
�0

;
�1
2

i
�1

; : : : ;
�1
2

i
�k�1�

�
�
F.x; t/SF.x; t/� CG.x; t/SG.x; t/�

�
� diag

��
�
1

2
i
�1

;
�
�
1

2
i
�2

; : : : ;
�
�
1

2
i
�k�

; (315)

where F.x; t/ and G.x; t/ are Toeplitz matrices:

F.x; t/ WD

26666664
F0.x; t/ 0 � � � � � � 0

F1.x; t/ F0.x; t/ 0 � � � 0
:::

: : :
: : :

: : :
:::

Fk�2.x; t/ Fk�3.x; t/ � � � F0.x; t/ 0

Fk�1.x; t/ Fk�2.x; t/ � � � F1.x; t/ F0.x; t/

37777775 ; (316)

G.x; t/ WD

26666664
G0.x; t/ 0 � � � � � � 0

G1.x; t/ G0.x; t/ 0 � � � 0
:::

: : :
: : :

: : :
:::

Gk�2.x; t/ Gk�3.x; t/ � � � G0.x; t/ 0

Gk�1.x; t/ Gk�2.x; t/ � � � G1.x; t/ G0.x; t/

37777775 ; (317)

and S is the symmetric Pascal matrix of binomial coefficients:

S WD

266666664

�
0
0

� �
1
0

� �
2
0

�
� � �

�
k�1

0

��
1
1

� �
2
1

� �
3
1

�
� � �

�
k
1

��
2
2

� �
3
2

� �
4
2

�
� � �

�
kC1

2

�
:::

:::
:::

:::�
k�1
k�1

� �
k

k�1

� �
kC1
k�1

�
� � �

�
2k�2
k�1

�

377777775
: (318)
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Since F0.x; t/ D eS0.x; t/ D 2S0.x; t/ D 2.x C it / and G0.x; t/ D C0.x; t/ D 1,
F.x; t/ is invertible except when x D t D 0 and G.x; t/ is invertible for all .x; t/ 2 R

2.
Furthermore, S is positive definite because det..Sjk/j;kD1;:::;p/ D 1 for all p D

1; : : : ; k. Therefore, F.x; t/SF.x; t/� is positive semidefinite while G.x; t/SG.x; t/�

is positive definite. It follows that det.eK.x; t// ¤ 0 for all .x; t/ 2 R
2. Therefore

Y.x; t/ exists for all .x; t/ 2 R
2 and so the relevant rational ansatz ((275) for k D 2n

or (303) for k D 2n � 1) furnishes a solution of Riemann–Hilbert Problem 2. It is
standard that the solution is unique if it exists. This completes the proof of Proposi-
tion 1.
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