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Abstract. We consider an unconstrained tangential Dirichlet boundary control problem for the
Stokes equations with an L? penalty on the boundary control. The contribution of this paper is
twofold. First, we obtain well-posedness and regularity results for the tangential Dirichlet control
problem on a convex polygonal domain. The analysis contains new features not found in similar
Dirichlet control problems for the Poisson equation; an interesting result is that the optimal control
has higher local regularity on the individual edges of the domain compared to the global regularity on
the entire boundary. Second, we propose and analyze a hybridizable discontinuous Galerkin (HDG)
method to approximate the solution. For convex polygonal domains, our theoretical convergence
rate for the control is optimal with respect to the global regularity on the entire boundary. We
present numerical experiments to demonstrate the performance of the HDG method.
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1. INTRODUCTION

Let Q  R? be a convex domain with a polygonal boundary I' = 9. For a given target state 4, we
consider the following unconstrained Dirichlet boundary control problem for the Stokes equations:

. 1 ¥
min (), J() = 3 g~ vallaio) + 3 Il (L)
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where 1, is the solution, in a sense to be defined later, of

—Ay+Vp=f m(Q,
V-y=0 1in§,
y=u onl, (1.2)

/pZQ
Q

U c L%(T) is the control space and v > 0 is a fixed constant.

Control of fluid flows modeled by the Stokes or Navier-Stokes equations is an important and active area of
interest. After the pioneering works by Glowinski and Lions [33] and Gunzburger [32,43-48|, many important
developments have been made both theoretically and computationally in the past decades. For an extensive
body of literature devoted to this subject we refer to, e.g., [4,5,9,12,14, 30, 31, 49, 50, 59, 66, 74, 78, 8486
and the references therein. Despite the large amount of existing work on numerical methods for fluid flow
control problems, we are not aware of any contributions to the analysis and approximation of the tangential
Stokes Dirichlet boundary control problem. Work on this problem is an essential step towards the analysis
and approximation of similar Dirichlet boundary control problems for the Navier-Stokes equations and other
fluid flow models.

In this work, we focus on the case where the control acts tangentially along the boundary through a
Dirichlet boundary condition. This scenario has broad applications to optimal mixing and heat transfer
problems. Omari and Guer in [72] conducted a numerical study of the effect of wall rotation on the enhance-
ment of heat transport in the whole fluid domain. Gouillart et al. in [38-40,81] studied in detail this crucial
effect of moving wall on the mixing efficiency for the homogenization of concentration in a 2D closed flow
environment. These problems naturally lead to the study of tangential boundary control and optimization
of fluid flows. Recently, Hu and Wu in [52,53,56,58] provided rigorous mathematical approaches for optimal
mixing and heat transfer via an active control of Stokes and Navier-Stokes flows through Navier slip bound-
ary conditions. Other tangential boundary control problems for fluid flows have been considered by Barbu,
Lasiecka and Triggiani [6,7,63,64] and Osses [73]. However, the authors are not aware of any existing work
on approximation and numerical analysis for these problems.

Discontinuous Galerkin (DG) methods are widely used for fluid flow problems since they can capture
shocks and large gradients in solutions. However, most existing DG methods are commonly considered to
have a major drawback: the memory requirement and computational cost of DG methods are typically much
larger than the standard finite element method.

Hybridizable discontinuous Galerkin (HDG) methods were proposed by Cockburn et al. in [23] as an
improvement of traditional DG methods. The HDG methods are based on a mixed formulation and utilize a
numerical flur and a numerical trace to approximate the flux and the trace of the solution. The approximate
flux and solution variables can be eliminated element-by-element. This process leads to a global equation for
the approximate boundary traces only. As a result, HDG methods have significantly less globally coupled
unknowns, memory requirement, and computational cost compared to other DG methods. Furthermore,
HDG methods have been successfully applied to flow problems [17,24, 25, 70,77, 82|, distributed optimal
control problems [20,57,87], and Dirichlet boundary control problems [37, 54, 55].

For the Stokes tangential Dirichlet boundary control problem considered here, the Dirichlet boundary
data u € L%(T) takes the form u = uT, where u is the control and T is the unit tangential vector to the
boundary. Formally, the optimal control u € L?(T') and the optimal state y € L?()) minimizing the cost
functional satisfy the optimality system

—-Ay+Vp=f in €, (1.3a)
V.y=0 in Q, (1.3b)

Yy =urt onT, (1.3¢c)
—-Az—-Vg=y—ya in Q, (1.3d)
V.z=0 in Q, (1.3e)
z=0 on T, (1.3f)
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Onz = yut on I (1.3g)

We use an HDG method to approximate the solution of a mixed formulation of this optimality system.
To do this, we first analyze the control problem in Section 2. We give precise meaning to the state equation
(1.3a) for Dirichlet boundary data in L?(T"), and prove well-posedness and regularity results for the optimality
system (1.3). The theoretical results for this problem share some similarities to results for Dirichlet boundary
control of the Poisson equation on a 2D convex polygonal domain [1]; however, there are new components
to the analysis due to the mixed formulation and the regularity results for Stokes equations on polygonal
domains [27]. An interesting feature of our theoretical results is that the optimal control has higher local
regularity (on each boundary edge) than global regularity (on the entire boundary I'). This higher local
regularity for the optimal control is not present for Dirichlet boundary control of the Poisson equation;
furthermore, as we discuss below, this phenomenon may have an effect on the convergence rates of the
approximate solution.

For the HDG method, we use polynomials of degree k41 to approximate the velocity y and dual velocity
z, and polynomials of degree k > 0 for the fluxes . = Vy and G = Vz, pressure p and dual pressure gq.
Moreover, we also use polynomials of degree k to approximate the numerical trace of the velocity and dual
velocity on the edges of the spatial mesh, which are the only globally coupled unknowns. We describe the
HDG method in Section 3 and its implementation can be found in the arXiv preprint of this paper [34].

In Section 4, we prove convergence results for the HDG method. Under certain assumptions on the largest
angle of the convex polygonal domain and the smoothness of the desired state y,;, we prove the control
converges at a superlinear rate. Similar superlinear convergence results for Dirichlet boundary control of the
Poisson equation have been obtained in [2,16,35,37,54,55]. To give a specific example of our results, for a
rectangular domain, yg € H?()), and k = 1, we obtain the following a priori error bounds for the velocity
Y, adjoint velocity z, their fluxes . and G, pressure p and dual pressure ¢ and the optimal control wu:

ly = ynllo.o = O(R27), I — Lallo,e = O(h'~),
Iz = znllo = O(K*/279), IG = Galloo = O(R*/22),
lp = pallo,o = O(R*~¢), llg — gnllo.o = O(R??79),

and
l[w — unlo,r = O(R3/*~5),

for any € > 0. The rate of convergence for the control u is optimal in the sense of the maximal global
regularity of the control u € H3/2~¢ (T'). However, the numerical results presented in Section 5 show higher
convergence rates than the rates predicted by our numerical analysis; we discuss this phenomenon in more
detail in Section 5. The numerical convergence rates observed here are different than typical numerical
results for Dirichlet boundary control of the Poisson equation.

We emphasize that the HDG method in this work is usually considered to be a superconvergent method.
Specifically, if polynomials of degree k > 1 are used for the numerical trace and the solution of the PDEs
is smooth enough, then O(h¥*2) error estimates can be obtained for the state variable; see, e.g., [57,76,77].
Hence, from the viewpoint of globally coupled degrees of freedom, this method achieves superconvergence for
the scalar variable. For Dirichlet boundary control problems, to obtain the superlinear convergence rate, one
usually needs a superconvergence mesh or higher order elements for the standard finite element method, see,
e.g., [2,29]. However, the HDG method considered here achieves the superlinear convergence rate without
any special considerations.

2. ANALYSIS OF THE TANGENTIAL DIRICHLET CONTROL PROBLEM

To begin, we set notation and prove some fundamental results concerning the optimality system for the
control problem. In this section, we assume (2 is a convex polygonal domain and the forcing f in the Stokes
equations (1.2) is equal to zero; if the forcing is nonzero, then it can be eliminated using the technique
in [1, p. 3623].
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Throughout the paper, we use the standard notation H™({}) to denote the Sobolev space with norm
|l - lm.o and seminorm | - |, q. Set H™(Q) = [H™(Q)]**%, H™(Q) = [H™(Q)]? and H}(Q) = {v € H(Q) :
v =0 on I'}. We denote the L2-inner products on L2(2), L%(Q), L%(Q) and L%(T') by

2

&= [

ij=1"9
2
(P, 0)a Z/pq, (y,z)r :Z/yjzj.
j=1T

Define the space H(div;(2) as

2
Li;Gij,  (¥,2)a :Z/ YiZs,
j=1"92

H(div, Q) = {K e L*(Q) : V- K € L*(Q)}.
Also, we define LZ(Q2) as
L3() = {pe L*(Q) : (p,1)a = 0}.

Let (-,-)p denote the inner product in L?(T") and let [-,-]r denote the duality product between H—#(T") and
H(T) for 0 < s < 3/2, where H*(T') denotes the space of traces of H*t1/2() for 0 < s < 3/2. (For
1/2 < s < 3/2 it is the subspace of II72, H4(I';) satisfying certain compatibility conditions on the corners;
see [41, Theorem 1.5.2.8]. For s = 3/2, this definition would lead to ambiguities.) Following [79, Section 2.1]
we introduce the spaces

Vi) ={ye H*(Q):

Vo () ={y € H*(Q) :
VeI)={uecH): (u-

, [y-n,1r =0}, for s >0,
, y=0onT}, for s >1/2,
,1)p =0}, for 0 < s < 3/2.

For —3/2 < s < 0, V#(T') is the dual space of V~4(T"). For s < —1/2, V¥(Q2) is the dual space of V; *(12)
and for —1/2 < s < 0, V*() is the dual space of V%(Q).
Consider a target state yq € H, where H — V9(Q) is a function space that will be specified later, and
a Tykhonov regularization parameter v > 0. Consider also a space U < VO(I'). We are interested in the
optimal control problem )
min J(u) = = |lyu — yallir + 3 lul?, (P)

where 1y, € V?(Q) is the unique solution in the transposition sense of the Stokes system (see Definition 2.1
below)

—Ay+Vp=0 inQ,

V-y=0 inQ,
y=u onl, (21)
(p'.! l)ﬂ =0.

Different choices of the spaces H and U appear in the related literature for Dirichlet control of Stokes
and Navier-Stokes equations. In the early reference [44], H = L*(Q2) and U = V!(I'). The natural space
for the controls to obtain a variational solution of the state equation (2.1) is V'*/2(T). This is the choice
in [28]. In that work, nevertheless, the Tykhonov regularization is done in the norm of L?(T"). To prove
existence of solution, the tracking is done in the space H = V'1({2). In the reference [59], the authors work
in a smooth domain with H = V%(2) and U = V°(T'). This choice involves a harder analysis, but leads to
an optimality system easier to handle. In polygonal domains, this approach leads to optimal controls that
are discontinuous at the corners.

We assume throughout this work that the tracking term for the state is measured in the L?({2) norm. We
investigate the case U = {u7 : u € L%(T")}, which corresponds to tangential boundary control; see [6,7]. We
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first precisely define the concept of solution for Dirichlet data in V9(T"), prove precise regularity results, and
use them to introduce a mixed formulation of the problem adequate for HDG methods.

2.1. Regularity results

The definition of very weak solution for data in V(') was introduced in [26, Appendix A] and is valid in
convex polygonal domains; see also [80] and [59, Definition 2.1] for a similar definition for the Navier-Stokes
equations and smooth domains. It is worthwhile to mention that the first numerical analysis work for a
Dirichlet problem with irregular boundary datum by using a very weak formulation was given in [8]. Also
in smooth domains, very weak solutions can be defined for data in V~'/2(I"); see [79, Appendix A]. We
will prove that the optimal regularity V5t1/2(Q) expected for the solution can be achieved. In [69], only
suboptimal regularity V*+1/2=5(Q) for all £ > 0 is proved. We obtain a result comparable to the one given
in [79, Appendix A] for smooth domains.

Let w denote the greatest interior angle of I'. Following [27, Theorem 5.5, we know there exists a number
& = £(w) € (0.5,4] that gives the maximal H*({2) regularity for the problem (2.2). This means for very
smooth f and h satisfying the compatibility condition (k,1)q = 0 we can only expect that the variational
solution (zf 4, qf.n) € H(Q) x L3(Q) of the compressible Stokes problem

—Az+Vg=f i,

V-z=h in{,
z=0 onT, (22)
(Qa l)ﬂ = 0:

satisfies z € H3/2+¢(Q) and ¢ € HY/?+%(Q) for s < £ — 1/2. This singular exponent ¢ is the smallest real
part of all of the roots A of the equation

sin?(\w) — A?sinw 0

(A —1) : (2:3)

and satisfies that w — £ is strictly decreasing, £ > n/w ifw < 7, and 0.5 < £ < w/w if w > .
Let us denote

s* =min{¢ — 1/2,1/2}.
If f € L?(Q2) and h € H'(Q) such that (h,1)q = 0, [27, Theorem 5.5(a)| states that for all

0<s<s*=min{{—1/2,1/2}
the solution of (2.2) satisfies z¢ », € H3/?+4() and g5 » € H'/?+4(£2). Moreover, we have that

25,1l Ererzee@) + a5 nll 2@y r < C(1F | mre-r2@) + 1Bl resrza =) (2.4)

Notice that although the pressure is uniquely determined as a function with the condition (g, 1)q = 0, the
norm must be taken modulo constant functions.

Remark 2.1. Another remarkable fact is that this result holds for s < 1/2. This means, in particular,
that in convex domains one cannot expect in general to have H?(Q) regularity of z. To obtain this H?(2)
regularity, an additional condition must be made on the divergence of z. If, e.g., h € H}(R), (h,1)q = 0,
then it follows from [27, Theorem 5.5(c)] or the early reference [62] that the result also holds for s = s*. In
particular, under these assumptions, it is obtained that z € H2(f) in convex domains. This fact was used
both in [26] and in [69] to define very weak solutions in convex polygonal domains using h € H}(2) as a
test function. Although the approach works to define the transposition solution, it leads only to suboptimal
regularity results for the solution of the Dirichlet problem.

For later reference, we state the regularity result for the case h = 0.
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Theorem 2.1. [27, Theorem 5.5(b)] Suppose f € H*1(Q) for some 1 < ¢ < £. Then, the unique solution
of the incompressible Stokes problem

—Az+Vg=f i,

V-z=0 in{,
z=0 onT, (2:5)
(Qa l)ﬂ =0.

satisfies z € H™*1(Q), ¢ € H'(Q2) and

|zl zrr+e @) + llgllze @)/ < Ol f -1 ()

Although we will pose our control problem for data in u € V°(I'), the precise regularity results for the
state equation will follow by interpolation; therefore we need a definition of very weak solution for data in
u € V() for 0 < s < s*. The elements of this space do not always satisfy a condition analogous to
(w-n,1)r =0, i.e., we may have [u, n]r # 0, and it is necessary to take this into account to define a solution
in the transposition sense. Following [79, Eq. (2.2)], we define for (2,q) € H3/2+5(Q) x H/?+¢(Q), s > 0,
the constant

1
c(z,q) = m(q —Onz -m,1)r. (2.6)

This constant satisfies the relation
10nz — qnllL2(r)/r = |00z — qn + (2, 9)n||L2(r)-

Using this fact, usual trace theory and (2.4), we have that for 0 < s < 1/2

10nzf,n — a1+ c(zfn,a7.0)0 e (r) < C(”f”Ha—le(Q) + ||h||HS+lf’2(Q)ﬂR)- (2.7)
The following definition makes sense:

Definition 2.1. Consider 0 < s < s* and u € V~%(T"). We say Yy € V°(Q), pu € (HI(Q)/R), is a solution
in the transposition sense of (2.1) if (yy,py) satisfy

(U, Fla — [p,hla = [u, —Onzs n + a5 p1 + (25 h, g5 )00, (2.8)

for all f € L%(Q) and h € H'(Q2)/R such that (h,1)q = 0, where (25 x,q5,n) € H3(Q) x LZ(€) is the unique
solution of (2.2) and ¢(2z¢ x,qs,s) is the constant given in (2.6).

Notice that if u € VO(T'), equation (2.8) can be written as

(¥, fla — [p, hla = (u, —Onzf n + g5 nn)r. (2.9)

The definition follows integrating by parts twice the equation and once the null divergence condition. It
can be written as two separate equations, one tested with f and the other one with h, as in [59] or [79], or
as single equation, cf. [26] or [80].

Next, we state a regularity result analogous to [79, Corollary A.1]. In that reference, a smooth domain
is taken into consideration and the limit cases s = —1/2 and s = 3/2 can be achieved; however, this is not
possible for polygonal domains so the cited result cannot be directly applied.

Theorem 2.2. Suppose u € V*(I') for —s* < s < min{1/2 + £,3/2}. Then the solution of (2.1) satisfies

Hs-1/2(Q)/R ifs>1/2,

w € VH1/2(Q) and py ,
Yu € () and p e{ (H'/2-2(Q)/R)  if s < 1/2.

Moreover, the control-to-state mapping % — ¥, is continuous from V*(T') to V*+1/2(Q).
6
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Proof. The proof follows by interpolation. The technique of proof is the same as in [79, Appendix A]
or [1, Section 2], so we will just give a sketch of the proof and check some of the details that are different
from those references.

We first do the regular case. Suppose 1/2 < s < min{1/2 + £,3/2}. From the definition of V¢(I') we
know that there exists Y € Ht1/2(Q) such that the boundary trace of Y equals u. So we have that
F=-AY € H"3?(Q) and H =V -Y € H*"'/2(Q). By linearity, we have that y, — Y = zp g and
Pu = PF.H, Where (2zp g,pp,u) is the variational solution of (2.2) for data (F,H). From [27, Theorem
5.5(a)], and using that s — 1/2 < &, we have then that y, — Y € H5t1/2(Q) and p, € H5"/2(Q)/R, and
the result follows in a straightforward way.

Consider now —s* < s < 0. Uniqueness follows testing (2.8) for the data u = 0 and the pairs (ys,0) and
(0, h) for any h € H'(f2) such that (k,1)q = 0; compare to [79, Theorem A.1(i)] or [1, Theorem 2.5].

Existence follows by density arguments. Take u € V/2(T), which is dense in V*(T'). Notice that
—1/2< —s—1/2<0and 1/2 < 1/2 — s < 1 and hence L?(2) is dense in H—*~1/2(Q2) and H'(f2) is dense

in H'/?=5(Q). Therefore, we can consider

F={feL*Q): |fla-—i2@ =1}
and
H={he H(Q)/R: |[hllg1/2-+(a)m =1}
to test the norms in H**'/2(T") and (H'/?~* (Q)/R)’ respectively of the variational solution (Y, py) of (2.8).
We obtain, using estimate (2.7),

||y‘ll-||H5+lf’2(1"} = sup [f:yu]H—s—l.-"2(s‘.!),.H8+1.-"2(ﬂ) = sup(f, Yu)o
fer fer

= ?21}3__[% —0Onzf0 +qrom +c(250,95,0)7 5o (r), H-*(1)

< sup llwllgs ()|l — Onz g0 + gr.0m + (21,0, 47.0)7 E-+(r)
[

< Csup ||u||H5(1")”f”H—E—le(Q} = O”“”HS(F),
FeF
and

||Pu||(H1f2—a(Q)/1m)’

= sup u,h 1/2—= ! fgl/2—=
ne?{[p ](H /2==(q)/R) \H/2=*(Q)/R

= sup [pu, b ' H1
sup [pu, hl e @/my @)/
= S“%[’Ua —0Onzon + qo.am + ¢c(20,h, 90,0 )T o (1) /R, H—2 (1) /R
he
:“?E; ||| ey | = Onzo,n + go,nm + (20,1, qo.0) || -2 (1)
€

IA

S C su u a h 1/2—= =Clu a .
Sup [[ulleze oy 1Bll 2722 @)/ = Cllwllere )

The above proved estimates allow us to take a sequence u,, in V'*/2(T) converging to u in V*(I') and obtain
Yy € VH/2(Q) and p, € (H/?~4(Q)/R)’ as the limits of the sequences y,, and p,, ; cf. [79, Theorem
A.1(ii)] or [1, Theorem 2.5].

Finally, the case 0 < s < 1/2 follows by interpolation. O

Remark 2.2. If u € VY/2(T"), then the very weak solution and the variational solution are the same.

Next, we have to give some meaning to the mixed form. The main problem is that for data in u € V*(I'),
s < 1/2, the gradient of the state is not a function in L2((2).
We start with the regular compressible Stokes problem. Consider f € L?(Q2) and h € H'(2) such
that (h,1)o = 0 and denote z = 255 and g = g the (variational) solution of (2.2). If we denote
7
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Ggn = Vzsp € L2(Q), we have that the triplet (G n,2f4,qfr.) € L2(Q) x HF(Q) x L3() is the unique
solution of the weak formulation

(G, T)a+(2,V-T)a =0, (2.10)
(G,Vv)g —(¢,V -v)a = (f,v)a, (2.11)
—(z,Vw)a = (h,w)a, (2.12)

(g:1)a =0, (2.13)

for all (T, v,w) € H(div, Q) x H(Q) x H'(£2). Moreover, it is clear that the regularity results stated above
for (2.2) apply and Gy € H~1/2(Q) for 0 < s < s*. Notice also we can define analogously to (2.6)

1
c(G,q) = m(q— (Gn)-n,1)r. (2.14)

Next we give a mixed formulation of problem (2.8) for Dirichlet data u € V#(T") for —s* < s.
Definition 2.2. For —s* < s and u € V*(T'), we say yu € V(Q), Ly = Vyu € (H(Q)), pu € (H(2)/R)’

is a solution in the transposition sense of

—Ay+Vp=f i,

V-y=0 inQ,
y=u onl,
if (Yu, L, Pu) satisfy
[L, Tle = —(y, V- T)a + [u, Tn]r, (2.15a)
(¥, fla — [p, hla = [u,—Gsrn + g + o(Gg h, q5,0)0)r, (2.15b)

for every f € L%(Q), h € H'(Q) such that (h,1)q = 0 and T € H'(2), where (G 4,2f4,95.1) € L?(Q) x
H} () x L3(R) is the solution of (2.10)—(2.13) for data (f,h).

The above definition simply incorporates an adequate definition for the gradient to the transposition
solution defined in Definition 2.1. Nevertheless, this formulation is still not appropriate to use together
with (2.10)—(2.13) in the context of hybridizable discontinuous Galerkin methods. Taking advantage of the
regularity results stated in Theorem 2.2, we have L, € H*1/2(Q) if 1/2 < s < min{1/2 + £,3/2} and
Ly € (HY?75(Q)) if —s* < s < 1/2.

So we have that if —s* < s < 1/2 and u € V*(T'), then there exists a unique solution (L, Yu,Pu) €
(HY/2-2(Q)) x V1/2+5(Q) x (HY/2-2(Q)/R)’ of the problem

L, Tlo + (y,V - T)g = [u, Tn]p, (2.16a)
[L,G# nla — [p,hla =0, (2.16b)
[Vas n, yla = [u, g5 anr, (2.16¢)

for every f € L?(Q), h € H'(Q) such that (h,1)g = 0 and T € H'(RQ), where (Gfn,zfn qrn) €
() H'/2T(Q) x H¥*T(Q) x H/*T(Q)/R — H'/?7(Q) x H**7*(Q) x H'>7*(Q)/R is the solution

t<s*

of (2.10)—(2.13) for data (f, h).
Taking all this into account we can summarize our results in the following theorem.
Theorem 2.3. For every u € V9(T'), there exists a unique solution

(L Yo pu) € (EY2(Q)) x V() x (H2(Q)/R)
8
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of
[L,Tla + (¥, V - T)a = (u, Tn)r, (2.17a)
[L, Vvla —[p,V - v]a =0, (2.17b)
[Vw,yla = (u,wn)r, (2.17¢)

for all (T, v, w) € H'(Q) x ", H3*T(Q) N HF(Q) x (., H/?+4(Q). Moreover, if u € V*(T), —1/2 <
s < s*, then (Luy,Yu,pu) € (HY275(Q))" x VI/2+5(Q) x (Hlﬂ_s(ﬂ)/]R)’. Finally, the control-to-state

mapping % — (Ly, Yu,Pu) is continuous from
VID) to (HYHQ)Y x VI(Q) x (H*7(Q)/R)
for —s* < s <min{1/2+¢,3/2}.

2.2. Well posedness and regularity of the tangential control problem

It is clear that U < L%(T') and there is no ambiguity in denoting by u the elements of U. Hence the
control-to-state mapping u + ¥y, is continuous from U to V'/ 2(Q), and there exists a unique solution of the
control problem

) 1 Y
(Pr) min J(u) = §”y” - yd”%ﬂ(n) + 5”1‘”%2(1")’

where y,, is the solution of the state equation

[L,Tla + (¥, V - T)a = (ur, Tn)r, (2.18a)
[L,Vvlg —[p,V - v]g =0, (2.18b)
[Vw,yla =0, (2.18¢)

for all (T, v, w) € HY(Q) x(,o . H/*TH(Q)NH(Q) x ;- H/?7(Q). Notice that (2.18a), (2.18b), (2.18c)
is the weak formulation (2.17a), (2.17b), (2.17¢) obtained in Theorem 2.3 for the Stokes problem (1.2) with
Dirichlet datum u7, where we have used that uT - wn = 0 for any pair of functions u,w in L?(T).

Theorem 2.4. Suppose yq € H™™2€}(Q). Let u € L?(T") be the solution of problem (Py). Then
ue H4T) (2.19)
for all 1/2 < s < min{3/2,£ — 1/2} and there exists

y € Ver/2(Q), L € H*1/%(Q), p € HV2(Q)nL3(Q),
z e Vi (Q), G e H"(Q), g€ H(Q) N L3(Q),

for all 1 < r < min{3, £} such that

(L,Vv)a — (p,V -v)a =0, (2.20a)
(Vw,y)a =0, (2.20b)

(L,Tq + (y,V-T)q = (ur, Tn)r, (2.20c)
(G, Vv)a+(¢,V - v)a = (¥ — ya,v)a (2.20d)
—(2, Vw)a =0, (2.20¢)

(G, T)a+(2,V-T)a =0, (2.20f)
(yut — Gn, uT)r =0, (2.20g)
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for all (T, v,w, u) € H(div, Q) x HJ(Q) x H}(Q) x L*(T'). Moreover,

u € HH'"_UQ(F,-) for all r < min{3,£}. (2.21)
i=1

Proof. The optimality conditions follow in a standard way by computing the derivative of the functional
with the help of the chain rule, the integration by parts formula and Definition 2.1. The regularity follows
from a bootstrapping argument.

From Theorem 2.2 we have that y € V'1/2 (Q2). Using this and the regularity of the data y4, we deduce
from Theorem 2.1 that z € V**+1(Q) and ¢ € H*(2) N L2() for all ¢ < 3/2 such that ¢ < £. From the trace

theory, it is clear that
Gn = Opz € I, HY/2(Ty) for all ¢ < 3/2 such that ¢ < £.

Since ¢ > 1, we notice that the gradient of the dual pressure g is a function in H*~1(Q) with ¢ — 1 > 0. So
we have that each component 2z, i = 1,2 of z, satisfies Az € H*~!({2) and 2* = 0 on I'. Therefore, we have
that Onz*(z;) = 0, i = 1,2, for every corner z; (cf. [15, Appendix A], [13, Section 4]), and hence we also
have (cf. [15, Lemma A.2]) that

Gn = 8pz € HY(T) for all £ < 3/2 such that t < .
Next, using that the pressure does not appear in the optimality condition (2.20g), we can write
yuT = Gn = 0,2,

and therefore the Dirichlet datum of the state equation is also in the space H*~1/2(T") for all t < 3/2 such
that ¢ < .

Repeating the argument, we obtain in a first step from Theorem 2.2 that y € V(T") for all ¢ < 3/2 such
that ¢ < &, which leads, together with the maybe higher regularity of y4 and Theorem 2.1, to z € V'1/2+2(()
for ty < 5/2, t3 < £. The normal trace argument leads to ur € II™ | H*2~/2(T;), but when we paste together
the pieces with the help of the zero value at the corners, we cannot go further for the Dirichlet datum of the
state equation than

ut € V(') for s < 3/2, s <& —1/2. (2.22)
The claimed regularity for the optimal control follows from the previous relation.
Taking the same argument for a third time, we obtain the regularity of the other involved variables. [

Notice that a higher regularity of the target state would not lead to a higher regularity of the solution,
since it is mainly bounded by the singularities that appear due to the corners. Low regularity of the target
would nevertheless lead to a low regularity solution. Suppose for instance that £ > 2 (w > 0.77) and
ya € H*(Q), with a < 2. If a < 1, then the gradient of the dual pressure would not be a function, and the
argument of the proof would not lead to any conclusion. If 1 < @ < 3/2, then the argument would stop in
the first step, obtaining regularity for the control u € H*~1/2(T). If 3/2 < a < 2, then the argument would
finish in the second step obtaining again u € H*~/2(T).

We use the following reformulation of the optimality system in our analysis of the HDG method:

Corollary 2.1. Let y; € H™™2£}(Q). Then the solution of the optimality system (2.20a)-(2.20g) also
satisfies the following well-posed problem: find

ue H'/2(D), yeVi(Q), Lel*Q), pelLj),
z e Vﬂl(g)v Ge ]L?(Q')a q€ Lg(g)a
such that L — pl, G + ¢l € H(div, Q) and

(L, T)q + (y,V-T)q = (ut, Tn)r, (2.23a)

—(V- (L —pl),v)a =0, (2.23b)
10
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(V-y,
(G, T)o+(2,V-T

w)q =0, (2.23¢

)
—(V- (G +4l),v)a

)

r

, (2.23d

0 )
0 )
(:u Ya, V), (2.23¢)
)
)

(V-z,w
(yvur — Gn, pr

| |
—
b
b2
oo
()

3

| |
—_
o
[Sv]
(%)
m

3

for all (T, v, w, p) € H(div, Q) x L2(Q) x L3(Q) x HY/*(T).

3. HDG FoORMULATION

Before we introduce the HDG method, we first define some notation. Let 7T; be a conforming and quasi-
uniform collection of disjoint elements that partition 2. We denote by 97 the set {0K : K € T}. For an
element K of the collection T, e = 0K NI is the boundary face if the Lebesgue measure of e is non-zero.
For two elements K+ and K~ of the collection 7, e = 8K+ N @K~ is the interior face between K+ and
K~ if the Lebesgue measure of e is non-zero. Let ¢} and Eg denote the set of interior and boundary faces,
respectively. We denote by e the union of €j, and 52. We introduce various inner products for our finite
element spaces. We write

@ O% =Y 0,0k, (mCer = D (n,C)ox,

KeTh KETh
2
Th :Z(ﬂi:@:)?}.: ]L G Z(Llj:! sz Ths
i=1 i,j=1
2
("?: C)aTh = Z(n‘h Ci)aTh:!
i=1

where (-,-)k and (-, )ax denote the standard L? inner products on the domains K ¢ R? and 9K c R.
Let P¥(D) denote the set of polynomials of degree at most k on a domain D. We introduce the following
discontinuous finite element spaces

Ky = {L € L2(Q) : L[k € [P*(K)|*?, VK € Tn}, (3-1)
Vi = {v € L*(Q) : v|x € [P*"(K)]2, VK € Ty}, (3-2)
Wi = {w € L*(Q) : w|x € P*(K), YK € Ta}, (3.3)
M, == {p € L*(en) : ple € [P*(e)]?, Ve € en}, (3.4)
My, = {u € L*(e]) : ple € P¥(e), Ve € €7}, (3.5)

for the flux variables, velocity, pressure, boundary trace variables, and boundary control, respectively. Note
that the polynomial degree for the scalar variable is one order higher than the polynomial degree for the flux
variables and numerical trace. This combination of spaces has been used for the Navier-Stokes equations
in [77]. The boundary trace variables will be used to eliminate the state and flux variables from the coupled
global equations, thus substantially reducing the number of degrees of freedom.

Let My (o) denote the space defined in the same way as M}, but with & replaced by £5. Note that
M, consists of functions which are continuous inside the faces (or edges) e € & and discontinuous at their
borders. In addition, spatial derivatives of any functions in the finite element spaces are taken piecewise on
each element K € Tj. Finally, we define

Wy ={we L*(Q) : w|x € P¥(K), VK € T;, and (w,1)q = 0}.
To approximate the solution of the mixed weak form (2.23a)-(2.23g) of the optimality system, the HDG

method seeks approximate fluxes Ly, G € Kj, states yp,zn € Vi, pressures pp,qn € Wg , interior element
11
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boundary traces yj,2; € Mp(o), and boundary control up € M}, satisfying

(La; T1)7 + (n, V- T1) 7, — (U, Tin)or,\eo = (unT, Tin).s,

(]Lh'! VU]_)'}'}" - (ph: V- vl)Th - ((Eh - phﬂ)na Ul)aTh = (favl)Th:!
_(yhavwl)ﬁ + (?j,'.; ) nawl)aTh\eg = 0'.!

for all (Tl,vl,wl) e Ky x Vi x Wf?,

(G, Ta2) 7, + (20, V- T2)15, — (25, Tan)ar;\c0 =0,

(G, Vv2) 75, + (gn, V - 02) 75, — ((Ch + qul)n, v2) 57, = (Yn — Ya, ¥2)T;»
—(zn, Vw2);, + (23 - 1, w?)aﬁ.\sg =0,

for all (Tg, Vg, L‘Jg) e Ky x Vi x Wf?,

((ih _phﬂ)n: Nl)a?}.\sf = 03

for all g1 € Mp(o),

((Gh + anD)n, pa)or\c0 =0,

for all gy € Mp(o),
(Grn — yunT, p37)o0 =0,

for all us € Mp. In contrast to Section 2, here we assume the forcing f may be nonzero.
The numerical traces on 97} are defined as

Ehn = ]Lhn — h_l(Pj\,fyh — i}g) on 87;1\82,
Ehn = ]Lhn — h_l(Pj\,fyh — uh'r) on Eg,
Gun=Gpn—h Y (Pyzn—22) on dTh\e2,

Gpn = Gpn — h‘lPMzh on Eg,

(3.6a)

(3.6b)
(3.6¢c)

(3.6d)

(3.6e)
(3.6f)

(3.6g)
(3.6h)

(3.61)

(3.6))
(3.6k)
(3.61)
(3.6m)

where Pjs denotes the standard edge-wise L2-orthogonal projection from L?(e) onto P¥(e). This completes
the formulation of the HDG method. It is straightforward to see that the system (3.6) is consistent, i.e., the
exact solution satisfies the system. Furthermore, its implementation can be found in the arXiv preprint of

this paper [34].

4. KERROR ANALYSIS

In this section, we perform a convergence analysis of the HDG method for the tangential Dirichlet bound-

ary control for Stokes equations.

4.1. Main result

We assume throughout that there exists a unique solution of the optimality system (2.23a)-(2.23g) satis-

fying the following regularity condition:

L € H™(), ye H™(Q), pe€ H™(Q),
G € H™ (1), z e H™= (1), g€ H™(Q),

where

12
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ry>1, 12>2, ro=rp>0, r¢ >1, rg>1, L—ple H(div,Q). (4.1)

This regularity condition is guaranteed to hold when the polygonal domain is convex; see Corollary 4.1
below.

In (4.1), the regularity for . and p can be very low; in particular, . and p are not guaranteed to have an
L? boundary trace. This causes difficulty for the numerical analysis of the HDG method. For the convection
diffusion equation, we used a special interpolation operator to deal with this difficulty in [21,37]. Later,
in [19], we used a special trace inequality in the numerical analysis of related embedded DG methods; we
also use an improved trace inequality in this work, but the analysis is different since the spaces are not the
same as in [19].

Our main result is below:

Theorem 4.1. Let

sy, = min{ry, k + 1}, sy = min{ry, k + 2}, sp = min{rp, k + 1},
sg = min{rg, k + 1}, sz = min{r;, k + 2}, sq =min{rg, k + 1},
M = b L]l gg + B Pl o + 2 Yl q,
N =h* |Gl o +h* llallgaq +h*= " |2l 0 -

Then for k > 0, we have
= unllop + 11y = Ynll, + 116 = Gallg; + 12 = znlly, + lla — anlly S A3 (M + ).
Moreover, if k > 1, then
IL = Lally, +llp = pally, S 7 (AM +N).

Corollary 4.1. Let w € [r/3,7) be the largest interior angle of I" and let £ be the smallest real part of all
of the roots A of the equation

sin?(Aw) — A2 sin? w

X2 —1) =0

Suppose f =0, yq € H™™2:£}(Q). Define rq by

ro :mi_n{g,f— %} € (1/2,3/2).

Then the regularity condition (4.1)is satisfied.
If £ =1, then for any r < rq we have

IL—Lallr, < 72 ly = wnllz W, Ip = plls S B2,
€~ Gallr S Iz = znllm <A, la—anllzs <

= wnlp S B

If £ =0, then for any r < rq we have
ly = ynllm SHV2, G = Gally, S A2,
Iz = znlls, SBY2 g —anllm S B2,

o — unllp < B2

13
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Theorem 2.4 gives u € H"(T'), and so the convergence rate for the control is optimal for & = 1 with respect
to this global regularity result. However, Theorem 2.4 also gives the higher local regularity result (2.21) for
the control: u € H*(T';) for each boundary segment I';, where & < min{3,£} — 1/2. Our numerical results in
Section 5 indicate that the actual convergence rate for £ = 1 may indeed be restricted by the local regularity
result instead of the global regularity result. A completely different method of proof is likely required to
establish a sharper convergence rate for the control with respect to the local regularity result.

Also, Theorem 2.4 only yields global regularity results for the other variables. Our convergence rates for
the flux L and pressure p are optimal for & = 1, but suboptimal for the other variables.

4.2. Preliminary material
We begin by defining the standard L? projections ITx : L2(Q2) — Ky, Iy : L2(Q) — V4, and Iy :
L?(Q) — W), satisfying
(HK[L, T)K = (]L,T)K VTe [’Pk(K)]QXZ, (423.)
(Mvy,v)k = (¥,v)k Vo e [PHHE)P, (4.2b)
(Mwp,w)x = (p,w)k ¥ w e P*(K). (4.2c)
For all faces e of the simplex K, we also need the edge-wise L?-orthogonal projections that map into P¥(e)
and [P¥(e)]?, respectively:
(Pryu—u,p)e =0, Yu e PF(e), (4.3a)
(PMy - v p’)e = 03 Vﬂ' € [‘Pk(e)]ZI (43b)

In the analysis, we use the following classical results:

[Tk — L7, < A% ||Lla. 0, IMvy =yl S R [[Yllsy.0, (4.4a)
1 1

| Paru — ullog, S B2 [|ylls, 0 vy — yllor, S A2 |ylls, 0 (4.4b)
1

IMwp —pli7 < PPl 0 1Pyy = yllom. S h*¥2(|Yllsy 0 (4.4c)

Similar projection error bounds hold for G, z and q.
Define the HDG operator & : K, x V}, x W,? x Mp x Kp x Vy, XWS x Mp = R by

B(Lh, Yn, prs Up; T1, v1, w1, 1)
= (Lp, Tl)Th + (Y, V- Tl)Th - (i’jﬁ,Tln)aﬂ,\ES
+ (Ln, Vo1) 7, — (pn, V - 01) 7, — (Lan — ppn — k7 Pyryn, v1) o, (4.5)
- (h_lgﬁ: ”1)37},\55 — (yn, V)7, + (U5 - m, wl)a?;.\sg
+ (Lpn — pan — b (Paryn — Un)s 1) T \e0 -

This definition allows us to rewrite the HDG formulation of the optimality system (3.6): find (Ln, Gp, Yn, Zn,
Ph,qh, f}g, Eﬁ,uh) e Kp xKp x Vi x Vi x W_,? X W_,? X Mh(o) X Mh(o) x Mp, satisfying

B(Ln, Yn, pr, Up; T1, v1,wi, 1) = (wat, Tin + h_l’vl)gg + (f,v1)7, (4.6a)
B(Gn, zn, —qn, 253 T2, v2, w2, H2) = (Yn — Ya,v2) 7, (4.6b)
(Ghn — h™ ' Parzn, paT).o = v(un, u3).o, (4.6¢)

for all (Tl, Tg,‘vl, Vg, U, wa, M, j_LQ,,ug) = Kh x Kh x Vh, X Vh, X Wh x Wh * Mh(o) x Mh(o) x Mh. AlSO, n
the error analysis we frequently use the following identity, which is established by applying integration by
14
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parts to (4.5):

B(Ln, Yn, Py Yn; T1, v1, w1, 1)
= (La, T1) 75 + (Wa, V - T1) 7 — (Uh, Tin)or, \e0
— (V- Ln,v1)7, + (VPa, v1)7;, + (A" Pagyn, v1)er;, (4.7)
— (R 97, ) aminee — (Yn, V)7, + (T5 - 1y wi) om0
+ (Lan — pan — B (Payn — U5)s 1)om, \co-

The detailed proofs of the following three lemmas can be found in the arXiv preprint of this paper; see [34].
Lemma 4.1. For any (T}, v, w, tr) € Kp x Vi, x WP x My, we have
B(Th,vn, wh, n; Thy Un, wh, 1)
= (Th, Tr)7;, + (R~ (Prpvn — pn), Prvn — Bn)oT,\e0 + (h' Ppyop, Prop).o.
Next, we give another property of the HDG operator & that is fundamental to our analysis.

Lemma 4.2. For all (Ly, Gy, Yn, Zh, Phs Gh, U2, 25) € K x Kp x Vi, x Vi, x W2 x WP x Mj,(0) x My (o), we
have

‘@(Lha Yh, Ph, ’.’jﬁ; _{Gha ZhsGh; Eg) + ‘@(Ghv Zhs —qh, 22: ]Lh: —UYh, Ph, _:Ug) =0.

Lemma 4.3. There exists a unique solution of the HDG discretized optimality system (4.6).

4.3. Proof of the main result

In our proof of the main result, we use the following auxiliary HDG problem: for the optimal control u

fixed, find

(L (), Ga(u), yn(u), 2n(w), pa(u), gn(u), Un(u), 25 (u))
€ Kp x Kp x Vi x Vi x Wl x W) x M (0) x Mp(0)

such that

B(Ln(u), yn(u), pa(w), U (w); T1, v1, w1, 1) = (f, 01) 7 + (Parut, b oy + Tln)gg: (4.8a)
B(Gr(u), zn(u), —qn(u), 2 (u); T, v, wa, p2) = (Yn(w) — Ya, v2)7., (4.8b)

for all (Tl,rﬂ‘g,vl,?}g,wl,w%ﬁbl,ﬂ;g) < Kh X Kh X Vh X Vh X Wf? X Wf? X Mh(o) X Mh(o).

We split the proof of the main result, Theorem 4.1, into eleven steps. We first consider the solution of the
mixed form (2.23a)-(2.23f) of the optimality system, and the solution of the auxiliary problem. We estimate
the errors using L? projections. Define

o =L — IIkL, e = gL — Ly (u),
§Y =y —TIlvy, en = Myy — yn(u),
6" = p—Iwp, ep = wp — pr(u), (4.9)
5§:’y— Py, EgZPM!}—gh(U):

where §(u) = §¢(u) on €2 and Fp(u) = Pyut on £, which gives Eg =0onel.
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4.3.1. Step 1: The error equation for part 1 of the auziliary problem (4.8a).
Lemma 4.4. We have

Q(Skasgﬁﬁﬁf;'ﬂ‘l,UL,wlam) = (31,1?1)37?. - (glmf-"l)a']'},\ea' (4.10)

h
Proof. Using the definition of & (4.5) gives
B L, vy, wp, Pry; Ti, v, wi, pa)
= (ML, T1)7, + (Thvy, V- T1) 7, — (Puy, Tin)or,\ep + (TIkL, Vi) 7,
— (Owp, V - v1)7;, — (HxLn — wpn — b~ Py Iy y, vi)sT;,
— (A Puy,v1)ore0 — (Mvy, Vwi) 7, + (Puy - n,w1) o7, \ 0
+ (Tlin —Mwpn — k™ Pu(Tlvy —y), k1)o7 o -
By properties of L2 projections, we have
Bk L, vy, wp, Prry; Tr, v1, w1, )
= (]La Ty )Th + (yav : Tl)'};‘ - (ya Tln)a'ﬁ,\eg + (]L': Vv, )Th
- (pav ) Ul)'ﬁ" - (]Ln —pn— h_lpbfy:! Ul)a?}.
+ (8"n — 6°n — k' Py 6¥, v1)e7;, — (k™' Pyyy, V1)aTi\e?
= (y, V)7, +(y - n, m)aﬁ.\sg + (Ln —pn, Nl)a’ﬁ.\eg
+ (B Pud?, ) aie0 — (651 — 671, 1) o\ 0
The exact solution (L, y, p) satisfies
(]La Tl)'ﬁ. + (yav 'Tl)'ﬁ. - (y': Tln)BTh\eg = (U‘T:Tln)egv
(]La vvl)?}. - (p! v ) Ul)Th - (E‘n —pn, Ul)aTh = (f'.!vl):
_(y,vwl)'ﬁ" + (y - n, wl)a’]’}.\eg = 0'.!
(]Ln' —pn, Nl)a?}.\eg = 0'.!
for all (Tq, vy, w1, 1) € Kp x Vi, x Wy, x Mp(0). Therefore,
Bk, Iy y, Iwp, Pary; T, v1, wi, p)
= (ur, T1n)es + (f,v1)7, + (6°n — 6"n — h™' Pyd¥, v1)or,
+ (R Puy, v1)eo + (K Par6¥, ) oo — (651 — 61, 101) o7\ c0
= (f,01)7 + (Puu)7, R 01 + Tin)o + (61,01)07, — (01, 1)o7 \e0-

Subtracting part 1 of the auxiliary problem (4.8a) gives the result. O
4.3.2. Step 2: Estimate for k.

The proof of the following lemma is also given in the arXiv preprint of this paper, see [34].
Lemma 4.5. We have

1 i _1 o
IVerll, + b2 lley —exlllor. < llekllm +h™ 21 Puey — exlloT- (4.11)

Next, we introduce the improved trace inequality.

Lemma 4.6. Let e be a face of K € Tp,. If L — pll € H*(Q) nH(div, ) with s > 0, then for all u € [P*(e)]?,
we have
(L= pDn,p)e S h2plle(IL — plllx + RV - (L = pD)]l)- (4.12)
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The proof of this lemma can be found in [11, Lemma 2.4] for the vector case; the proof of the tensor case
is trival.

Lemma 4.7. Lot M = h* Ll o + 1% [pll s o + B~ [y, we have
_1 T
lekllm + b ¥ Parel — eZllom <M.

Proof. First, since Eg =0 on Eg, the energy identity for %8 in Lemma 4.1 gives

B(eh,ex,€hsehich s ehieh) = lerllT, + b 1Puel — Xl

Then taking (Ty, vy, wi, 1) = (€5, €5 n

Y el e¥) in the error equation (4.10) gives

ekl + A" Parel — <23,
= (81,€) — )om
= (0"n — 6Pn — h™' Py ¥, ¥ — %) o
= (6"n — 6Pn, ey — Eg)a'}}‘ — (h715Y, Pye¥ — Ef)an
< Ch=|le} — e¥|loms (116~ — &%l + B[V - (8" — &°D)||7.)
+ O3 16|o7; h=3 | Pasel — e lor,
< Ch ||l — &¥|lom, (16|17 + 19°|7:)
+Ch™ 3|} — e¥||o7, (hIV - (L — pD)||7, + hl|V - (Hx (L — pI))||7;)
+Ch=3(|6¥o7, b= || Pmel — ¥ lor,
< Ch™%||e¥ — ¥\ o (18- 7. + |67]I7:.)
+Ch= ||} — &¥||om RIIV - (L — pD)|7;
+Ch Y = efllom AV - (T (L — pD) = V - (IE(L — pD) |7
+ Ch™%[|6¥ o7 ™% || P}l — flor.
where IT% is the L2 projection into the space of piecewise constant functions and we used Lemma 4.6. Finally,
we use Young’s inequality, 0 < s, sp < 1, the fact that L — pl € H(div, Q) implies that ||V - (L — pl)||7; is
bounded independent of h, and Lemma 4.5 to obtain
kI3 + A~ | Parel — B3,
S h2 el = elllom (18" 17 + 1671173) + b3 el = efllom hIV - (L — pD) 7
+h™ ¥l — eRllom Tk (L — pI) — TR (L — pD)7s, + h~ |16 ||o7, b~ # | Parel — flloms
S -2 + 18713, + B2V - (L — pD) |3, + [ Th (L — pI) — TI(L — pDI3, + kL 693
SR LI g + B2 ol % o + h2v 2yl g

4.3.3. Step 3: Estimate for Sz.
Lemma 4.8. We have ||e}||7;, < M, where M is defined in Lemma 4.7.

Proof. We utilize an inf-sup proof strategy for the pressure; cf. [24, Proposition 3.4], [77, Lemma 5.3]. We
know from [10] that for any function ¥ € L?(Q) such that (9, 1)g = 0, we have

9.V .
1las sup 2¥ita
veHY(Q)\{0} ||U||H1(n)
17
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Since
(E’\i: 1)Th = (HWP _ph(u’): 1)7;; = (HWP-: 1)7}; - (ph(u): 1)Th = 01

we can take ¥ := &} in (4.13). Then we have

P .
e sup LmV e
veHL(Q)\{0} ||U||H1(g)

and
(S.P’;,av : U)Q = —(V&‘i, HV”)'E + (Ei, v- n)a'ﬁn'
Next, taking (T4, v1,ws, 1) = (0,1 v,0,0) in Lemma 4.4 and using (4.7) give
(Vel, Ty )7, = (V- e, Ty o)y, — (B (Puel — €¥), Ty v)ar, + (81, Ty v)er;,,

where we used Sg =0 on 52. The above two equalities give

(€2, V -v)a = —(V - ek, Iyv)7, + (b (Puel — €¥), Iy v)or, + (5, v - n)or, — (01, Iy v)oT,
=—(V-ep,v)7, + (h‘l(PMsﬁ — Ef): Iy v)sr;, + (€8, v - n)ar, — (glaﬂvv)a’ﬁ.
= (&, V)7, + (hY(Pye¥ — %), Ty v) a7, + (—ckn + e8n, Pyv)ar, — (61, Ty v)ar;..

Next, we take (Ty, vy, w1, 1) = (0,0,0, Pyrv) in Lemma 4.4. Since v € H} () we have
(ehn — ebn, Pyv)or, = (b (Pyel — €¥), Pyv)ar, — (81, Purv)or, -
This implies
(€2, V - v)a = (k, Vo), + (h ™ (Pare¥ — €), Iiyv — Pyv)ar, — (01, v — Pyrv)or, .
For the avae equality, the first two terms can be easily handled by Cauchy-Schwarz inequality. For the
last term —(d1, Iy v — Pav)s7;, , we can use the same technique as in the proof of Lemma 4.7 to get
—(81, Ty v — Parv)ar;, < Ch™%|[Tlvv — Paollor, (16%(l7, + 167 ]17,,)

+Ch™ %[y v — Pyo|lor; AV - (L~ pD) |7,
+ Ch™% [Ty v — Parv|lor, | (L — pI) — Ig(L — pI) |7,
+ Ch=3||6¥||o7, h ™% |[Tlyv — Paro|lor;,.

Applying the Cauchy-Schwarz inequality and using Lemma 4.7 give the desired result.

O
4.3.4. Step 4: Estimate for Si by a duality argument.
For any © € L?(2), the dual problem is given by
A-Ve=0 in Q,
-V -A-VI=06 in Q,
V-d=0 i (4.14)
d=0 on 0f).
Since the domain € is convex, we have the following regularity estimate
Al + 1 @ll2 + [[¥]): < CllO]q- (4.15)

18



Tangential control of the Stokes system

In the proof of the next lemma for estimating ¥, we use the following notation:
fA=A-TIgA, 6T=@-TIIy®, &Y=0V-IIyV, 5 =3 — Pyd. (4.16)
Lemma 4.9. Let M be defined as in Lemma 4.7. Then we have
lekll7 < hM. (4.17)

Proof. We consider the dual problem (4.14) with © = &7, In the definition of 2 in (4.5) and (4.7), we
take (Tq,v1,wy,p1) = (—HgA, Iy @,y ¥, Py ®). Since @ =0 on e?, e =0 on e?, V- & = 0, by using
integration by parts we have
B(ek, ¥ &P eV _TIgA, Ty &, Ty ¥, Py ®)
= —(ck, TIxA)7, — (€4, V - TIkA)7, + (e¥, T An)or, — (V - &k, Iy @), — (¢5,V - Ty &),
+ (8n + h™ Y (Pye? — £¥) Iy ®)or, — (€%, VIIw U) 7, + (¥ -, Ty U)o,
+ (kn —ePn — b1 (Pye? — &¥), Py ®)or,
= (kAT + (8, V - 0*) 7, — (e, V - A7, — (e, 6*n)om, — (ekim, B)or,
+ (e, V)7, + (5, V - 6%)7, + (ehn+ ™' (Purel — £f)), ®)or,
= (ehn+ b7 (Purel = e8),8%)oms = (&1, V)7, + (&1, V8¥)7,
— (el - n,6%)or, + (ehn — ehn — k™ (Pucl —€¥), ®)om,
= —(ch, A= V)7, + (e}, V- 6*)7 — (€}, V-A+ V)7, - (e¥. 8 n)or, + (5, V - 6%)7,
— (ehn+h7 (Pasell — €B),6%)ors, + (1, V8" )7, — (el -1, 6¥)or,
= (¥, V- M7, + X115 — (1, 0% n)or, + (5, V - %),
— (ehn+ b7 (Pyel —l),6%)om, + (1, V6" )7 — (€] - 1, 6% o7

Here we used Sg =0oned A+ VI e H(di\ﬂf\, ), an (Eh,(A + UI)n)s7;, = 0, which holds since Eg is a

single-valued function on interior edges and ¢} = 0 on 52.

Next, integrate by parts to obtain
(Ehav §A) (VE‘H JA) (Ehaé n)aTh - (Ehv 5 n)a'ﬁw
(€h, V- 6%)7, = —(Vsiﬁq’)?}. + (e, 8% - m)ar;, = (€},,07 - n)or,
(gh.avé-‘p) (Eg - n, 5@)37;; - (v N Sg: 6‘1‘)7;; = (52 - n, 5@)37?;‘

Then
B(ch,e¥ eP e —TIgA I, @, My ¥, Py ®) @18)
= ||e¥1IF, — (A" (Parel —€B),8%)om, + (€l — &l 6*n + 8V n)or;
On the other hand, using ® =0 on 52 and the error equation (4.10) gives
B(eh ¥ b e¥; —TIgA Ty &, [y U, Py @) = (51, Iy ® — Py ®)or,.. (4.19)

Next, we split the proof into three cases.
(1) When si, = sp > 1/2, we note that

(81, Py ®)o7, = (—TxLn + My pn + h ™' Py (Tyy — y), Py®)s7, + (Ln — pn, Py®)sr;,

= (~IgLn + Mwpn + k™' Py (Tlyy — y), ®)er,, + (Ln — pn, ®)s7,
19
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= (81, ®)or;.-
Here we used the fact (Ln —pn, ®)s7;, = 0 and (Ln —pn, Py ®)s7;, = 0 since L. — pl € H(div,2) and & =0
a
on £}.

Compare the equations (4.18) and (4.19) to obtain

XI5, = —(e¥ — e¥, 8*n + 8" n)or, — (31,67 )om + (B (Pumel — ¥),6%)or,
— 1 T3 1
Sh2 €Y — e¥llon b2 (1% o7, + 8% llo7) + 181107 16 o7, + ™2 || Pare¥ — €2 |lo7, h=2 |16 |lo,,
< (B Ll g+ B Wl + 55 (9l ),
where in the last step we used Lemmas 4.5 and 4.7, the standard projection error estimates (4.4) and the a
priori estimate (4.15) for the dual problem.
(2) When 0 < s, = s, < 1/2, hence the quantity [|(I. — pl)n||s7;, is not well defined and the analysis in

(1) is not applicable. We need to refine the analysis.
(i) If £ > 1, compare the equations (4.18) and (4.19), and use the same technique as in the proof of

Lemma 4.7 to obtain
e¥llF, = — (¥ — €¥,6%n + 6 n) o7, + (81, v ® — Py ®)or, + (b (Puel — €5),6%)or,

—(e¥ — ¥ 6%n + §Vn) o7, +(0"n — 671, TIy & — Py ®) o7,
—(h 1Py 6Y, Ty ® — Py ®)or, + (b1 (Pue? —¥),6%)o7,

<72 €Y — e¥llam. 2 (16% a7, + 18 lo7s.)
+ [Ty @ — Pu®||o7, (16%(|7 + 1677 + RIV - (L - pD)|73,)
+ Ty & — Pps®||o7 | Tk (L — pI) — TIZ (L — pI)|17;,
+h 7| Py d¥ o7, Ty @ — Poy®llor;, + b7 || Pael — €2 lom,, b7 1|6% ||or,,

S (AL g + 25 pll o g + 2% [[Yll g o) ll€R 1175 -

(ii) If & = 0, we note that

(313 Py ®)s7, = (—Igln + Iy pn + Rt Py (Tlyy — ), Py ®) a7, + (Ln — pn, Py ®)s7;,
= (—IgLn + Mwpn + k' Py (TIvy — y), ®)s7, + (Ln — pn, ®)57;,

= (31: @)37}', .
Here we used the fact (Ln —pn, ®)s7;, = 0 and (Ln —pn, Py ®)s7;, = 0 since L. — pl € H(div,2) and & =0
a
on Eh.'

Compare the equations (4.18) and (4.19) to obtain

e, =~ = 6%, = B, ) + 6 (P = e, )
(¥ — &8, 6 n + VYo, — (81— 6n,5%)or;
—+ ( 1PMr§y 5‘})6'}';‘ + (h_l(PM’Eg - Ef): 5‘1,)37?5
(5 - EhaéAn + 6‘1‘ )aTh - (6L - 6P]L vé‘})'ﬁn - (v ) (E]L - 6?]1), ‘5@)7;;

+ (A Pa6Y,6%) o7, + (R (Pyel — Ef): 6%)or;,
(¥ — eV 62n + 6¥n)ar, — (8% — PL V6T )y, — (V - (L — pl),6%)7,
+ (R 1Py oY, 6%) o7, + (h 1 (Pare? — €¥),6%)or,
S (R Ll g + B lpll o 0 + B Y]l o) X 17
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Lemma 4.7, Lemma 4.8, Lemma 4.9, and the triangle inequality yield optimal convergence rates for

IL — Lu(u)ll7s, lp — pr(u)ll7 and ||y — ya(u)ll7,:
Lemma 4.10. Let M be defined as in Lemma 4.7. Then we have

AL = Ln(w)li7 + hllp = pa(@)ll7 + Iy = Yn(u)lln S AM.

4.3.5. Step 5: The error equation for part 2 of the auziliary problem (4.8Db).

We continue to focus on the solution of the auxiliary problem and the solution of the mixed formultion
(2.23a)-(2.23f) of the optimality system. Next, we consider the dual variables, i.e., G, z and g. We estimate

the errors using L? projections, and we use the following notation.

6% = G — IIkG, £F = IgG — Gp(u),
6* =2z —Ilyz, et =My z — zx(u),
07 = q — llwq, e} =Twq — qn(u),

6% = z — Py,z, Ef = Pz — Zp(u),

52 = 0%n + §9n — h™ 1 Py6%,

where Zj(u) = 23 (u) on 3 and Zx(u) = 0 on £f, which gives € = 0 on £J.

The proof of the following result is similar to the proof of Lemma 4.4, and is omitted.

Lemma 4.11. We have

By ch —EE,S?;; T2, v, wa, ) = (62, v2)oTs, — (gzaﬂz)an\eg + (¥ — yn(w), v2)73,-

4.3.6. Step 6: Estimate for €% and €%.

To estimate %, we use the following discrete Poincaré inequality from [17, Proposition A.2].

Lemma 4.12. We have
lezlin. < CUIVERllT, + k™=l — fllors)-
Lemma 4.13. Let M be defined as in Lemma 4.7. Then we have
5 i + B | Parek — exllom + lleillm < AM+ N,
where N = h*¢ ||Gl| ¢ g + h** ||l g0 o + 27" [|2]] 4= -
Proof. The inequality in Lemma 4.5 holds with (L, y, ¥) replaced by (G, z, z), which gives
Vel + k% llef — eilloms S lefllz + k21| Paref — €5 lo.
Next, since E;z; =0 on Eg, the energy identity for %8 in Lemma 4.1 gives
B(es ek —ehschichs i —enon) = lekllF, + B I Paei; — 5ll3m.-
&%) in the error equation (4.21) gives

: — (G -z 4
USlﬂg (TZ'.!U'Z: wa, M’Z) - (Ehash: Eh:‘

R 15 + b 1 Paeh — exll3r, = (82,65 — ei)om + (¥ — Un(w), )7
=:T; +T5.

For Ty, use (4.23) and Young’s inequality:

(4.20)

(4.21)

(4.22)

(4.23)

(4.24)

3 z 1 _1 z —1 _1 z
Ty = (92, — €)om, < Ch2(16%]o7, + 167lo7 )h 2 llek — €5 llom, + Ch™2[|6%[lom ™2 || Pase;, — eiillor,
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_ 1 1 -
< Oh(16%1157,, + 1671137,) + ChH 16757, + Jllei 17, + - 1 Paer — €53,
For the term T, apply Lemma 4.12 and (4.23) to obtain
T2 = (y —yn(w),e5) 7 < lly — yn(w)ll7 ezl 7

-1 z
< Clly — yn()lI7 (IVeillr, + h72llef, — €illo.)
1 z
< Clly — yn (@)% (I 17 + B2 (| Pase — eillor)

1 1 =
< Clly - (@)%, + 7181, + 51 Paret — K37,

These estimates and Lemma 4.12 give our desired result. O

4.3.7. Step 7: Estimate for }.
Lemma 4.14. Let M and N be defined as in Lemmas 4.9 and 4.13, respectively. Then we have

lerlle S AM +N. (4.25)

Proof. By the same argument as in Lemma 4.8, we have

9 .
eflos  sup LCaVoUo
veHL(Q)\{0} ||U||H1(n)

and
(e}, V -v)g = —(Vel, IIyv)7, + (e},v - n)sT, .
Next, taking (T5, v9, ws, fto) = (0,II,v,0,0) in Lemma 4.11 and using (4.7) give
(VE?U HV”)'H; = —(V ' Eg,HVU)'}}‘ + (h_l(PMrEi - E;z;): HVU)BTh
— (02, Iy v) a7, — (Y — Yn(u), My v)7,.
These equalities give
(€], V -v)q = (V- &f, Iyv)7, — (b (Pyei — &1), My v)ar,
+ (si,*v -n)aT;, + (gz,ﬂvv)a’ﬁ. + (¥ — yn(u), Iy v)7,
= (v ) SE: v)Th - (h_l(PI\rfgi - gg)aHVU)aﬁ
+(eh,v - n)ar;, + (82, Ly v) o5, + (Y — Yu(u), Iy v) 7,
= _(Efv V’U)'};‘ - (h_l(PMsi - Si)vnVU)aﬁ

+ (ehn + e, Puv)or, + (32, Ty 0)a7, + (¥ — yn(u), Ty v)7,.
Next, using (Tg, va, w2, p2) = (0,0,0, Pyv) in Lemma 4.11 and v € H} () gives
(e8n + eln, Pyv)or, = (R 1 (Puei — €2), Puv)oT, — (82, Parv)ar, .
This implies
2,V -v)q = —(c§, V)7, — (b~ (Parei — %), Ty v — Pyrv)er,
+ (82, TIyv — Pyyv)or;, + (Y — ya(w), Ty v)7,.
Applying the Cauchy-Schwarz inequality, we obtain

1 z
(7, V - v)al S llek 7 Vo7 +h™2 [ Pae; = exllom Vv,
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.
+ h2[|02lo7. [VUllT, + 1y — yn ()7 |[v]l7.-

Since v € H}(2), the Poincaré inequality yields our final result. O
Lemma 4.13, Lemma 4.14, and the triangle inequality give optimal convergence rates for |G — Gp(u)||7,,

llg — an(w)ll7,, and ||z — 25 (u)||7;,:

Lemma 4.15. Let M and N be defined as in Lemma 4.9 and Lemma 4.13, respectively. Then we have

IG = Gr(W)li7 + llg = an(@)li7s, + 12 = 2zn(w)ll7, S RM+N.

4.3.8. Step 8: Estimate for ||[u — uh”sﬁ and ||y — ynll, -

Next, we consider the solution of the auxiliary problem and the solution of the HDG discretization of the
optimality system (4.6). Our main result follows from bounding the errors between these solutions as well
as Lemma 4.10 and Lemma 4.15.

Define
(L = La(u) — La, Cy = Yn(u) — yn, Cp = pn(u) — pa,
(e = Gr(u) — Gy, ¢z = zn(u) — zp, Cq = qn(u) — an,
and
(g = Un(u) — Y5, on &y, (g = Pyut —upT on &2,
(z = 25(u) — 2, on &p, =0 on &).

Subtracting the auxiliary problem (4.8) and the HDG problem (4.6) yields the error equations

B(C, Cy» Cpy Cg3 Tr, v1, w1, 1) = (Prrw — wn) T, h ™ oy +T1n)egv (4.26a)
B(Ce, €2y —Cq, €53 T2, v2, w2, n2) = (Cy, V2) 75, (4.26b)
for all (Tl,rﬂ‘g,vl,?}g,wl,w%ﬂl,ﬂ;g) [= Kh * Kh X Vh X Vh x Wf? x Wf? * Mh(o) * Mh(o).
Lemma 4.16. We have

Yu —unllZe + Iyl = (vur — Ga(u)n + b~ Parza(u), (u — un)7)es (8.27)
— {(yunT — Gpn + A" Parzn, (u — up)T) 0.

Proof. First,
{(yuT — Ga(u)n +h~" Parzn(u), (u—un)T)es — (yunT — Gan+ b~ Parzn, (u — un)T)e
= lu— Uh”gg +{~Cen +h 7 Py e, (u —un)T)eo.
Next, Lemma 4.2 gives

Q(C}L, Cy, Cp: Cﬁ; —(g, (=, Cq-; C’z‘) + «@(Cﬂ}a (s _Cq: ¢ (L, _Cy: Cp: _Cﬁ) =0.

HOWBVGI', takmg (Tla vy, wn, ﬂ*l) = (_C'Ga CZa Cq: C?) and (Tl’a vz, wa, p’?) = (C]L'.! _Cy: Cpa _Cﬁ) in the error
equations (4.26) yield
‘@(C]L: Cy: Cpa Cﬁ: _CG: Cz: Cq; CE) + '@(C'Ga CZa _Cq: Cfi: CL: _Cy: Cp'.! _Cﬁ)
= —(Cys Co)Ti + (Par(u—un)T, —Cem + A7 C2) o
= —(Cys Co)7i + ((w = un) T, —Cem + h™ Pu(s).o.
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Comparing these equalities gives

(Cy: Cy)Th = ((u - uh)T: _CGn + h_lpbez)sg'

O
Theorem 4.2. Let M and A be defined as in Lemma 4.9 and Lemma 4.13, respectively. Then we have

lu—wnllo + ly = Ynlly, SBZ(RM+N).
Proof. The optimality condition (2.23g) gives (yur — Gn, (u — up )T)eg = 0. Also,

(’yuh‘r — Gpn + h_lpMzh, (u — ‘uh)T)eg = (’yuhT —Gpn + h_lPMzh, (PMru — uh)T)EB =0,

h
where we used the HDG optimality condition (3.6i) and (3.6m). Using these equalities in (4.27) from
Lemma 4.16 gives
7w = unlZo + G117, = (vuT — Ga(u)n + b= Parza(u), (u — un)7)ep
= ((G = Gn(uw)n +h~ ' Parza(u), (u — un)T)ep-

First, by the estimation of the standard L? projection in (4.4) and the trace inequality we have
(G = Gr(w)nll.s < IG—Gr(u)llar, <G —xGllo7, + [[TxG — Ga(u)llsr,

S BTGl + ¥ TG — Gr(u)]|7; (4.28)

She2|Glleg+h7% ||| -

Next, since Zj(u) = z = 0 on &) we have

[ Prrzn(u)lle = || Przn(u) — PyuIlyz + PyTlyz — Pyz + Pyz — Za(u)||o

< ||Puef; — eillom + [Tvz — 2|
This yields
_1 _1 _ 5 _
llu—unll.o + ISyl S 272 5] + R 2 |Gl e o + B [ Parey; — &xllom, + A Ty 2 — 2|

Lemma 4.13 and properties of the L? projection give the desired result. O

Remark 4.1. The application of a trace theorem to estimate the normal derivatives of the adjoint state in
(4.28) yields suboptimal results only. In the case of the Poisson equation, and using standard finite element
methods, optimal error estimates for the so called variational normal derivative can be found in [51,75,83].
However, proving sharp convergence rates for normal derivatives requires regularity results in weighted
Wk:2°(Q) spaces and non-standard duality arguments. Unfortunately, establishing sharp convergence rates
for normal derivatives using the HDG methods is unclear to us; we leave this interesting project to be
explored in future work.

4.3.9. Step 9: Estimates for |G — Gu||7;, and ||z — z||T;, -
Lemma 4.17. Let M and N be defined as in Lemma 4.9 and Lemma 4.13, respectively. Then we have

”CG”T,, + ||CZ||Th < h_%(hM -I—N)

Proof. Using the energy identity for % as in Lemma 4.1, the error equation (4.26b), {(z = 0 on 52, the
discrete Poincaré inequality in Lemma 4.12, and Lemma 4.5 gives

‘@(C'Ga CZa _Cq: Cf; CG'.! Cz: _Cq: C’z“)
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= (Ce:Ce) T + R M1 PurCe — G237

= (Cy: )T

< Sy ll7, <zl

Syl (IVEll + b7 5I¢z — Cllom)
Sl (ICellm + R 21 Pus — Cellom)-

This implies
I¢eliz, +h=2[1Pscs = Cellom S B2 (RM+N).
Using the discrete Poincaré inequality again yields

I¢allm S VGl +h2lI¢: — Cllom
< léellm + % | ParCe — Cllomn
<hI(AM +N).

This finishes the proof. O
The above lemma, the triangle inequality, Lemmas 4.10 and 4.15 give the following result:
Theorem 4.3. Let M and A be defined in Lemmas 4.9 and 4.13, respectively. Then we have

IG = Gully, + Iz — zall, Sh 3 (AM +N).

4.3.10. Step 10: Estimate for ||g — qnl|T;, -
Lemma 4.18. Let M and N be defined in Lemmas 4.9 and 4.13, respectively. Then we have

I¢alla S A 2(RM +N).

Proof. By the same argument as in Lemma 4.8, we have

lllas sup LoVile
veHY(Q)\{0} ||‘U||Hl(n)

and
((q: V- v)a = —=(V(q, Iy v) 7 + ((g, v - M), -
Next, taking (T2, va, wa, p2) = (0, TIyv,0,0) in the error equation (4.26b), using (4.7) and ¢z = 0 on 2 give
(Vg Iy v) 7, = —(V - (e, Iy )7, + (B~ (PoCs — C2), Iy v)aT;, — (Cy, Iy v) 7,
The above two equalities give

(CQ! V- v)ﬂ = (V . CG;HVU)'E - (h_l(PMCz - C’z‘): HVU)ﬁTh + (anv . n)aTh + (Cy: HV")T}.
=(V -, v)7, — (h_l(PMCz —(2), Iy v)aT, + ((g; v - M)aT,, + (Cy, IIvv)T;,
= _(C'Ga VU)T;‘ - (h_l(P.M'Cz - Cf): HV”)BT}, + (Cﬂn + an:! PM”)BT,,\eg + (Cy: U)Th'

Next, take (Tg, v2, ws, u2) = (0,0,0, Pyv) in (4.26b) and use v € HE(Q) to obtain

(Cen + (gm, PMU)aTh\eg = (A1 (Pulz — (z), Puv)or, -
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This implies
(g, V- v)a = —(Ce, Vo) 75, — (b1 (PaCz — ), Tivv — Pyv)ar, + (Cy, V)T
and therefore

(60> V - v)al Sl IVl + B2 1 Parte = Cellom IV 0l + G170l 7.

Since v € H}(2), the Poincaré inequality gives the desired result.
The above lemma, the triangle inequality, and Lemma 4.15 give the following error bound:

Theorem 4.4. Let M and A be defined as in Lemmas 4.9 and 4.13, respectively. Then we have
lg = aull7 < h7% (RM +N).

4.3.11. Step 11: Estimates for ||p — pr||7;, and |[L — Ly||7;, -
Lemma 4.19. For k > 1, we have

I¢oller S NCellT + B2 Pary — Gllomneg + k™7 1 ParCylleg + ™% Paru — wllop.
Proof. As in the proof of Lemma 4.8, we have
llos  sup Un¥V Yo
veHL(Q)\{0} ||U||Hl(n)
and
((p, V- v)a = —(V(, Iy )7, + (G, v - M) 6T, -

Use (T1,v1, w1, 1) = (0,IIyv,0,0) in (4.26a) and (4.7), and v € H}(2) to obtain

(Vép, Ty v), = (V- G, Ty o)y, — (A (ParCy — ), TIvv) o, \c0
— (h_lpbfgy,ﬂvﬂ)sg —+ ((PMFU — uh)'r, h_IHVU)gs-

This gives
(s V-)a = (V- G, Iy v) 7, + (h (Pary — Gg)s v 0) o7 \e0 + (6o ¥ - M)a,
+ (R Pay, Ty v) .o — ((Prw — up)T,h™ Ty v),0
= —(V -, 0)7, + (A (Puly — (), TIvv) o0 + (G, v - Mo,
+ (b ParCy, Ty v) o — ((Paru — un) T, A Ty v) o
= (@, V)75, + (B (Pary — Cg): v v) a7\ + (™' PprCy, Iy v).o
+ (=Gn+ Gn, Puv)ar,\co — (Pruu —un)T, Ry V).o.

Next, take (Ty, vy, ws, 1) = (0,0,0, Pyv) in (4.26a) and use v € HE () to give

(Ln — &m, PM”)&?},\EQ = (h_l(Png — (@) PMU)a",-;,\EB-

h
This implies
(&, V- v)a = (G, V)75, + (R (Puly — (g), Tivv — Payv)ar, \o0

+ (h_IPMrCy, va)ss — ((P}\,{U — uh)‘r, h_ll_[v‘v)sg
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= (@, V)7 + (A (Pay — Gg), Ty v — Purv)gr; o
+ h_l(Pj\,ny, IIyv — U)Eg — h_l((PMru — ‘u.h,)T,Hv‘U — ’U)Eg.

‘We obtain

(G V - v)al S 1Gl7 IVollz, + 72 Puy — CGllomne Vo7
+h 72| Puy oIV, + R 2 || Paru — unllo V0|7,

and the result follows. ([l
Lemma 4.20. Let M and N be defined as in Lemmas 4.9 and 4.13, respectively. If k > 1 holds, then

Il + ol S M+

Proof. By Lemma 4.1 and the error equation (4.26a), we have

B (CLs Cy» Cps G L Gy Cps C)
= (G, T + (B (Puly — $o)s Gy — Cadamned + (B ParCy, Pury)es
= (Puu—up)T,¢L-n+h " Gy) 0
= ((u—un)T, G-+ h7 Parly)eo
S e —unllo (IGllo + R 1 ParCyllp)

SH = unlleg (Il +h7% [ Parcylleg),
which gives
¢l +h™% || Prrty — CllaTineo + h~% 1Precylleg S M+RTIN

This bound together with Lemma 4.19 gives the final result. O

The above lemma, the triangle inequality, and Lemma 4.10 complete the proof of the following main
result:

Theorem 4.5. Let M and A be defined in Lemmas 4.9 and 4.13, respectively. If £ > 1 holds, then
lp = pall7 + 1L = Lally, S M +h™N.

5. NUMERICAL EXPERIMENTS

In order to emphasize the dependance of the order of convergence with respect to the regularity of the
optimal control, we consider one example in a square domain and another one in a non-square domain.

Example 5.1. In this example, we consider the domain Q = [0,1/8] x [0,1/8] and set f =0, v = 1. We
take as target state the large vortex described in [61]

Ya = 200 x 83[x2(1 — 8z1)%x5(1 — 8x2)(1 — 1625); —z1 (1 — 8z1)(1 — 16z )z3(1 — 8x2)?].

For illustration, we show in Figure 1 a plot of y, rescaled to [0,1] x [0, 1] (left), and the computed optimal
control on a relatively coarse mesh, i.e., h = v/2/64 (right).

For a square domain, the singular exponent is £ & 2.74 (cf. [27]). Corollary 4.1 yields directly an order of
convergence for the control variable of 0.5 for K = 0 and (almost) 1.5 for k = 1.

Nevertheless, for this example, we notice in Figure 1 that not only is the optimal control equal to zero on
the corners, but also the derivative of the control is zero. If we assume the derivative of the optimal control
is exactly zero at the corners, we can improve the global regularity u € H*(T') for all s < 3/2 given in (2.19)
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FiGURE 1. Example 5.1: Left is the desired state y4 and right is the Dirichlet boundary

control u.
h/V?2 1/16 1/32 1/64 1/128 1/256 | EO
|G — Gy, 1.66E-03 8.76E-04 4.62E-04 2.38E-04 1.20E-04
order - 0.92 0.92 0.96 0.99 0.5
ly — ynll7;, 6.20E-04 3.27E-04 1.74E-04 6.83E-05 2.04E-05
order - 0.93 0.91 1.35 1.75 0.5
[z —zn||7;, 6.89E-05 1.83E-05 4.85E-06 1.26E-06 3.21E-07
order - 1.90 1.92 1.94 1.98 0.5
llg — qh"—ﬁ‘ 5.61E-04 3.72E-04 1.92E-04 9.31E-05 4.52E-05
order - 0.59 0.96 1.04 1.04 0.5
[l — “h"eg 6.34E-03 3.13E-03 1.67TE-03 7.88E-04 3.73E-04
order - 1.02 0.910 1.08 1.08 0.5

TABLE 1. Example 5.1, k = 0: Errors, observed convergence orders, and expected order
(EO) for the control u, pressure p, dual pressure g, state y, adjoint state z, and their fluxes
L and G.

using the local regularity u € HY(T;) for all ¢ < 2.24 given in (2.21). Since the derivative of u is zero at the
corners, we have that u € H'(T') for all t+ < 2.24. The same argument can be used to improve the global
regularity of the Dirichlet data ur € V*(T') given in (2.22) to obtain ur € V(') for all ¢t < 2.24. This
leads to a higher regularity of the optimal state: although Theorem 2.2 is not directly applicable, since each
component of uT has zero derivative at the corners, there is an extra compatibility condition satisfied and
we can apply the trace theorem [42, Theorem 1.5.2.8] to obtain ,, ~ 2.74. For the other variables now we
have 7, = 3.74, rL = rp, = 17¢ — 1 = 14 — 1 = 1.74. With this regularity, a direct application of Theorem 4.1
yields also an order of convergence for the control variable of 2.24 for k = 2.

The numerical results are shown in Table 1 for Kk = 0, Table 2 for K = 1 and Table 3 for & =
Since we do not have an explicit expression for the exact solution, we solved the problem numerically for
a triangulation with 524288 elements, i.e., h = v/2/2!2, and compared this reference solution against other
solutions computed on meshes with larger h.

Example 5.2. In this example, we choose the same data as in Example 5.1, but the domain is the convex
hull of the points {(0,0), (v/3/8,0), (v/3/4,1/8),(0,1/8)}; see Figure 2. Since the largest angle is 57/6, then
(2.3) yields £ & 1.53. Corollary 4.1 yields an order of convergence 0.5 for k = 0 and approximately 1.03 for
k = 1. In this case, we cannot improve the global regularity u € H*(T') for all s < 1.03. For illustration, we
plot the computed optimal control in Figure 2.
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h/ 2 1/16 1/32 1/64 1/128°  1/256 | EO
IL—Lxall7. 338E02 161E02 651E-03 223E03 7.35B-04
order - 1.07 1.31 1.55 1.60 1
[G—Gyll;, 665E-04 2.02E-04 590E-05 1.58E-05 4.06E-06
order - 1.72 1.77 1.90 196 |15
[y —ynll;, 2.74E-04 839E-05 1.72E-05 2.67E-06 4.16E-07
order - 1.71 2.28 2.69 268 |15
[z —zn|[7. 182E-05 2.86E-06 3.78B-07 4.80E-08 6.03E-09
order - 2.67 2.92 2.98 299 |15
[p—pnll, 2.86E02 1.20E02 4.40E03 1.28E03 3.69E-04
order - 1.25 1.45 1.78 1.79 1
[a—anll. 2.74E-04 8.70E-05 2.54E-05 6.67E-06 1.67E-06
order - 1.66 1.77 1.93 200 |15
lu—unle 213E-03 B8.60E-04 254E-04 7.02E-05 1.90E-05
order - 1.31 1.76 1.86 189 |15

TABLE 2. Example 5.1, k = 1: Errors, observed convergence orders, and expected order
(EO) for the control u, pressure p, dual pressure g, state y, adjoint state z, and their fluxes

L and G.

h/\2 1/16 1/32 1/64 1/128°  1/256 | EO
[L—Lx[l7, 187E-02 6.42E-03 1.82E-03 5.08E-04 1.53E-04
order - 1.54 1.81 1.84 1.72 | 174
[G—G,ll;7. 1.96E-04 4.76E-05 8.02E-06 1.18E-06 1.69E-07
order - 2.04 2.57 2.76 280 |2.24
Ty —ynll, 1.07B-04 1.79E-05 256E-06 3.38E-07 5.26E-08
order - 2.58 2.80 2.92 268 |2.24
[z —zn|[7. 6.93E-06 5.63E-07 3.83E-08 247B-09 1.57E-10
order - 3.62 3.87 3.95 397 | 224
[p—pnll, 1.49E-02 4.80E-03 1.20E-03 358E-04 1.14E04
order - 1.64 1.88 1.85 164 | 174
g —anll;, 9.49E-05 2.32E-05 4.36E-06 6.39E-07 9.30E-08
order - 2.02 2.41 2.77 278 |2.24
[u—unlp 1.05E-08 263E-04 557E-05 1.19E-05 2.55E-06
order - 2.00 2.23 2.23 222 |224

TABLE 3. Example 5.1, k& = 2: Errors, observed convergence orders, and expected order
(EO) for the control u, pressure p, dual pressure g, state y, adjoint state z, and their fluxes
L and G.

The numerical results are shown in Table 4 for £ = 0 and Table 5 for £ = 1. Since we do not have an
explicit expression for the exact solution, we solved the problem numerically for a triangulation with 327680
elements, i.e., h = 5.9146 x 104, and compared this reference solution against other solutions computed on
meshes with larger h. As in the previous example, the experimental orders of convergence are higher than
the expected orders.

As noticed in Remark 4.1, experimental orders of convergence for the control variable are about 0.5 higher
than predicted by Theorem 4.1. The obtention of higher experimental orders of convergence than the ones
predicted by the theory in the control variable is common in numerical experiments for Dirichlet control
problems; see e.g. [13,16,18,36,65,67]. In the case of Poisson equation and using standard Lagrange P;
elements, it has taken several years to get optimal error estimates; see [29] for smooth domains or [2,3] for
polygonal domains. One of the key points for this improvement is the use of weighted W*:>°(Q) norms for the
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FIGURE 2. Example 5.2: The computed Dirichlet boundary control w.

h/ V2 1/16 1/32 1/64 1/128 1/256 | EO
|G —Gnll7, 3.76E-01 2.97E-01 231E-01 1.51E-01 8.53E-02
order - 0.34 0.35 0.61 0.82 |05
v —unll7., 3.71E-01 2.49E-01 1.39E-01 6.01E-02 2.16E-02
order - 0.57 0.83 1.21 147 |05
z—znll,  2.94E-02 1.00E-02 3.85E-03 1.35E-03 4.01E-04
order - 1.55 1.37 1.51 175 | 05
la— anll7 1.44 1.07  7.48E-01 3.86E-01 1.52E-01
order - 0.41 0.52 0.95 134 |05
lu = unll.» 3.12 2.57 1.84 1.01  4.18E-01
order - 0.27 0.48 0.86 127 |05

TABLE 4. Example 5.2, & = 0: Errors, observed convergence orders, and expected order
(EO) for the control u, pressure p, dual pressure g, state y, adjoint state z, and their fluxes
L and G.

adjoint state and not-standard duality arguments to obtain estimates for the variational normal derivative;
see also [51,75,83]. We are not aware of any similar study for HDG discretization.

For the state and the adjoint state, the experimental orders are much higher, as often happens in numerical
experiments for control problems; see [68] for an approach to this problem using superconvergence properties
of the optimal controls at the barycenters of the elements or [67] for a duality approach, using improved
error convergence rates in Sobolev norms of negative exponent.

6. CONCLUSION

In this work, we considered a tangential Dirichlet boundary control problem for the Stokes equations.
First, we established well-posedness and regularity results for the optimal control problem based on a weak
mixed formulation of the PDE on polygonal domains. Next, we used an existing superconvergent HDG
method to approximate the solution of the optimality system and established optimal convergence rates for
the control under certain assumptions on the domain {2 and the desired state y4. However, the numerical
experiments show higher convergence rates than our theoretical results; this may be due to the higher local
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k]2 1/16 1/32 1/64 1/128  1/256 | EO
IL=L.ll7. 567 2.99 167 0.14E-01 4.12E-01
order - 0.92 0.84 0.86 114 | 053
[G—G,ll, 1.02E-01 526E02 240E-02 8.46E-03 2.37E-03
order - 0.95 1.13 1.50 183 | 1.03
Ty —ynll, 6.60E-02 171E-02 4.48E-03 1.31E-03 3.09E-04
order - 1.94 1.93 1.76 2.09 |1.03
|z = znl[, 7.56E-03 128E-03 2.15E-04 3.42E-05 4.67E-06
order - 2.55 2.57 2.65 287 | 1.03
lp—pull, 182E+01 3.97E+00 L75E+0 9.77E01 3.99E-01
order - 2.20 1.18 0.84 128 | 053
la—anll, 25SE-01 5.62E-02 1.60E-02 4.83E-03 1.29E-03
order - 2.19 1.80 1.73 189 | 1.03
lu—unlle  7I2E-01 255E-01 1.12E-01 4.86E-02 1.58E-02
order - 1.48 1.17 1.21 161 | 1.03

TABLE 5. Example 5.2, k& = 1: Errors, observed convergence orders, and expected order
(EO) for the control u, pressure p, dual pressure g, state y, adjoint state z, and their fluxes

L and G.

regularity of the control on individual edges of the domain. This phenomenon is not present in Dirichlet
boundary control problems for the Poisson equation.

As far as we are aware, this is the first work to explore the analysis of this tangential Dirichlet control
problem of Stokes equations and the numerical analysis of a computational method for this problem. There
are a number of topics that can be explored in the future, including using standard conforming finite elements
for this problem, using an energy space for the control (see [22,60,71] for the Poisson equation), devising
divergence free and pressure robust HDG schemes, and considering more complicated PDEs, such as the
Oseen and Navier-Stokes equations.
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