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Abstract Polar amplification is a widely discussed phenomenon, and a range of mechanisms have
been proposed to contribute to it, many of which involve atmospheric and surface processes. However,
substantial questions remain regarding the role of ocean heat transport. Previous studies have found that
ocean heat transport into the Arctic increases under global warming, but the reasons behind this remain
unresolved. Here, we investigate changes in oceanic heat fluxes and associated impacts on polar
amplification using an idealized ocean-sea ice-climate model of the Northern Hemisphere. We show that
beneath the sea ice, vertical temperature gradients across the halocline increase as the ocean warms, since
the surface mixed layer temperatures in ice-covered regions are fixed near the freezing point. These
enhanced vertical temperature gradients drive enhanced horizontal heat transport into the polar region
and can contribute substantially to polar amplification.

Plain Language Summary The Arctic region is warming at a faster rate than the rest of the
globe. A number of mechanisms that may contribute to this have been identified, the most well-known
being the surface albedo feedback that occurs due to the higher reflectivity of ice compared to open water.
However, substantial gaps remain in our understanding of what drives the polar amplification of global
warming, and projections of how much the polar regions will warm in the future vary widely. Here, we look
at the contribution to Arctic warming from the vertical transfer of heat in the upper ocean. In the Arctic
Ocean, a large amount of heat is stored in relatively warm waters at depth, with a cold layer of water and
sea ice cover above. The results indicate that the amount of heat from this warm water that reaches the sea
ice cover will increase under global warming, enhancing the rate of warming in the Arctic region.

1. Introduction

Polar amplification is a robust feature of both observations and model projections in the Arctic region and of
equilibrium global warming simulations in the Antarctic region (Collins et al., 2013; Holland & Bitz, 2003;
Serreze et al., 2000). However, there is still substantial variability in the magnitude of polar amplification
across models, and previous studies have proposed a range of different mechanisms as the main driver (Flato
et al., 2013).

The surface albedo feedback (SAF) has been identified as the primary driver of polar amplification in some
previous studies (Hall, 2004; Manabe & Wetherald, 1975; Manabe & Stouffer, 1980; Screen & Simmonds,
2010; Taylor et al., 2013). However, other processes have also been found to contribute substantially. The
lapse rate feedback, which arises from vertical variations in atmospheric temperature changes and acts as a
positive feedback in the Arctic and a negative feedback in lower latitudes, has been found in some studies
to be the largest contributor to Arctic polar amplification (Goosse et al., 2018; Pithan & Mauritsen, 2014;
Stuecker et al., 2018). The nonlinearity of the Planck feedback, which describes how warmer temperatures
lead to more outgoing longwave radiation (OLR) due to the Stefan-Boltzmann law, causes there to be greater
warming in cold high-latitude regions for the same increase in OLR and has also been found to be one of
the main feedbacks contributing to polar amplification.

Other processes that have been suggested to play a role in polar amplification include increases in poleward
heat transport in the atmosphere, changes in cloud cover, and increases in water vapor. Increases in poleward
atmospheric heat transport tend to enhance polar amplification, although this can be dampened by other
feedbacks (Alexeev & Jackson, 2013; Alexeev et al., 2005; Held & Soden, 2006; Hwang et al., 2011), whereas
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changes in cloud cover can work as a positive or negative feedback depending on factors such as the time
of year (Francis & Hunter, 2006; Kay & Gettelman, 2009; Schweiger et al., 2008). The water vapor feedback
increases the level of global warming, but it is strongest in low latitudes and hence opposes polar amplifica-
tion (Pithan & Mauritsen, 2014). Although these processes are typically thought to play a secondary role in
the overall magnitude of polar amplification, they can be important when considering differences between
climate models (Winton, 2006).

While previous research on polar amplification has focused mainly on the atmosphere, some studies using
general circulation models (GCMs) have found increased northward ocean heat transport (OHT) into the
Arctic Ocean under global warming (Bitz et al., 2006; Holland & Bitz, 2003; Hwang et al., 2011). These
changes in OHT are largely consistent among GCMs, with a robust decrease in northward OHT in the mid-
latitudes associated with a weakened overturning circulation, and a robust increase in OHT around 60-80°
N (Hwang et al., 2011; Nummelin et al., 2017; van der Linden et al., 2019). Some studies of transient warm-
ing in GCMs have found that the ocean contributes to Arctic warming through this increased high-latitude
OHT (Holland & Bitz, 2003; Mahlstein & Knutti, 2011) while other studies have found that the net effect
of changes in OHT and ocean heat content opposes Arctic warming (Goosse et al., 2018; Pithan & Maurit-
sen, 2014). Nummelin et al. (2017) suggested that much of this discrepancy results from a focus on different
latitude ranges and found that poleward of 75° N, changes in OHT were positively correlated with Arc-
tic polar amplification. An increase in the temperature of Atlantic Water (AW) that flows into the Arctic
Ocean has been suggested to contribute to the increase in OHT in GCMs (Bitz et al., 2006; Nummelin et al.,
2017; van der Linden et al., 2019). Paleoproxy evidence also suggests an increase in AW temperature coin-
ciding with Arctic polar amplification (Spielhagen et al., 2011). However, spatially-uniform ocean warming
with unchanged circulation would cause warmer AW but no change in OHT, and the underlying physical
mechanisms for the increase in OHT have remained unresolved.

In this study, we identify a mechanism by which the upward vertical oceanic heat flux under sea ice increases
under global warming, with a corresponding increase in the horizontal OHT into the polar region. We
demonstrate the mechanism using an idealized seasonally varying ocean-sea ice-climate model, which facil-
itates understanding of the underlying dynamics that could be at play in more complex models and also in
the real world. We use a feedback-locking approach to show that changes in the vertical heat flux in the Arc-
tic Ocean are a substantial contributor to polar amplification in the present simulations and drive increases
in OHT that are comparable to those found in GCMs.

2. Idealized Ocean-Sea Ice-Climate Model

A depth profile for the Arctic Ocean is shown in Figure 1b. The upper Arctic Ocean can be characterized
as consisting of a fresh and cold ocean surface mixed layer (SML) layer above a warmer AW layer, which is
typically found to be below 200 m (Aagaard et al., 1981). The two layers are separated by a cold halocline
layer of rapidly increasing salinity, which is highly stable and thereby limits the flux of heat from the AW
up to the SML and the sea ice cover. We represent these features in an idealized model, which is sketched in
Figure 1a. The two layers are fixed in depth to model the current climate’s stratification of the SML and AW,
where heat fluxes between the layers represent heat fluxes across the halocline. Note that there are regions
where the local structure differs from this picture, such as the western Arctic Ocean where the stratification
features an additional layer of Pacific water separating the SML from the AW (e.g., Timmermans et al., 2008).

This model builds on the model developed previously by Wagner and Eisenman (2015) (hereafter WE15),
which has a single ocean layer representing the SML. WE15 combined the physics from idealized
single-column model representations of thermodynamic sea ice processes (e.g., Eisenman & Wettlaufer,
2009; Eisenman, 2012) with that of energy balance models, or EBMs, of latitudinally and seasonally vary-
ing global surface temperature (e.g., Budyko, 1969; North, 1975; North & Coakley, 1979; Sellers, 1969). Here
we add to this model a representation of a deeper ocean layer, somewhat analogous to previous idealized
two-layer column models of the climate system (Gregory, 2000; Held et al., 2010). The deeper layer repre-
sents AW in the Arctic Ocean, and the two layers are coupled with a simple representation of the vertical
heat flux that is proportional to the vertical temperature gradient, as shown in Figure 1a.

The upper layer in the model includes the ocean SML, sea ice, and the atmosphere above (Figure 1a). It is
characterized by the surface enthalpy (E,), which is a measure of the energy in the layer. We neglect the
relatively small sensible heat contents of the atmosphere and of the sea ice and take E to be proportional to
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Figure 1. (a) Schematic of the idealized model, which represents the spatially and seasonally varying zonal-mean
atmosphere, sea ice, ocean surface mixed layer (SML), and ocean deep layer in the Northern Hemisphere. The energy
flux terms described in the main text are indicated, and T, Ty, and T ' Tepresent the surface temperature, ocean deep
layer temperature, and freezing point, respectively. The ocean SML temperature, T,,, is set to the surface temperature
in ice-free locations and the freezing point where sea ice is present. (b) Annual-mean observed depth profiles in the
Arctic Ocean, averaged horizontally over 80-90° N, for temperature (red) and salinity (blue) (Levitus et al., 1994;
Levitus & Boyer, 1994). The shading indicates the approximate depth ranges of three levels: the modeled SML, the cold
halocline layer (CHL) separating the model layers, and the modeled deep layer, which represents Atlantic Water (AW)
in the Arctic.

the SML temperature (T,,) referenced to the freezing point (T';) where no ice is present and proportional
to the sea ice thickness (h) where ice is present:

B = -L,h E;<0, )
ey (Ty — THE, > 0.

In the deep layer we define a similar enthalpy, which is simply proportional to the deep layer temperature,
Td:

Ey=cy (Ty—T)). (2

Here, L is the sea ice latent heat of fusion, and ¢; = p ¢, H; and ¢; = p ¢, H, are the heat capacities for the
surface and deep ocean layers, respectively, with H, the depth of the SML, H, the depth of the deep layer, p
the seawater density, and c, the seawater specific heat capacity. The freezing point, T, is fixed in the model.
Where there is no ice, the SML temperature is equal to the surface temperature (T), but where ice is present,
it is taken to remain at the freezing point:

T, E,>0
Tou=1 . 2 0 3
sml {Tf Es<0' ()

The enthalpy E; at each horizontal location in the layer evolves in response to the top-of-atmosphere incident
solar radiation S scaled by the coalbedo a, which is defined as one minus the albedo; OLR, which is treated
as a linear function of surface temperature T, with parameters A and B; meridional heat transport in the
atmosphere, which is parameterized as diffusion of the surface temperature with constant coefficient D,;
vertical heat flux between the SML and the deep layer, which is parameterized as a down-gradient heat flux
with coefficient k,; and a climate forcing term F, which can represent changes in atmospheric CO,:

OE,

5 =85S - A+BI-Tl + DT, + k, (Ty=Ty)+ F . @
solar OLR horizontal flux vertical flux forcing

In the deep layer, horizontal heat transport is parameterized as diffusion of the ocean temperature with
coefficient D, leading to

0E, )
7 = de Td + kv (Tsml - Td) (5)
—— — —
horizontal flux vertical flux
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Where E < 0, equation (4) describes the evolution of sea ice thickness. To find the surface temperature, we
approximate a linear temperature profile within the ice between the surface at temperature T, and the base
at the freezing point T,. We define T, as the surface temperature that would cause the vertical heat flux
through the ice to be balanced by the surface flux terms (as in equation (4)) to give

k(T;-=Ty/h=— aS + [A+B(T,—-Tp)] — DV°T, — F , (6)
heat flux through ice solar OLR horizontal flux forcing

where k is the sea ice thermal conductivity. If this balance (6) leads to T, < T/, then the ice is freezing.
Otherwise, the ice is melting, and the surface of the ice is fixed at the freezing point. Hence, the three cases
for the surface temperature are

T, + E./c,, E;>0, (open water),
T,=4 T, E;<0,Ty>T;, (meltingice), (7
T, E;<0,Ty<T;, (freezingice).

The model accounts for converging meridians on the Earth by using the Laplacian operator for polar
variations in spherical coordinates for the horizontal diffusion in the surface and deep layers,

V2 = % [(1 —xz);—x] , ®

with x = sin 0 with 6 the latitude. The coalbedo a is included with an empirically motivated representation
for ice-covered (E; < 0) and ice-free (E; > 0) conditions,

ay — a,x* E;> 0,
a= , 9
{aA E; <0, ©)

i
and the solar radiation varies with latitude and season as
S =5, — S;xcoswt — S,x* (10)
with @ = 2z year™. The model domain is the Northern Hemisphere, and we approximate the heat flux
across the equator to be zero, which gives the boundary conditions
o5, 0%

0x |y—o ox an

x=0

These representations are equivalent to WE15 for the SML, sea ice, and atmospheric meridional heat trans-
port, but we add a deeper ocean layer in the present model and replace the specified constant heat flux into
the base of the SML in WE15 with the computed flux k,(T; — T,,). This adds two new parameters, the
horizontal diffusion coefficient in the deep layer D, and the vertical heat flux coefficient k,. Slight changes
have been made to the parameters used in WE1S5 to better fit observations using the present model. The
determination of the parameter values is described in Text S1 in the supporting information, which draws
on a number of additional previous studies (Davis et al., 2016; Nummelin et al., 2015; Peterson et al., 2017;
Polyakov et al., 2017; Polyakov et al., 2018; Reigstad et al., 2002). A list of the parameter values is given in
Table S1, and the model simulation results for the control climate are presented alongside observational
estimates in Figure 2.

Although the model domain stretches from the equator to the North Pole, our focus is on the Arctic. The
SML depth is set to 50 m, which has been used in previous idealized models of the Arctic (e.g., Thorndike,
1992), although observed mixed layer depths vary widely. The deep layer depth is set to 600 m, corresponding
to a depth range of 200-800 m, which broadly characterizes the AW beneath the cold halocline in the Arctic
Ocean (e.g., Carmack et al., 2015). Outside the Arctic this layer crudely represents the ocean thermocline,
although the simulated temperature in this layer does not agree well with observations of this depth range in
the tropics (Figures 2b and 2e), where colder temperatures are associated with equatorial upwelling, which
is not represented in this model. The two layers are indicated in the Arctic Ocean depth profiles in Figure 1b.

The model takes several centuries to fully spin up. We analytically calculate the approximate e-folding
timescales of the surface and deep layer to be 1.6 and 77 years, respectively (see Text S2 and Figure S1). All
plotted simulation results were spun up for a minimum of 2,000 years.
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Figure 2. Idealized model results compared with observations. The top three panels are output for the final year of a
model simulation with default parameter values, showing (a) the ocean SML temperature, (b) the ocean deep layer
temperature, and (c) the sea ice thickness. The bottom three panels show observational estimates for comparison:
(d) the zonal-mean 1950-1993 mean climatological sea surface temperature (Reynolds & Smith, 1995), (e) the
1900-1992 mean climatological ocean temperature averaged zonally and over the depth range 200-800 m (Levitus &
Boyer, 1994), and (f) the zonal-mean 1979-2000 mean climatological sea ice thickness omitting grid boxes with less
than 15% ice concentration (Zhang & Rothrock, 2003).

3. Results

In this model, the vertical heat flux from the deep ocean to the ice is proportional to the temperature differ-
ence between the SML temperature (T,,,) and the deep layer temperature (T,). Since the SML temperature
is set to the freezing point (T',) in regions of sea ice cover, rather than having the colder surface temperature,
there is a relatively small temperature gradient between the SML and warmer Arctic deep layer, leading to
a relatively small upward vertical heat flux across the halocline.

We simulate global warming in the model by increasing the climate forcing parameter F, which can be
interpreted to represent an increase in atmospheric CO,. We increase F abruptly and then run the model
until it is spun up at a new, warmer state. At locations where sea ice remains present, the warming results
in a thinner ice cover but the SML temperature remains at the freezing point. Since the deep ocean layer
warms, this results in an increase in the vertical heat flux, amplifying the warming in regions with sea ice
cover. This is demonstrated in Figure 3a, where midwinter temperatures for the SML and deep layer are
shown for F = 0 W m~2 (default value, dashed lines) and for F = 10 W m~2 (solid lines). This relatively
large change in climate forcing is used here to more clearly show the difference between the climates.

The change in the vertical heat flux is spatially dependent on the location of the ice edge. Since the ice edge
moves throughout the year, this means the spatial difference in heat flux will change seasonally. This is
illustrated for midwinter and midsummer in Figure S2, where plots of the vertical heat flux at F = 0 and
F = 3 W m~2 reveal a slight decrease in the vertical heat flux at the initial ice edge (left side of dashed red
line) and the greatest increase at the new ice edge (left side of solid red line).

Next, we investigate how this change in vertical heat flux affects the level of polar amplification in the model.
This idealized model only feels the effect of one of the processes mentioned in the introduction that could
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Figure 3. (a) Temperature variations between the equator and pole at midwinter (¢ = 0.25). Model results with

F =0W m~™2 are plotted as dashed lines and results with F = 10 W m~2 are plotted as solid lines. The surface
temperature is indicated in light blue and the deep layer temperature in dark blue. The freezing point, which is the
minimum allowed SML temperature, is indicated in red. This figure illustrates that as the temperature increases under
forced warming (from dashed to solid lines), the difference between the deep layer temperature (dark blue) and SML
temperature that is fixed at the freezing point in locations with sea ice (red) increases at high latitudes, leading to an
increase in the vertical flux upward into the SML. (b) Annual-mean surface temperature difference between simulated
climates with climate forcing set at F = 0 and F = 3 W m~2. The solid green line indicates the results from the model
in its standard configuration. The dash-dotted line indicates the case with the vertical heat flux locked to match the
field simulated in the run with F = 0 W m~2.

contribute to polar amplification, the SAF, as well as the oceanic heating mechanism that is the focus of this
study.

We adopt as the definition of the polar amplification factor

PA = ATs,polar

—, 12)
ATS,NH

where T ., is the surface temperature averaged over 70-90° N and T\ is the surface temperature aver-
aged over 0-90° N, the bar denotes the annual mean, and A indicates the change between two climates.
Note that a range of polar amplification factor definitions have been used in previous studies (as reviewed
in Hind et al., 2016).

In Figure 3b, we plot the change in surface temperature when F is increased from 0 to 3 W m~2. This increase
can be compared with the radiative forcing from doubling of CO,, which is estimated to be 3.7 W m~2 with
arange of +20% (Collins et al., 2013). Note however that because this idealized model lacks the water vapor
feedback and other processes, the hemispheric-mean temperature in the model warms by 2 ° C in response
to this increase in F, compared with equilibrium climate sensitivities to doubling CO, in GCMs, which
typically fall in the range 3.2 + 1.3 ° C (Flato et al., 2013).

We lock the feedback associated with changes in the vertical heat flux across the halocline by replacing
the vertical flux term in equation (4) by a specified seasonally varying and latitudinally varying field that
is equal to the field simulated with the default value of F = 0 W m~2. Previous studies have used similar
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feedback-locking methods to evaluate the strength of the SAF by keeping the surface albedo field fixed while
the ice retreats under global warming (Cess et al., 1991; Hall, 2004; Graversen & Wang, 2009). Figure 3b
shows temperature variations in simulations with the vertical heat flux locked (dash-dotted green line) com-
pared with free runs (solid green line) that have the vertical heat flux evolve as the climate warms according
to equation (4). The polar amplification factor in the locked case is PA,,,,; = 1.45, and in the free case, it
is PA;,,, = 1.55. Note that the locked vertical heat flux version of the model is equivalent to a one-layer
model with a prescribed heat flux into the bottom. We calculate the contribution to polar amplification by
the vertical heat flux as follows (Graversen et al., 2014):

PA free — PAlocked

PA ., iribution =
contribution P. Afree 1

13

The result in Figure 3b is PA_,,,ipuwion = 0-2. In other words, the contribution to polar amplification from
enhanced heat flux across the halocline in the idealized model is 20%. Note that the remaining polar ampli-
fication in the model is due to the SAF, since only the SAF and the enhanced vertical heat flux contribute
to polar amplification in this idealized model. This is demonstrated with further feedback-locking simula-
tions in Figure S3, where a small amount of polar amplification can be seen in simulations when the surface
albedo is locked but the vertical heat flux is free to evolve, but no polar amplification occurs when both the
surface albedo and vertical heat flux are locked. Other processes contributing to polar amplification that are
not included in the model, such as the lapse rate feedback, could complicate these results.

Nonetheless, the idealized model results can be compared with previous GCM simulations that showed an
increase in high-latitude OHT under warming. In a direct test of how this impacts Arctic warming, Singh
et al. (2017) found that changes in ocean heat flux convergence in a GCM contributes 23% to Arctic ampli-
fication over ocean regions under CO, doubling, although a physical mechanism was not identified. This
result is similar to the idealized model result of 20% in the present study, which is directly attributable to the
mechanism proposed here. The increase in OHT found in this idealized model can also be compared with
GCMs. Hwang et al. (2011) found that 9 out of the 10 GCMs they analyzed simulated increased OHT at 70°
N under warming, with the OHT per degree of global warming falling between 0.001 and 0.03 PW (under
the SRES “A2” scenario). The idealized model result falls within this range, with a increase of 0.007 PW at
70° N per degree of hemispheric warming. The change in OHT for a simulation with the idealized model
that undergoes 2° C of hemispheric-mean warming is shown in Figure S4.

4. Discussion

In Figure 3b the free run has a larger increase in global-mean temperature than the run with a locked
vertical heat flux. This occurs due to the interaction between the two processes that drive polar ampli-
fication in the model: Changes in vertical heat flux influence the sea ice cover and hence the albedo.
Further feedback-locking simulations demonstrate that due to these interactions, polar amplification from
the enhanced heat fluxes alone plus that due to the SAF alone is smaller than the polar amplification when
both processes occur (see Figure S3). Hence, the result PA ,,ipuion = 0-2 represents a combination of the
contribution from changes to the vertical heat flux and the nonlinear contribution from interactions between
the vertical heat flux and the surface albedo. The highest contribution from the SAF occurs near the ice edge,
which explains why the maximum temperature change in Figure 3b occurs at approximately 80° N rather
than at the pole.

The ocean heat flux mechanism presented here acts to enhance the temperature response to both positive
and negative climate forcing anywhere that sea ice is present (and the ocean temperature increases with
depth). This is in contrast to the SAF, which enhances changes only in locations where the sea ice cover
changes. Both processes are hence expected to contribute to polar amplification of warming in climates
resembling the present day or warmer, with sea ice residing in much of the Arctic Ocean. However, the
results are expected to differ for climates with the ice edge residing outside of the Arctic. We explore the
sensitivity to these factors by varying the initial and final values of F (see Figures S5 and S6). We find that
when the Arctic becomes ice free in the summer, the contribution to polar amplification of the proposed
mechanism and the SAF both decrease, and when the Arctic Ocean becomes ice free throughout the year,
neither mechanism contributes and the model has no polar amplification, as expected. The results of colder
simulated climates are discussed in Text S3.
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This mechanism is proposed as a possible explanation for the increase in polar OHT in GCM simulations
of greenhouse-driven warming. However, it should be emphasized that the model we use to demonstrate
the mechanism has idealized diffusive representations of horizontal and vertical ocean heat fluxes, and
aspects of the complex ocean circulation and heat transport simulated in GCMs that are not captured by
this idealized representation could also contribute to the increase in simulated OHT. One indicator of the
proposed mechanism that could be used to help identify whether it is occurring in GCM simulations would
be to examine the spatial structure of changes in the vertical heat flux, since the mechanism notably causes
an increase in the heat flux across the base of the ocean mixed layer in a given season only in locations that
have sea ice in both the initial and final state (as shown in Figures 3a and S2). This would be expected to be
most readily identifiable in GCM simulations of the equilibrium response to CO, increases.

All simulations in this study were run to approximate equilibrium, and the caveat should be noted that tran-
sient climates could behave differently. In an equilibrium state, ocean heat uptake is zero, but in a transient
state, some studies have found that increases in ocean heat uptake oppose polar amplification (Goosse et al.,
2018; Pithan & Mauritsen, 2014).

Although the model presented here is focused on Arctic regions where the lower layer represents AW, the
proposed mechanism could apply to any warm water mass resting below ice. In ice-covered regions in the
Western Arctic, it has been observed that halocline waters at depths of around 50-150 m are heating up
faster than the surrounding waters. Since the surface waters under sea ice remain near the freezing point,
the mechanism presented here may be expected to cause increased upward heat fluxes into the SML (cf.
Timmermans et al., 2018). The proposed mechanism could also play a role in the Antarctic, where relatively
warm circumpolar deep water resides below a fresher, cooler SML. Antarctic amplification is seen in some
GCM simulations of the equilibrium response to increasing greenhouse forcing. Such GCM simulations
have found that OHT increases in the polar regions of both hemispheres, although cloud changes in the
Southern Hemisphere may compete with this effect (Singh et al., 2017).

5. Summary

This study presents a mechanism by which changes in the vertical heat flux across the halocline in the Arctic
Ocean cause an increase in OHT into the Arctic, amplify sea ice retreat, and contribute to polar amplification.
‘We demonstrate the mechanism using an idealized model of the Northern Hemisphere atmosphere, sea ice,
ocean SML, and deeper ocean waters. The mechanism hinges on the surface water beneath the sea ice being
fixed near the freezing point. When the climate warms, the deep water warms while surface waters under
sea ice remain near the freezing point, which leads to an increase in the vertical temperature gradient and
hence also an increase in the vertical heat flux from the deep waters to the surface waters. This enhances
the warming in any regions that have sea ice and have subsurface waters that are warmer than the surface
waters, as is the case in much of the Arctic Ocean.

This increase in vertical heat flux in the Arctic region necessitates an increase in the horizontal heat flux
into the Arctic deep ocean layer. Such an increase in OHT under global warming has been noted previously
in GCM simulations, but the physical mechanism has remained elusive. The mechanism presented here
may provide an explanation for this behavior.

We use a feedback-locking approach to suppress the influence of vertical heat flux changes and thereby
quantify the contribution of the proposed mechanism to polar amplification. The results show that changes
in the vertical heat flux contribute 20% to polar amplification in the idealized model. This result is similar to
previous GCM simulations, which tested the influence of changes in ocean heat flux convergence on Arctic
amplification under global warming (Singh et al., 2017).

Previous work has identified a process by which atmospheric heat transport into the polar regions fun-
damentally increases under warming due to latent heat effects and the Clausius-Clapeyron relationship
(Alexeev et al., 2005; Held & Soden, 2006). This work suggests that there is also a process by which OHT
into the Arctic increases under warming due to changes in the vertical heat flux in the ocean.
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Text S1. Determining Model Parameter Values.

The model developed in the present study has two new parameters in addition to
the parameters in the previous model of Wagner and Eisenman (2015): the horizontal
diffusion coefficient in the deep layer D, and the vertical heat flux coefficient k,.
Some changes have also been made here to the parameter values used in Wagner and
Eisenman (2015). These include shifting the freezing point (T) from 0 °C to —2 °C,
which approximates the actual value for the salinities of 31 to 36 psu that are typically
found in the Arctic Ocean (see Fig. 1b in the main text) and thereby better facilitates
comparison with observations (Fig. 2 in the main text). The atmospheric diffusion
coefficient Dy, solar cycle amplitude S;, and OLR parameter A are also adjusted
slightly from the values in WE15 to better fit observations using the present model
(see bottom row of Fig. 2 in the main text). All parameter values are given in Table
S1.

For the new parameters, the value of D, is chosen to match observed temperature
profiles and observations of horizontal heat transport. It gives an annual-mean north-
ward OHT across 70 °N divided by the area poleward of 70 °N of 4.8 Wm ™2, which is
consistent with observations that the northward heat transport by AW through Fram
Strait contributes a basin-averaged flux to the Arctic Ocean of 541 Wm~2 (Carmack
et al., 2015). The value k, = 2 W m~2 K~! is chosen to give an observationally
consistent seasonal cycle in ice thickness. Note that this value for k, is similar to the
value of 1.6 W m~2 K~! used for a similar parameter in the column model of the
global climate of Gregory (2000), which has upper and lower layer thicknesses of 150
m and 2400 m, respectively. The vertical flux averaged annually and over 70-90 °N in
the control climate simulated in the model is 4.8 Wm™2, which is within the observed
range of vertical flux for the Eastern Arctic Ocean of 1-5 Wm~2 (Carmack et al., 2015;
Peterson et al., 2017; Polyakov et al., 2017).

The values of these two parameters are expected to influence the contribution to
polar amplification from the proposed mechanism, because they control how much heat
gets transported into the deep Arctic Ocean and then up to the Arctic Ocean surface.
In the model, k£, and Dy, are set to constant values to best match the current climate.
However, some observations and model results suggest that making these parameters
dependent on the background climate state could possibly be more accurate. For
example, the surface freshwater flux into the Arctic Ocean is predicted to increase
under global warming in the future leading to enhanced stratification (Nummelin et
al., 2015; Davis et al., 2016), which would be associated with a decrease in k,. On
the other hand, observations during recent decades suggest that there has been a
shoaling of the AW as part of “atlantification”, which is a term that describes how
some characteristics of the Arctic Ocean are becoming more like the North Atlantic



(Reigstad et al., 2002; Polyakov et al., 2017, 2018), and this would be associated with
an increase in k, due to a weaker halocline layer insulating the AW from the SML.

Sensitivity to changes in the constant values of both of these parameters are
explored in Fig. S7, where increases in either parameter are shown to result in an
increase in the importance of the vertical heat flux mechanism for polar amplification.

It should be noted that since this model has many parameters, there may be
another set of parameter values where the climate looks similar but responds differently
to climate forcing.

Text S2. Analytical Estimate of Model Time Scales.

The transient evolution of the idealized model can be characterized by two
timescales. The behavior is simplest when conditions are ice-free everywhere, which is
the case we initially consider here. In this case we can make the simplifications that the
surface enthalpy everywhere is proportional to the surface temperature (Es; = ¢sT5),
the coalbedo (a) depends only on latitude, and the surface mixed layer temperature
everywhere is equal to the surface temperature (Ts,,; = Ts). Taking the global mean
of equations (3) and (4) in the main text, we find,

—aS—A-B(T.—Ty) +k,(Ta~T) + F (s1)

and

where bars denote averages over both the hemisphere and the year. To separate the
timescales between the surface mixed layer and deep layer, we use that c¢q > ¢s. To
find the fast timescale, we approximate that Ty is constant and equal to its initial
condition, Ty = T3, giving the solution to equation (S1):

T, = (T9 = TJ) exp(~t/ms) + TV (S3)
Here, T? is the initial condition and the steady state solution under forcing F is

aS—A+ BT+ F +k,TY

TF = , S4
° B+ k, (54)
with the fast timescale,
=g iskv = 1.6 years. (S5)
To find the slow time scale, we assume the surface mixed layer is in steady state,
cs% = 0, which allows us to use equation (S1) to find the surface temperature as a
function of T;. The gives a solution to equation (S2):
Ty = (T§ = Ty) exp(=t/7s) + 17, (S6)
where the steady state solution under forcing F is
aS—A+BT;+F
Tf =R (57)
B
and the slow timescale is
ca (B + ky
Ty = Ca(B+ k) = 77 years. (S8)

k,B

These take a form analogous to the timescales found in the theoretical model of Held
et al. (2010), although they have different values because of the parameters.



In order to consider evolution of the surface temperature on longer timescales,
the evolution of the deep layer (S6)-(S8) can be included in the equations for the
surface temperature evolution (S3)-(S5) as

_ k,F F ky F P
Ts = m eXp(ft/Tf — t/TS) - E eXp(ft/Tf) - mexp(ft/u) + Ts .

This combined analytical approximation describes the annual-mean global-mean sur-
face temperature after the forcing is instantaneously changed by F' from an equilibrated
model state with F' = 0. Note that the governing equations for an ice-free climate [Eqs.
(S1)-(S2)] can also be solved exactly, which leads to a quantitatively similar but less
transparent solution.

These analytical approximations to the solution are compared with the numerical
solution in Fig. S1. For ice-free conditions (top four panels), the simple approximate
solution for T (S3)-(S5) agrees well with the numerical solution during the first few
e-foldings, and the combined solution (S9) agrees fairly well thereafter. When ice
is present, the simulated steady state temperature change under a given change in
climate forcing is underestimated by this representation because it does not take into
account changes in surface albedo, as shown in Fig. S1 (bottom two panels).

Text S3. Widely Varied Climates.

Both the oceanic mechanism presented in the main text and the surface albedo
feedback (SAF) depend on the location of the ice edge. The oceanic mechanism en-
hances warming in locations where ice is present, whereas the SAF enhances warming
only in locations of ice loss. An implication of this is that the SAF would cause the
Arctic temperature to change less than the global-mean temperature in cold climates
with the sea ice edge residing outside the Arctic, whereas the proposed mechanism
would always cause Arctic amplification as long as the Arctic is ice-covered and only
a smaller fraction of the global ocean has sea ice. This can be see in Fig. S6, which
has PA < 1 for runs with a locked vertical heat flux (yellow) in the coldest simulated
climates (with starting values of F below —13 Wm™2), which indicates that the SAF
acts against Arctic amplification in these climates. On the other hand, nearly all of the
runs with the vertical heat flux free to evolve (orange) have more polar amplification
than the locked runs in Fig. S6, which indicates that the ocean heat flux mechanism
enhances Arctic amplification in nearly the full range of the simulated climates. There
are exceptions to this, however, at both edges of the plot: when the starting values of
Fis —19 Wm™2, the run with free vertical heat flux transitions into a snowball earth
state; and when the starting values of F is greater than 16 Wm™2, there is no sea ice
throughout the year and neither process contributes to Arctic amplification.
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Figure S1. Transient evolution of the annual-mean hemispheric-mean surface mixed layer
temperature (left) and deep layer temperature (right). Numerical solutions of the idealized model
are shown in solid blue. For the surface mixed layer, the analytical approximation that holds

T, constant [equations (S3)-(S5)] is indicated as an orange dashed line and the combined ana-
lytical approximation that includes the evolution of T, [equation (S9)] is indicated as a yellow
dash-dotted line. For the deep layer, the analytical approximation that uses a steady-state ap-
proximation for T, [equations (S6)-(S8)] is indicated as an orange dashed line. The top four
panels are for a simulated climate that is sufficiently warm to be completely ice-free. In the top
two panels, the analytical solutions provide fairly accurate approximations to the numerical so-
lutions. Note that after several centuries, when the deep layer temperature is approximately in
steady state, the combined analytical solution for 7 matches the numerical solution (not shown).
In the middle two panels, the departure of each temperature from it’s final steady-state value

is plotted using log-linear axis scaling, such that exponential decay appears linear with a slope
given by the inverse of the decay timescale 7. The bottom panel shows numerical results and the
analytical approximation in the default climate, which has sea ice in high latitudes. In this case
the analytical solutions do not capture the changes in albedo, which leads to an underestima-
tion of the final steady-state temperature and an overestimation of the rate at which the surface

temperature initially responds.
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Figure S2. Temperature and vertical heat flux profiles plotted against latitude for midwinter
(left, ¢ = 0.25) and midsummer (right, ¢ = 0.75). Dashed lines indicate the simulated climate
with F' 0 Wm™? and solid lines indicate F = 3 Wm™2. In the top panels, the surface tem-

perature is in light blue, the deep layer temperature is in dark blue, and the freezing point is in

red. The bottom panels show the vertical heat flux between the two layers, which is proportional
to the difference between the surface mixed layer and deep layer temperatures. Note the surface
mixed layer temperature is set to either the surface temperature (light blue) or the freezing point

(red) depending whether or not ice is present (i.e., whether the surface temperature is less than
the freezing point).
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mates with F = 3 Wm™2 and F = 0 Wm™2. The blue and orange lines are equivalent to what
is plotted in Fig. 3b in the main text (solid and dash-dotted green lines, respectively). Here, the
yellow line shows the case when only the albedo is locked, and the purple line shows the case
when both the albedo and the vertical heat flux (VHF) are locked (in which case there is no po-
lar amplification as expected). It can be seen that if the contributions from the surface albedo
alone (orange line) and VHF alone (yellow line) are linearly added, they do not sum to the to-
tal polar amplification shown in blue. This suggests there is a nonlinear contribution from the

interaction between the VHF and the surface albedo.
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Figure S4. Annual-mean ocean heat transport (OHT). The top panel shows annual-mean
OHT for the default climate scenario (' = 0 Wm™?2). The difference between the default climate
case and the warmed climate cases (FF = 3 Wm*Q) is plotted in the bottom panel, where simu-
lations using the default model configuration are shown in orange (“free”), and simulations with
the vertical heat flux locked to match the initial climate are shown in yellow (“locked”). Since
OHT does not change in the locked case, the yellow line is at 0 PW. In the free case, the increase
in OHT into the polar region (at 70 °N) is 0.015 PW, or 0.007 PW per degree of hemispheric
warming. This value falls within the range of GCM projections, as discussed in the main text, al-
though the maximum increase in OHT occurs at a more southward location than in most GCMs
(Hwang et al., 2011). Note however that these results include only heat transport in the depth
range 200-800 m, and the idealized model does not include representations of the Atlantic Merid-
ional Overturning Circulation and a range of other processes that influence total heat transport
in the global ocean, so the simulated OHT plotted here is not expected to closely match the
global distribution of zonally—integrated depth—integrated OHT typically found in GCMs and

observational estimates (e.g., Flato et al., 2013).
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Figure S5. Sensitivity of polar amplification (PA) to the change in climate forcing for simu-
lations starting at F' = 0 and ending at FF = AF. The bottom panel shows PA for simulations
using the default model configuration in orange (“free”), and simulations with the vertical heat
flux locked to match the initial climate in yellow (“locked”). Note that PA is not defined for

AF = 0. The top panel shows the corresponding contribution to PA, PA ontribution, which is
given in equation (13) of the main text. Note that after warming of at least AF = 4 Wm™2, the
Arctic is seasonally ice-free; this is the range where the PA values start to decrease in the bottom
panel. With negative forcing (AF < 0), the model is being cooled and polar amplification refers
to enhanced cooling rather than enhanced warming. In this scenario, the vertical heat fluxes are

still contributing to polar amplification.
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Figure S6. Sensitivity of polar amplification (PA) to the initial climate. The model is initially

2 and

run to steady state under forcing Fsa,t, and then the forcing is increased by AF = 3 Wm™
the model is run until it again reaches steady state. The top panel shows the level of PA asso-
ciated with the difference between the two steady-state climates. Simulations using the default
model configuration are shown in orange (“free”), and simulations with the vertical heat flux
locked to match the initial climate are shown in yellow (“locked”). The bottom panel shows the
annual minimum (closed circles) and maximum (open circles) sea ice area after warming by AF
=3 Wm™?2 for the range of values of Fgiar. Note the transitions at Fsare = 1 Wm*Q, when the
warmer steady state has only seasonal ice, and at Fsiare = 4 V\/m_z7 when the initial climate has
only seasonal ice, which are most evident in the top panel. In the colder climates, there is a jump
to a completely ice-covered hemisphere (snowball earth) at Fspare = —19 and —20 for the locked
and free cases, respectively. Note that here the PA is not exactly at one as the system is not

in steady state in the simulated snowball earth. At Fsia. = 19, both runs becomes completely

ice-free throughout the year, and there is no polar amplification in the model (PA = 1).
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Figure S7. Sensitivity of polar amplification (PA) to model parameters when F is increased
from 0 Wm™2 to 3 Wm 2. Fractional contribution to PA [PAcontribution, given in equation (13)
of the main text] for changes in the model parameters k,, which is related to the insulating effect
of the halocline, and Dg, which is related to horizontal heat transport in the deep layer. (left) All
model parameters are fixed at the default values except k, which is varied between 0 and 5, with
the default value being 2. (right) All model parameters are fixed at the default values except Dg
which is varied between 0 and 0.2, with the default value being 0.08. Note that the PA contribu-
tion is not zero when Dy is zero, which is due to the interaction between the surface albedo and
the seasonal cycle of the vertical heat flux in the model: even without horizontal transport in the
deep layer, heat can still enter the deep layer in ice-free areas during the summer and be released
under ice in winter. Note also that the initial climate varies with the parameter values, which is

not explicity taken into account here.
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Table 1. Model parameters and values

Parameter Description Value
A OLR reference value (W m~2) 189
ag Ice-free coalbedo at equator 0.7
as Ice-free coalbedo spatial dependence 0.1
a; Ice-covered coalbedo 0.4
B OLR temperature dependence (W m~2K~1) 2.1
cq Deep layer heat capacity (W yr m~2K~!) 78.4
Cs Surface mixed layer heat capacity (W yr m=2K~1) 6.53
Dy Coefficient for horizontal heat transport in deep layer (W m™2K~1) 0.08
Dy Coefficient for horizontal heat transport in atmosphere (W m~2K™1!) 0.5
F Climate forcing (W m~2) 0 (varies)
k Sea ice thermal conductivity (W m~1K~1) 2
k., Vertical heat flux coefficient (W m=2K~1!) 2
Ly Sea ice latent heat of fusion (W yr m~3) 9.5
So Insolation at equator (W m~2) 420
S1 Insolation seasonal dependence (W m™2) 355
Sa Insolation spatial dependence (W m~2) 240
Ty Freezing temperature (°C) -2
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