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Domain Reduction for Monotonicity Testing:
A o(d) Tester for Boolean Functions in d-Dimensions

Hadley Black*

Abstract

We describe a 6(d5/ 6)-query monotonicity tester
for Boolean functions f: [n]¢ — {0,1} on the n-
hypergrid. This is the first o(d) monotonicity tester
with query complexity independent of n. Motivated
by this independence of n, we initiate the study of
monotonicity testing of measurable Boolean functions
f: R — {0,1} over the continuous domain, where
the distance is measured with respect to a product
distribution over R%. We give a O(d"/%)-query mono-
tonicity tester for such functions.

Our main technical result is a domain reduction
theorem for monotonicity. For any function f: [n]¢ —
{0,1}, let e be its distance to monotonicity. Con-
sider the restriction f of the function on a random
[k]¢ sub-hypergrid of the original domain. We show
that for k = poly(d/e), the expected distance of the
restriction is E[e ;] = Q(e). Previously, such a result
was only known for d = 1 (Berman-Raskhodnikova-
Yaroslavtsev, STOC 2014). Our result for testing
Boolean functions over [n]? then follows by applying
the d°/¢-poly(1/e, logn, log d)-query hypergrid tester
of Black-Chakrabarty-Seshadhri (SODA 2018).

To obtain the result for testing Boolean functions
over R%, we use standard measure theoretic tools to
reduce monotonicity testing of a measurable function
f to monotonicity testing of a discretized version of
f over a hypergrid domain [N]? for large, but finite,
N (that may depend on f). The independence of N
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in the hypergrid tester is crucial to getting the final
tester over RY,

1 Introduction

Monotonicity testing is a fundamental problem in
property testing. Let (D, <) be a partially ordered
set (poset) and let R be a total order. A function
f: D — R is monotone if f(z) < f(y) whenever
x < y. The hypercube, {0, 1}¢ and the hypergrid [n]?
have been the most studied posets in monotonicity
testing, where < denotes the coordinate-wise partial
ordering. The Hamming distance between two func-
tions f and g is dist(f,g) := Pro.p[f(z) # g(x)]
where x is drawn uniformly from the domain. The
distance of f to monotonicity, denoted ey, is its dis-
tance to the nearest monotone function. That is,
£f := minge pq dist(f, g), where M is the set of all
monotone functions. A monotonicity tester is a ran-
domized algorithm that makes queries to f and ac-
cepts with probability > 2/3 if the function is mono-
tone, and rejects with probability > 2/3 if e > ¢,
where ¢ € (0,1) is an input parameter. The chal-
lenge is to determine the minimum query complexity
of a monotonicity tester.

One of the earliest results in property testing
is the O(d/e)-query “edge-tester” due to Goldreich
et al. [25] (see also [32]) for testing monotonicity
of Boolean functions over the hypercube, that is,
f:{0,1}¢ — {0,1}. In the last few years, consider-
able work [13, 16, 15, 28, 3, 17] has improved our un-
derstanding of Boolean monotonicity testing on the
hypercube domain. In particular, Khot, Minzer, and
Safra [28] give an O(v/d/e?) query', non-adaptive
tester, and Chen, Waingarten, and Xie [17] show
that any tester (even adaptive) must make Q(d'/3)
queries. In contrast, for real-valued functions over the
hypercube f: {0,1}¢ — R, the complexity is known
to be ©(d/e) [19, 8, 12, 14], that is, linear in d.

IThroughout the paper O hides log(d/¢) factors.
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The problem of monotonicity testing Boolean
functions f: [n]? — {0,1} over hypergrids is not as
well understood. Dodis et al. [19] (with improve-
ments by Berman, Raskhodnikova, and Yaroslavt-
sev [4], henceforth BRY) give an O(d/e)-query tester.
The important feature to note is the independence of
n. Contrast this, again, with the real-valued case;
monotonicity testing of functions f: [n] — R requires
Q(logn) queries [20, 22]. Recently, the authors [7]
describe an 6(d5/6 log4/3n e~4/3)-query tester. Al-
though the dependence on d is sublinear, there is
a dependence on n. The following question has re-
mained open: Is there a monotonicity tester for func-
tions f: [n]¢ — {0,1}, whose query complexity is in-
dependent of n and sublinear in d? One of the main
outcomes of this work is an affirmative answer to this
question.

THEOREM 1.1. There is a randomized algorithm
that, given a parameter € € (0,1) and query ac-
cess to any Boolean function f: [n]¢ — {0,1} defined
over the hypergrid, makes 5(d5/65_4/3) non-adaptive
queries to f and (a) always accepts if f is monotone,
and (b) rejects with probability > 2/3 if 5 > €.

Continuous Domains. To the best of our knowl-
edge, monotonicity testing has so far been restricted
to discrete domains. What can one say about mono-
tonicity testing when the domain is R%? Indeed,
for functions whose range is R, the aforementioned
lower bound of Q(logn) precludes any such tester
(with finite query complexity) even in one dimension.
On the other hand, the independence of n in Theo-
rem 1.1 (and indeed the results of Dodis et al. [19] and
BRY [4]) suggests the possibility of a monotonicity
tester for Boolean functions f: R? — {0,1}. In this
work, we spell out the natural definitions for mono-
tonicity testing over R%, and show that o(d)-testers do
exist when the distance is with respect to any product
measure.

THEOREM 1.2. (Informal, SEE THEOREM 6.3)
There is a one-sided, non-adaptive O(d®/Se=4/3)-
query monotonicity tester for measurable Boolean
functions f: RY — {0,1} with respect to arbitrary
product measures® p =[], pi-

To gain perspective, the reader may restrict
attention to functions defined over the continuous

2Each p; is described by a non-negative Lebesgue integrable

function over R, whose integral over R is 1.

cube [0,1]%, and assume the uniform measure y on
this cube. This is the natural generalization of
property testing on the domains {0,1}% and [n]¢ as
described above. The only restriction on the function
we are testing is that the set of points where the
function takes value 1 (or 0) must be (Lebesgue)-
measurable. The distance between two functions
dist(f,g) := Pry,[f(z) # g(z)] is the measure
of the points at which they differ. The distance
to monotonicity of a function f is infyeaq dist(f, g)
where M is the set of all monotone functions. (In
general, we use any measure to define distance.
For instance, we can test monotonicity of functions
f: R4 — {0,1} over the Gaussian measure.)

Note that the result of Theorem 1.2 holds for all
measurable functions, with no dependence on surface
area or “complexity” of f. This can be contrasted
with the recent result of De, Mossel, and Neeman [18],
who showed that Junta testing of Boolean functions
f:R? — {0,1} over the Gaussian measure requires
some dependence on the surface area of f.

Given the proof techniques for Theorem 1.1, the
proof of Theorem 1.2 follows from standard measure
theoretic methods. Nonetheless, we believe that there
is a useful conceptual message in Theorem1.2. It
gives the natural “limit” of monotonicity testing for
hypergrids [n]?, as n — oo. This result also under-
scores the significance of getting testers independent
of n (for hypergrids), since it leads to testers for all
measurable functions.

1.1 Domain Reduction

Discrete Hypergrid [n]¢. A natural approach
to tackle Boolean monotonicity testing over the hy-
pergrid is to try reducing it to Boolean monotonicity
testing over the hypercube. For a function f over
[n]?, consider the restriction f to a random hyper-
cube in this hypergrid. More precisely, for each di-
mension ¢ € [d], sample two independent u.a.r. val-
ues a; < b; in [n] and let f be the restriction of f
on the hypercube formed by the Cartesian product
Hle{a,-., b;}. If the e'xpectation of £ is Q(af.), then
we obtain a hypergrid tester by first reducing our
domain to a random hypercube and then simply ap-
plying the best known monotonicity tester on the hy-
percube. However, we show that this does not work.
In §8, we describe a function f: [n]? — {0,1} such
that ey = (1), but the restriction of f on a random
hypercube is monotone with probability 1 — ©(1/d)
(see Theorem 8.1).

Nonetheless, one can consider the question of re-
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ducing the domain to a [k]? hypergrid, for some pa-
rameter k < n, by sampling k i.i.d. uniform elements
of [n] across each dimension. For k independent of
n, can we lower bound the expected distance of the
function restricted to a random [k]¢ hypergrid? BRY
studied this question for the d = 1 case (the line do-
main), and prove that this is indeed possible [4]. Our
main technical result is a domain reduction theorem
for all d, by setting k = poly(d/cs). That is, we show
that if k = ©((d/es)7), then the expected distance to
monotonicity of f restricted to a random [k]¢ hyper-
grid is Q(ey).

For a precise statement, let us fix a function
f:[n]¢ — {0,1}. Construct d random (multi-)
sets T1,...,T4 C [n], each formed by taking k i.i.d.
uniform samples from [n]. Define T :=T; x --- x Ty
and let fr denote f restricted to T. (We treat
duplicate elements of a multi-set as being distinct
copies of that element, which are then treated as
immediate neighbors in the total order.)

THEOREM 1.3. (DOMAIN REDUCTION FOR [n]?)
Let f: [n]? — {0,1} be any function and let k € Z*
be a positive integer. If T = Ty X --- X Ty is a
randomly chosen sub-grid, where for each i € |[d],
T; is a (multi)-set formed by taking k i.i.d. samples
from the uniform distribution on [n], then

C-d

k1/7

where C' > 0 is a universal constant. In particular, if
7

k> (Qg—fd) , then Eq [ef.] > €4 /2.

Er [ng] > €f —

The construction in §8 shows that such a theorem is
impossible for k = o(v/d), and thus, domain reduction
requires k and d to be polynomially related. We leave
figuring out the best dependence on k£ and d as an
open question. For the d = 1 case, BRY give a much
better lower bound of e — 5y/e¢/k (Theorem 3.1
of [4]).

Given Theorem 1.3, one can sample a ran-
dom [k]¢ hypergrid denoted T and apply the
tester in [7] on fr. The final query complexity is
O(d5/6) - polylog k. Setting k = poly(d/e), one gets
a purely sublinear-in-d tester (see §7 for a formal
proof). An obvious question is whether the depen-
dence on d can be brought down to v/d as in the
hypercube case. If one could design a v/d - poly logn
query monotonicity tester for the domain [n]?, then
Theorem 1.3 can be used as a black box to achieve
an O(v/d) monotonicity tester. Note that because

the dependence of [7] is polylogk, and in light of
the fact that & = poly(d) is needed for domain
reduction to hold (Theorem8.1), any improvement
to Theorem 1.3 would only give a constant factor
improvement to the query complexity of the overall
tester.

Continuous Domains. The independence of n in
Theorem 1.3 suggests the possibility of a domain re-
duction result for Boolean functions defined over R,
We show that this is indeed true if f: R? — {0,1}
is measurable (formal definitions in §6) and defined
with respect to a (Lebesgue integrable) product dis-
tribution.

THEOREM 1.4. (DOMAIN REDUCTION FOR RY) Let
f: R — {0,1} be any measurable function and let
k € Z* be a positive integer. Let pu = H?Zl w; be a
(Lebesgue integrable) product distribution such that
the distance to monotonicity of f w.r.t. p isey. If
T =Ty x---x Ty is a randomly chosen hypergrid,
where for each i € [d], T; C R is formed by taking
k i.i.d. samples from p;, then Exlep] > ef — %,
where C' > 0 is a universal constant. In particular,

7
if k> (25—fd> , then Eq [ef.] > €4 /2.

The above theorem essentially reduces the con-
tinuous domain to a discrete hypergrid [k]? where k
is at most some polynomial of the dimension d. At
this point, our result from [7] implies Theorem 1.2; a
formal proof is given in §7.

The main ingredient in the proof of Theorem 1.4
is a discretization lemma (Lemma6.3). Using stan-
dard measure theory, one can show that for any mea-
surable Boolean function over R? and any § > 0,
there exists a large enough natural number N =
N(f,d) with the following property. The domain R?
can be divided into an N sized d-dimensional grid,
such that in at least a (1 — d)-fraction of grid boxes,
the function f has the same value. (In some sense,
this is what it means for f to be measurable.) Ignor-
ing the d-fraction of “mixed” boxes, the function f
can be thought of as a discrete function on [N]%.

The only guarantee on N is that it is finite; as it
depends on f, N could be extremely large compared
to d. This is where Theorem 1.3 shows its power. The
sampling parameter k is independent of N, and this
establishes Theorem 1.4. We give a detailed proof in
§6.2.

We remark here that given the discretization
lemma (Lemma6.3), one can also apply the tech-
niques of Dodis et al. [19] and BRY [4] to get an
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O(d/e)-query tester. However, as we mentioned be-
fore, we are unaware of an explicit study of mono-
tonicity testing over the continuous domain.

1.2 Related Work Monotonicity testing has been
extensively studied in the past two decades [20, 25,
19, 29, 23, 26, 1, 27, 2, 22, 34, 5, 10, 21, 8, 33, 6, 12,
13, 16, 4, 9, 15, 11, 28, 3, 17, 7].

We give a short summary of Boolean mono-
tonicity testing over the hypercube. The problem
was introduced by Goldreich et al. [25] (also re-
fer to Raskhodnikova’s thesis [32]), who describe an
O(d/e)-query tester. The first improvement over that
bound was the O(d”/8) tester due to Chakrabarty
and Seshadhri [13], achieved via a directed analogue
of Margulis’ isoperimetric theorem. Chen-Servedio-
Tan [16] improved the analysis to get an O(d°/°)
bound. A breakthrough result of Khot-Minzer-
Safra [28] gives an O(v/d) tester. All of these testers
are non-adaptive and one-sided. Fischer et al. [23]
prove a (nearly) matching lower bound of Q(v/d) for
this case. The first polynomial two-sided lower bound
was given in Chen-Servedio-Tan [16] and was subse-
quently improved to Q(d'/?7%) in Chen et al. [15].
The first polynomial lower bound of (d*/4) for adap-
tive testers was given in Belovs-Blais [3] and has
since been improved to ﬁ(dl/ 3) by Chen-Waingarten-
Xie [17].

For Boolean monotonicity testing over general
hypergrids, Dodis et al. [19] give a non-adaptive,
one-sided O((d/¢)log®(d/e))-query tester. This was
improved to O((d/e)log(d/e)) by Berman, Raskhod-
nikova and Yaroslavtsev [4]. This paper also proves
an Q(log(1/¢)) separation between adaptive and non-
adaptive monotonicity testers for f: [n]> — {0,1}
by demonstrating an O(1/¢) adaptive tester (for any
constant d), and an (log(1/¢)/e) lower bound for
non-adaptive monotonicity testers. Previous work by
the authors [7] gives a monotonicity tester with query
complexity 5(d5/ 6 log4/ 3 n) via directed isoperimetric
inequalities for augmented hypergrids.

1.3 Further Remarks Implication for Other
Notions of Distance: Berman, Raskhodnikova,
and Yaroslavtsev [4] introduce the notion of L,-
testing, where f: [n]® — [0,1] and the distance
between functions is measured in terms of L,-
norms [4]. They prove (Lemma 2.2 + Fact 1.1, [4])
that L,-monotonicity testing can be reduced to (non-
adaptive, one-sided) Boolean monotonicity testing.
Thus, Theorem 1.1 implies an L,-monotonicity tester

for functions f: [n]® — [0,1] which makes o(d)
queries. This improves upon Theorem 1.3 of [4].

We also believe our main theorem Theorem1.1
can be used to estimate the distance-to-monotonicity
for functions f: [n]¢ — {0,1} in time independent of
n. The works of [4, 31] also relate distance estimation
for Boolean functions and tolerant testing over L,-
distances, and our results should have implications
for this. Finally, generalizing L,-testing to the
continuous domain should be possible. We leave all
these interesting directions as future work.

Domain Reduction for Variance: Recent
works [13, 28, 7] have shown that certain isoperimet-
ric theorems for the undirected hypercube have di-
rected analogues where the variance is replaced by the
distance to monotonicity. Interestingly, for the case of
domain reduction, the variance and distance to mono-
tonicity behave differently. While domain reduction
for the distance to monotonicity requires k > Q(v/d)
(Theorem 8.1), we show that the expected variance
of a restriction of f to a random hypercube (k = 2)
is at least half the variance of f (see Theorem9.1).
This statement may be of independent interest. We
were unable to find a reference to such a statement
and provide a proof in §9.

2 Proving the Domain Reduction
Theorem 1.3: Overview

The theorem is a direct corollary of the following
lemma, applied to each dimension.

LEMMA 2.1. (DoMAIN REDUCTION LEMMA) Let

f:n] x (H?:g[niD — {0,1} be any function over
a rectangular hypergrid for some n,na,...,ng € Z+
and let k € Z*. Choose T to be a (multi-) set

formed by taking k i.i.d. samples from the uniform
distribution on [n] and let fr denote f restricted to

T x (sl

C > 0 is a universal constant.

Then Ep ey —eg,] < % where

This lemma is the heart of our results, and in this
section we give an overview of its proof. Let us
start with the simple case of d = 1 (the line).
Monotonicity testers for the line immediately imply
domain reduction for d = 1 [19, 4]. A u.a.r. sample
of 5(1/5f) points in [n] contains a monotonicity
violation with large probability (> 9/10, say), and
thus the restriction of f to this sample has distance
Q(ef). However, Q(ef) is weak for what we need
since, even if one could generalize this argument to
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the setting of Lemma 2.1, we would need to apply it d
times to get the full domain reduction (Theorem 1.3).
This would imply a final lower bound of ¢/ ce,
for some constant C', which has little value towards
proving a sublinear-in-d query tester.

Fortunately, quantitatively stronger domain re-
duction exists for the line. BRY ([4], Theorem 3.1)
proves that if one samples O(s?/e¢) points, then the
expected distance of the restricted function is at least
€¢(1 —1/s). Numerically speaking, this is encourag-
ing news, since we could try to set s = O(d) and
iterate this argument d times (over each dimension).
Of course, this result for the line alone is not enough
to deal with the structure of general hypergrids, but
forms a good sanity check.

Consider the general case of Lemma2.1. For

brevity, we let D := [n] X (H?:z [nz]) and Dy :=T X
(HLQ[WD denote the original and reduced domains,

respectively. Note that |Dr| = £|D|.

The standard handle on the distance to mono-
tonicity is the violation graph of f, arguably first
formalized by Fischer et al. [23]. The graph has
vertex set D and an edge (z,y) iff * < y and
f(z) =1, f(y) = 0. A theorem of [23] states that
any maximum cardinality matching M in the viola-
tion graph satisfies |M| = | D|. Fix such a matching
M. For a fixed sample T, we let M7 denote a max-
imum cardinality matching in the violation graph of
fr. To argue about €, we want to give a lower
bound on the expected size |Mr|. To do so, we give
a lower bound the expected number of endpoints of
M that can still be matched (simultaneously) in the
violation graph of fr.

We use the following standard notions of lines
and slices in D, with respect to the first dimension.
Refer to Fig. 1 and Fig. 2 for visual examples in two
dimensions. In these examples the rows represent
the lines while the columns represent the slices.
Below, for x € D, the vector x_; is used to denote

(IQ,JZ;;, e ,.T,‘d).

e (Lines in D) L = {Ez 1z € H?:z[”i]} where
l,:={zxeD:x_1 =z}
e (Slices in D) § := {S;:i € [n]} where S; =
{:L' eD:x = Z}
We partition M into a collection of “local”
matchings for each line:

e (Line Decomposition of M) For each ¢ € L:
MO = {(x,y) € M : z € (}.

We find a large matching in the violation graph
of fr by doing a line-by-line analysis. In particular,
for each line ¢ € L, we define the following matching
Mq(ﬂe) in the violation graph of fr.

e (The matching M:(pg)) For each ¢ € L, consider
the collection of all maximum cardinality viola-
tion matchings w.r.t. fr on the set of vertices
that (a) are matched by M), and (b) lie in some

slice S; where ¢ € T. We let Mr}@ denote any
such fixed matching.

We stress that Méqg) is not a subset of M), but

the endpoints of the pairs in M;(Fe) are a subset of
the endpoints of the pairs in M. Thus, by the
above definition, the union Mp = UEGLM;E) is a
valid matching in the violation graph of f7 since M ®)
and M) have disjoint endpoints for all £ # ¢/ € L.
We will lower bound the size of this matching, |Mr|,

by giving a lower bound on \M:g)\ for each line /.
Fix some ¢ € L. By definition, the lower-
endpoints of M® all lie on ¢, and thus are all
comparable. Let M@ = {(z1,y1),..., (@m,Ym)}
where 1 < -+ < x,, and observe that, for any
j€ml, z1,...,2; < Yj,...,Ym. Since the function
is Boolean, every = € {x;,...,z;} forms a violation
to monotonicity with every y € {y;,...,ymn}, and

therefore these vertices can be matched in M:(FZ), if
their 1-coordinates are sampled by T

Since all the z;’s lie on the same line ¢, their
1-coordinates are distinct. Suppose that the 1-
coordinates of all the y;’s were also distinct and
distinct from those of the z;’s too. Under this
assumption we can proceed with our analysis as if all
the x;’s and y;’s lie on ¢, and the analysis becomes
identical to the one-dimensional case. We could thus
apply Theorem 3.1 of [4] to each ¢ € L to prove
Lemma2.1. However, the assumption that the y;’s
have distinct 1-coordinates is far from the truth. As
we explain below, there are examples where all the
y;’s have the same 1-coordinate, thereby lying in
the same slice S, (for some a € [n]). In this case,
with probability (1 — k/n) we would have the size

of Mg) be 0 (if @ ¢ T'), implying that Ep [[M;Z)]}

could be as small as (k/n)? - |M©®|. Thus, if there
existed a function f such that a “collision of y’s 1-
coordinates” could not be avoided for a large number
of lines, then this would preclude such a line-by-
line approach to proving Lemma2.1. Unfortunately,
there are examples of violation matchings where this
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happens. Consider Example 1, and the left part of
Fig. 2, shown at the end of this section. For the lowest
line, all the corresponding 3’s in M have the same
1-coordinate.

Our main insight is that for any f, there always
exists a violation matching M where the problem
above does not arise too often. This motivates the key
definition of stacks; the stacks are what determine the
“shape” of a matching. Formally, for any ¢ € £ and
S € S, the (¢, 5)-stack is the set of pairs (z,y) € M,
where z € £ and y € S.

e (Stacks) M%) = {(z,y) € MY : y € S} =
{(z,y) e M :x €,y €S}

We call |[M“5)| the “size of the stack (¢,S)”.
To summarize the above discussion, small stacks are
good news while big stacks are bad news. This is
formalized in Lemma 2.3.

If there is a maximum cardinality matching M
in the violation graph of f such that all stacks have
size at most 1, then the one-dimensional domain re-
duction can be directly applied. Unfortunately, this
is not possible. We give an example in Fig.1 of a
function where stacks of size at least 2 are unavoid-
able. One reason for this difficulty may be that there
can be various maximum cardinality matchings in the
violation graph that have vastly different stack sizes
(shapes); again consider Example 1. Nevertheless, we
prove that there is a matching M such that for every
positive integer A, the total number of pairs belonging
to stacks of size at least A is at most |D|/poly()).

LEMMA 2.2. (STACK BOUND) There exists a mazi-

mum cardinality matching M in the violation graph
of f such that for every N\ € Z%‘, M satisfies

> £,8):|M&5) | >\ ’M(Z’S)’ < 2 -|D|.
(€,8):] | VA

The main creativity to prove this lemma lies in
the choice of M. Given a matching, we define the
vector A(M) that enumerates all the stack sizes in
non-decreasing order. We show that the maximum
cardinality matching M with the lexicographically
largest A(M) serves our purpose. That is, we choose
M that maximizes the minimum stack size, and
then subject to this maximizes the second minimum,

SInterestingly, we don’t know of a function where stacks of

size strictly larger than 2 can’t be avoided. In fact, we can
prove that for the grid (the d = 2 case) one can always find a
maximum cardinality violation matching M where |M (9| <
3 for all (¢, S). The proof is cumbersome and so we exclude it
since it is not relevant to our main result.

n/2 -1

n/2 -1

Figure 1: An example of a function f: [n] x[n—1] —
{0, 1} where stacks of size > 2 are unavoidable. Black
(white, resp.) circles represent vertices where f = 1
(f = 0, resp.). First observe that there exists a
perfect violation matching as follows: perfectly match
the two blocks of size (n — 1)(n/2 — 1) and then
perfectly match the bottom line of 1’s to the right-
most slice of 0’s. Thus, any maximum cardinality
violation matching, M, will match all of the (n — 1)
0’s in the right-most slice. There are only n/2 lines
containing 1’s and so by the pigeonhole principle M
contains at least n/2 — 1 pairs belonging to stacks of
size > 2.

and so on. It may seem counter-intuitive that we
want a matching with small stack sizes, and yet
our potential function maximize the minimum. The
intuitive explanation is that the sum of the stack sizes
is |M|, which is fixed, and so in a sense maximizing
the minimum also balances out the A(M) vector. The
proof uses a matching rewiring argument to show
that any large stack must be “adjacent” to many
moderate size stacks. If two stacks are appropriately
“aligned”, one could change the matching to move
points from one stack to the other. Large stacks
cannot be aligned with small stacks, since one could
rewire the matching to increase the potential. But
since the function is Boolean one can show that there
are many opportunities for rewiring the violation
matching. Thus, there isn’t enough “room” for many
large stacks. We then apply some technical charging
arguments to bound the total number of points in
large stacks. The full proof is given in §4.

With the stack bound in hand, we need to
generalize the one-dimensional argument of BRY
(Theorem 3.1 [4]) to account for bounded stack sizes.

Then, we bound |M:(FZ)\ for all ¢, and get the final
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lower bound on the distance €y,..

LEMMA 2.3. (LINE SAMPLING) Suppose that M is a
matching in the violation graph of f, such that for
some AN € ZT, M| < X forallt € L and S € S.
Then, for any £ € L,

k
Er [|M§f’|} > 2 MO - 3\Wknk.
mn

The proof is a fairly straightforward generaliza-
tion of the arguments in [4] for the A = 1 case. The
idea is to control the size of the maximum cardinal-
ity matching M#) by analyzing the discrepancy of a
random subsequence of a sequence of 1s and 0s. For
the sake of simplicity, we give a proof that achieves
a weaker dependence on e¢ than in [4]. Our proof
of Lemma 2.3 is given in §5. We note that BRY give
a stronger lower bound (without the vIn k) and also
bound the variance for the A = 1 case. A more careful
generalization of BRY which removes the v/In k would
yield an improved loss of C'/k/6 instead of C//k'/7 in
Lemma 2.1, but we prefer to give the simpler C’/k:l/7
exposition for the purpose of ease of reading.

EXAMPLE 1. (A TwoO DIMENSIONAL EXAMPLE)
Consider the anti-majority function on two di-
mensions. More precisely, let f: [n]2 — {0,1} be
defined as f(z,y) = 1if x +y < n, and f(x,y) =0
otherwise. We describe two maximum cardinality
matchings with vastly different stack sizes. The first
matching R matches a point (z,y) with z +y < n
to the point (n —y + 1,n — z + 1). For an illus-
tration, see the left matching in Fig.2 for the case
n = 5. Observe that whenever z + y < n, we
have (n —y + 1)+ (n — 2z + 1) > n. The second
matching B matches a point (x,y) with z +y < n
to the point (z + y,n — x + 1). Again, observe that
(x+y)+ (n—2+1) > n. For an illustration, see
the right blue matching in Fig. 2 for the case n = 5.
Note that the stack sizes for the matching R are
large; in particular, they are n — 1,n —2,...,2,1 for
n — 1 stacks and 0 for the rest. On the other hand,
any stack in B is of size < 1.

3 Domain Reduction: Proof of Lemma 2.1

In this section, we use Lemma 2.2 and Lemma 2.3 to
prove Lemma2.1. Recall that D := [n] x (Hf:2 [nl]>

and Dp :=Tx (Hj:2[m]) denote the original and re-
duced domains, respectively. Note that |[Dr| = £|D|.

Figure 2: Accompanying illustration for Example 1
showing two different maximum cardinality violation
matchings for the anti-majority function f: [5]2 —
{0,1} which have very different stack sizes. Black
(white, resp.) circles represent vertices where f = 1
(f = 0, resp.) and connecting lines represent pairs
of the matching. Observe that for the left matching,
the bottom line and the right-most slice form a stack
of size 4 while the right matching has stack sizes all
<1.

Let M be the matching given by Lemma 2.2 and con-
sider A = [25k%/7|. Clearly, A € [25k%/7, 26k/7).
Thus, by Lemma2.2, we have

2,8 5 _ D]
‘U(E,S):IM<"'*S>\226I€2/7 M( )‘ < o D] = k177
Let

M:=M\ U MES

(£,8):| M&:9)|>26k2/7

denote the set of pairs in M which do not belong to
stacks larger than 26k2/7; we therefore have

e v |D|
(3.1) Z\M“)\Z\M!Z!M\—W-
lel

In this proof, our goal is to construct a matching
My in the violation graph of fr whose cardinality is
sufficiently large. We measure E¢ [|Mr|] by summing
over all lines in £ and applying Lemma2.3 to each.
Notice that M is a matching in the violation graph of
f which satisfies |M(“5)| < 26k2/7 for all £ € £ and
S € S. Thus by Lemma 2.3, for every £ € L,

Er [yM;“y} (MO| 3 (266Y7) - VEInk

Y
S>3

(3.2) > 2| MO| = 78k5/6

where we have used vInk < k'/3-2/7. Now, using
(3.1) and (3.2), we can calculate Ep[|[Mrp|]. We
use the fact that {M©},c, is a partition of M,
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apply linearity of expectation and use Lemma 2.3 to

measure ETHM{'E’K)H for each ¢. Also note that the
number of lines is |£| = |D|/n.

Er [|[Mr]] = E

ZE [|M“) }

tel

5] -

Lel

<7’z MO - 78k:5/6> (by (3.2))

Z |M<é>|> _ <78/~c5/6 . ‘D|>
n

lel

<M| kﬂ) _ (78k;5/6-§|> (by (3.1))

[D| _ 78|D|
’ (M kYT /6
(33)

3

k C-|D|
> 2. _
= n <M| k1/7
for a constant C' > 0, since k1/7 dominates kl/ﬁ (3.3)
gives the expected cardinality of our matching after
sampling. To recover the distance to monotonicity we
simply normalize by the size of the domain. Dividing

k M _C

by |Dr| = 51D}, we get Brles,] > o~ 57 =
Ef — 1 /7 This completes the proof of Lemma 2.1.

A%

g

Y

4 Stack Bound: Proof of Lemma 2.2

We are given a Boolean function f: D — {0, 1} where
D = [n] x (HLQ[”%]) is a rectangular hypergrid for
some n,ng,...,ng € Z*. Lemma?2.2 asserts there

is a maximum cardinality matching M such that
Z(Z,S)JM(@,S)E,\ |ME)| < 5 -|D] for all A € ZT.

Given a matching M, we consider the vector
(or technically, the list) A(M) indexed by stacks
(¢,8) with Ags := |[M®9)]|, and list these in non-
decreasing order. Consider the maximum cardinality
matching M in the violation graph of f which has
the lexicographically largest A(M). That is, the
minimum entry of A(M) is maximized, and subject
to that the second-minimum is maximized and so on.
We fix this matching M and claim that it satisfies
Y5y ez [MED] < 5 - ID| for all X € Z7.
Note that the inequality is trivial for A < 100, since
M itself is of size at most e¢|D| < Z|D|. Thus, in
what follows we prove that the inequality is true for
an arbitrary, fixed A > 100. We first introduce the
following notation.

e (Low Stacks) L := {(¢,S) : [M*9)| <X —2}.
e (High Stacks) H := {(£,8) : [M(“5)| > A},

Let V(H) denote the set of vertices matched by
Uie.syen M©3)_ Let B (for blue) be the set of points
in V(H) with function value 0, and R (for red) be
the set of points in V(H) with function value 1. M
induces a perfect matching between B and R, and we
wish to prove |B| = |R| < 5 -|D|. Indeed, define &

to be such that |B| = §|D|. In the remainder of the

: 5
proof, we will show that § < %

We make a simple observation that for any fixed
line ¢, there cannot be too many non-low stacks (¢, S).

CrLAM 4.1. For any line £, the number of non-low
stacks ¢ participates in is at most x5

Proof. Fix any line ¢ and consider the set
Us.e.9)¢r {z1:3(z,y) € MES}. That is, the set
of 1-coordinates that are used by some non-low stack
involving ¢. The size of this set can’t be bigger than
the length of ¢, which is n. Furthermore, each non-
low stack contributes at least A — 1 wunique entries
to this set. The uniqueness follows since the union
Us.e.9)¢1 M%5) is a matching. a

We show that if the number of blue points
|B| is large (> 5|D|/v/A), then we will find a line
participating in more than n/(A — 1) non-low stacks.
To do so, we need to “find” these non-low stacks. We
need some more notation to proceed. For a vertex
z, we let £, (S, resp.) denote the unique line (slice,
resp.) containing z. For each blue point y € B, we
define the following interval

Zy:={z€ly:z €x1,y1]} C ¥, where (x,y) € M.

Note that Z, is the interval of ¢, whose endpoints
are given by the projection of (z,y) onto £,. Armed
with this notation, we can find our non-low stacks.
Our next claim, which is the heart of the proof and
uses the potential function, shows that for every high
stack (¢,.5), we get a bunch of other “non-low” stacks
participating with the line ¢. Refer to Fig.3 for an
accompanying illustration of the proof.

CLAIM 4.2. Given y € B, let x == M~(y) and
suppose (£,S) € H is such that (xz,y) € M©®S)
(note that this stack, (¢,S), exists by definition of
B). Then, for any z € Z,N B, (¢,S.) ¢ L.

Proof. The claim is obviously true if z = y, since
this implies S, = S (since y € S) and (¢,5) € H by
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assumption. Therefore, we may assume z # y, and
we also assume, for contradiction’s sake, (¢,S,) € L.
Note that x € ¢ and by definition of Z,, we get
r<z=<Y.

Since z € B, it is matched to some w € R. Note
w < z < y. Furthermore, the stack (¢,,S,) € H
(by definition of B). Thus, note that if £, = ¢
(i.e., w € £), then we're done and so in what follows
we assume £, # (. By assumption of the claim,
(¢,S) € H. In particular, z,w,z,y € V(H). Now
consider the new matching N which deletes (x,y)
and (w, z) and adds (z, z) and (w,y). Note that the
cardinality remains the same, i.e. |[N| = |M]|.

We now show that A(N) is lexicographically
bigger than A(M). To see this, consider the stacks
whose sizes have changed from M to N. There
are four of them (since we swap two pairs), namely
the stacks (¢,5), (lw,S:), (¢, S,), and (£,S). For
brevity’s sake, let us denote their sizes in M as
A1, A2, Az, and A4, respectively. In N, their sizes
are Ay — 1, Ay — 1,A3 + 1, and Ay + 1. Note that
A3 < A — 2 and both Ay and Xy are > A. In
particular, the “new” size of stack (¢,S5,) is still
smaller than the “new” sizes of stacks (¢,5) and
(0w, S:). That is, the vector A(N), even without the
increase in A4, is lexicographically larger than A(M).
Since increasing the smallest coordinate (among some
coordinates) increases the lexicographic order, we get
a contradiction to the lexicographic maximality of
A(M). O

Figure 3: Accompanying illustration for the proof of
Claim 4.2. The black connecting arrows represent
the matching, M, while the dashed green arrows
represent the new matching, N. The bold orange
segment of ¢, is the interval Z,,.

The rest of the proof is a (slightly technical)
averaging argument to prove that |B| is small. We

introduce some more notation to carry this through.
For a blue point y € B, let 3, := IIlijfl denote the
fraction of blue points in Z,,. For a € (0,1), we say
that y € B is a-rich if 8, > a. A point z € R is
a-rich if its blue partner y € B (i.e. (x,y) € M) is
a-rich. We also call the pair (x,y) an a-rich pair.
For what follows, recall that ¢ € (0,1) is defined such
that |B| = ¢|D)|.

CLAIM 4.3. At least §|D|/2 of the points in B are
0 /4-rich.

Proof. Let B(P°) C B be the points with 3, < §/4.
We show |B(P°)| < §|D|/2 which proves the claim.
To see this, first observe B(P") C Uyeneon (Zy N B).

Now consider the minimal subset Br(npiﬁor) C B(poor)
SUCh that UyeBr(n;?:or) Iy == UyGB(poor) Iy. That iS,
given a collection of intervals, we are picking the
minimal subset covering the same points. Since these
are intervals, we get that no point is contained in
more than two intervals Z, among y € Br(npizor). In
particular, this implies

(4.4) o Ll<2-| U 1z

veBg veB
Therefore,
‘B(PW) <| U @nB|=| U @nB
yeB(poor) yeB'(“;?rt:or)
0
<Y gop<l ¥ o
veBm veBy
0 4]
<3 U z| < §-yD|.
veB
The first equality follows from the definition of Br(npiior)

(taking intersection with B), and the third (strict)
inequality follows from the fact that none of these
points are d/4-rich. The fourth inequality is (4.4).
This completes the proof. a

A corollary of Claim 4.3 is that there are at
least §|D|/2 red points which are §/4-rich. In par-
ticular, there must exist some line ¢ that contains
> 0n/2 red points in it which are §/4-rich. Let
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this line be ¢ and let Ry C ¢ be the set of rich
red points. Let By be their partners in M. Let
S ={S5e€8:32€ 5N (Uyep:Z,NB)} denote the
set of slices containing blue points from the collec-
tion of rich intervals, {Z, : y € B*}. By Claim 4.2,
we know that all these stacks are non-low, that is,
(¢,8) ¢ L for all S € S*. We now lower bound the
cardinality of this set.

Consider the set of blue points in our union of rich
intervals from BY, Uye ge Ly N B. There are precisely
n slices in total, and for a vertex z € D, S, is the
slice indexed by the 1-coordinate of z. Thus, we have
S8 = {z1 : 2 € Uyepe Ly N BY|. That is, |S*] is
exactly the number of unique 1-coordinates among
vertices in (J, ¢ ge Zy N B.

Since we care about the number of unique 1-
coordinates, we consider the “projections” of our sets
of interest onto dimension 1. For a set X C D, let
proj; (X) := {x1 : * € X} be the set of 1-coordinates
used by points in X. In particular, note that for
y € B, proj,(Z,) := [z1,y1] C [n], where x := M ~1(y)

and observe that |S*| = ‘U proj, (Z, N B)|. Now,

given that each interval from {Z,},c g is a 2-fraction

blue, the following claim says that at least a g—

fraction of the union of intervals consists of blue
points with unique 1-coordinates.

yEB*

CLAM 4.4. | Uyepe proji(Z, N B)| = S| Uyene
PrOJl(Iy)|'

Proof. As in the proof of Claim 4.2, let B, C B*
be a minimal cardinality subset of B! such that
UyeBr{ﬁn proj, (Z,) = UyeBé proj; (Z,). For any y € B,
Y

y belongs to at most two intervals from B ;.

U proii(z,nB)| = | |J prois(Z, N B)

yEB* yEBE

min

1 .
5 > Iproiy (7,1 B)|

v

v

| &
o
=
o

=
~
N
-

8y€Bern
) .
Zg U proj; (Zy)
yer{\in
) .
=21 U o)
yEB*

O

Now importantly, |proj,(R’)| = |R| > g “n
since the 1-coordinates of elements of R’ are distinct
(since R’ is contained on a single line). Moreover,
by definition of Z,, proj,(R") € U, ¢ g proj; (Z,) and

s0 |Uyene projl(Zy)‘ > |proj, (RY)| > & - n. Finally,
combining this with Claim 4.4, we get

8= | |J proii(z, N B)
yeB?

> 0 | | proj,(Z,)| > o

- — - n.

=3 proji{Ly)| = 16
y€EB*

Therefore, ¢ participates in at least % - M non-

low stacks. Thus, by Claim 4.1, S n < y*5 and so

16 1
h— Since A > 100, we conclude that § < i/\

VA1 VA
This concludes the proof of Lemma 2.2.

5 Line Sampling: Proof of Lemma 2.3

We recall the lemma for ease of reading. Given a line
(€ L, we have defined M) := {(z,y) € M : z € (}.
Given a stack S, we have defined M%) .= {(z,y) €
M® :y e S}. Given a multi-set T C [n], recall
Mp}e) is a maximum cardinality matching of violations
(z,y) such that (a) « and y are both matched by M),
and (b) z1 and y; both lie in T. Given A € Z* such
that [M©S)| < X for all £ € £ and S € S, the line
sampling lemma (Lemma 2.3) states

(55  Erp [|M¥>y} > g MO| - 33k In k.

We note that BRY (Theorem 3.1, [4]) prove a
stronger theorem for the A = 1 case (that gets an
additive error of ©(v/k)). Our proof follows a similar
approach.

Consider an arbitrary, fixed line ¢ € £. We use
the matching M to induce weights w (i), w™ (i)
on [n] as follows. Initially w™(i),w™(¢) = 0 for all
i € [n]. For each (v,y) € M® if z € S, then we
increase w(¢) by 1, and if y € S; then we increase
w(j) by 1.

CrLAmM 5.1. We make a few observations.

1. For anyi € [n], wt (i) < 1.
2. For anyi € [n], w™ (i) < A.
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8. For anyt € [n], 3" ., (w™(s) —w™(s)) <0.

Proof. The first observation follows since the lower
endpoints of M® all lie on ¢, and thus have distinct
1-coordinates. The second observation follows from
the assumption that |M&S)| < X for all (£,5) €
L x 8. The third observation follows by noting that
whenever w™(j) is increased for some j, we also
increase w (i) for some i < j. a

Define V* = {i : w™(i) > 0} and V— := {j :
w™(j) > 0}. Given a multiset T C [n], denote Vi :=
V*TNT and V=V~ NT. Also, define the bipartite
graph Gr = (Vi,Vy,Er) where (i,j) € Er iff
1 < j. A w-matching A in Gr is a subset of edges of
Er such that every vertex i € VI has at most w™ (i)
edges of A incident on it, and every vertex j € Vi
has at most w~(j) edges of A incident on it. Let
v(Gr) denote the size of the largest w-matching in
Gr.

LEMMA 5.1. For any multiset T C [n] and any w-
matching A C Ep in G, we have |M:(F£)| > |A]. In
particular, Er {|M¥)|} > Er [v(Gr)].

Proof. Consider any w-matching A C FEp. For any
vertex i € VT, there are at most w* (i) edges in A
incident on it. Each increase of w™ (i) is due to an
edge (z,y) € M® where z; = i. Thus, we can charge
each of these edges of A (arbitrarily, but uniquely)
to w' (i) different x € ¢. Similarly, for any vertex
j € Vg, there are at most w™ (j) edges in A incident
on it. Each increase of w™(j) is due to an edge
(z,y) € MY with y; = j. Thus, we can charge
each of these edges of A (arbitrarily, but uniquely) to
w™(j) different y € S;, the jth slice. Furthermore,
any z € £ with z; < j satisfies z < y. To summarize,
each (i,7) € A can be uniquely charged to an = € ¢
with 1 = ¢ and y € S; such that (a) (z,y) forms
a violation, (b) x,y were matched in M, and (c)
x1,y1 € T. Therefore, |M¥)\ > |A| since the LHS is
the maximum cardinality matching. g

LEMMA 5.2. For any T C [n], we have

_ (i) — (&) —

V(Gr) =Y w () —max 3 (w () —wh(s).
JeET seT:s<t

Proof. By Hall’s theorem, the maximum w-matching

in Gr is given by the total weight on the V.

side, that is, > ;. pw™(j), minus the total deficit
O(T) = maxge - (Dyes w0 (5) = Loery(s)w(s))

where for S C V., I'r(S) C VI is the neighborhood
of S in Gp. Consider such a maximizer S, and
let ¢ be the largest index present in S. Then note
that > cr, gy w'(s) is precisely >  p o, w'(s).
Furthermore note that adding any s < ¢ from V.
won’t increase |I'p(S)|. Thus, given that the largest
index present in S is ¢, we get that §(7") is precisely
the summation in the second term of the RHS. §(7")
is maximized by choosing the ¢t which maximizes the
summation. d

Next, we bound the expectation of the RHS
in Lemmab5.2. Recall that T := {s1,...,s,} is a
multiset where each s; is u.a.r. picked from [n]. For
the first term, we have

k n
Er Zw_(j) = ZZPI‘[& =jl-w™(j)

JET i=1 j=1

- k
5.6 N ()= Z MmO
(5.6) - jElw (4) - | M|

The second-last equality follows since s; is u.a.r.
in [n] and the last equality follows since >_;w™(j)
increases by exactly one for each edge in M. Next
we upper bound the expectation of the second term.
For a fixed t, define

k
Zii= 3 (w9 —wt(s) = Y X

se€T:s<t
where
o w(s) —wt(s;) ifs; <t
bt 0 otherwise

Note that the X;,’s are i.i.d. random variables
with X, ; € [—1, A\] with probability 1. Thus, apply-
ing Hoeffding’s inequality we get

(5.7)  Pr[Z, >E[Z]+d] <2exp <2_/<;C;22> .

Now we use Claim 5.1, part (3) to deduce that

k

E[Z] = Z E[X,]
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since Pr[s; = s] = 1/n. Therefore, the RHS of
(5.7) is an upper-bound on Pr[Z; > a]. In particular,
invoking a := 2Av'kIn k and applying a union bound,
we get

Pr [I}lz?( Zy > 2MWkl1n k]
€

—Pr [EIteT: Zt>2>\\/klnk]
Sk'€_21nk:1/k’

and since max;cr Z; is trivially upper-bounded by
Ak, this implies that

Er |max Z (w=(s) —wt(s))

teT seT:s<t
< \k-Pr [math > a] +a
teT
(5.8) <A+a<3\Wklnk.

Lemma2.3 follows from Lemmab5.1, Lemmab.2,
(5.6), and (5.8).

6 The Continuous Domain

We start with measure theory preliminaries. We refer
the reader to Nelson [30] and Stein-Shakarchi [35] for
more background. Given two reals a < b, we use (a, b)
to denote the open interval, and [a,b] to denote the
closed interval. Given d closed intervals [a;, b;] for 1 <
i < d, we call their Cartesian product J[;c4las, bi
a bor. Two intervals/boxes are almost disjoint if
their interiors are disjoint (they can intersect only
at their boundary). An almost partition of a set S is
a collection P of sets that are pairwise almost disjoint
and Upep P = S. A set U is open if for each point
x € U, there exists an € > 0 such that the sphere
centered at x of radius € is contained in U.

We let u = Hie[d] W; be an arbitrary product

measure over R?. That is, each p; is described by
a non-negative Lebesgue integrable function over R,
whose total integral is 1 (this is the pdf). Abusing
notation, we use p;([a;, b;]) = Pry,,;[a; < x < b to
denote the integral of p; over this interval. Indeed,
this is the probability measure of the interval. The
volume of a box B = [];¢(ylai, bi] is denoted u(B) =
[Ticiq #i(lai, bi]) = Prawy[z € B,

We use the definition of measurability of Chapter
1.1.3 of [35]. Technically, this is given with respect

to the standard notion of volume in R?. Chapter
6, Lemma 1.4 and Chapter 6.3.1 show that the
definition is valid for the notion of volume with
respect to u, as we’ve defined above. The exterior
measure iy of any set E is the infimum of the sum of
volumes of a collection of closed boxes that contain
E.

DEFINITION 6.1. Given a product measure p =
[L; i over R?, we say E C R? is Lebesque-measurable
with respect to p if for any € > 0, there exists an open
set U O E such that . (U\ E) < e. If this holds, then
the p-measure of E is defined as p(E) := u.(E).

Given a function f: R? — {0,1}, we will often
slightly abuse notation by letting f denote the set it
indicates, i.e. the set in R? where f evaluates to 1.
We say that f is a measurable function w.r.t. p if
this set is measurable w.r.t. u. Similarly, we use f to
denote the set where f evaluates to 0.

We are now ready to define the notion of dis-
tance between two functions. In §6.3, we prove that
all monotone Boolean functions are measurable (The-
orem6.4) with respect to p. Also, measurability is
closed under basic set operations and thus the follow-
ing notion of distance to monotonicity is well-defined.

DEFINITION 6.2. (DISTANCE TO MONOTONICITY)
Fiz a product measure pu on R?, We define
the distance between two measurable functions
f,g: R4 — {0,1} with respect to u, as

(6.9)
dist,(f,9) :==n({z €R: f(2) #9(2)}) = n(fAg).

The distance to monotonicity of f w.r.t. u is defined
as
(6.10) ey, = Inf dist,(f,g) = inf pn(fAg)

where M denotes the set of monotone Boolean func-
tions over RY.

We are now equipped to state the formal version
of Theorem 1.2, for testing Boolean functions over R?.

THEOREM 6.3. Let p = Hle Wi be a product mea-
sure for which we have the ability to take indepen-
dent samples from each p;. There is a randomized
algorithm which, given a parameter e > 0 and a mea-
surable function f: R% — {0,1} that can be queried
at any = € RY, makes O(d>%c=*/3) non-adaptive
queries to f, and (a) always accepts if f is monotone,
and (b) rejects with probability > 2/3 ifes,, > €.
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We give a formal proof of Theorem 6.3 in §7. The
proof requires some tools to discretize measurable
sets, which we provide in the next two sections.

6.1 Approximating measurable sets by grids
We first start with a lemma about probability mea-
sures over R.

LEMMA 6.1. Given any probability measure u over
R, and any N € N, there exists an almost partition
of R into N intervals Iy = {Zy,...,In} of equal u-
measure. That is, for each j € [N], Pry. [z € T;] =
%. Furthermore, for any k € N, Iyn is a refinement
Of IN.

Proof. 1 is a probability measure, and thus is de-
scribed by a non-negative Lebesgue-integrable func-
tion (it’s pdf). Chapter 2, Prop 1.12 (ii) of [35]
states that the Lebesgue integral is continuous and
thus it’s CDF, F(t) := p{z € R : =z < t}),
is continuous. Moreover F' is non-decreasing with
range [0,1]. Therefore, for every # € (0,1) there
is at least one t with F(t) = #. Thus, let’s de-
fine F~1(0) to be the supremum over all ¢ satisfying
F(t) = 0. Let F71(0) = —o0 and F~!(1) = +oo0.
The lemma is proved by the intervals Z; = [F~1((j —
1)/N),F~(j/N)] for j € {1,...,N}. The refine-
ment is evident by the fact that any interval in Iy
can be expressed as an almost partition of intervals
from Iy (for k € N). O

Thus, given a product distribution p = Hle i
and any N € N, we can apply the above lemma to
each of the d coordinates to obtain the set of Nd in-
tervals {IJ@ rield:je [N]} for which p; (Ij(,’)) =
1/N for every i € [d], j € [N]. We define

d
Gy = {HZS) 1z € [N]d}
i=1

and observe that (a) Gy is an almost partition of R?
and (b) Ggy is a refinement of Gy for any k£ € N.
(Since d is fixed, we will not carry the dependence
on d.) We informally refer to Gy as a grid. Since
Gy is an almost partition, we can define the function
boxy : RY — [N]? as follows. For z € R?, we define
boxy () to be the lexicographically least z € [N]¢
such that the box Hle I of G, contains z. (Note
that for all but a measure zero set, points in R¢ are
contained in a unique box of G y.)

In the following lemma, we show that any mea-
surable set can be approximated by a sufficiently fine

grid. In some sense, this is the definition of measur-
ability.

LEMMA 6.2. For any measurable set E and any o >
0, there exists N = N(E,«a) € N such that there is a
collection B C Gy satisfying p(E A Ugeg B) < a.

Proof. Chapter 1, Theorem 3.4 (iv) of [35] states
that for any measurable set E and any € > 0, there
exists a finite union [ J', B, of closed boxes such that
w(EAU™ | B,) < e. We invoke this theorem with
€ = a/2 to get the collection of boxes By, ..., By,.
Note that these boxes may intersect, and might not
form a grid. We build a grid by setting N = [2md/«]|
and considering Gy . The desired collection B C Gy
is the set of boxes in Gy contained in U:nzl B,.
Observe that

(e )

BeB
gu<EAGBT> +M<OBT\ U B)
r=1 r=1 BeB
(6.11) < a/2+ iﬂ (BT\ U B)
r=1 BeB

by subadditivity of measure. We complete the proof
by bounding (B, \|Jgeg B) for an arbitrary r € [m].

Let B, = Hle[ai,bi] denote an arbitrary box
from {Bj,..., By} and let 6; := u;([a;, b;]). Observe
that the interval [a;,b;] contains exactly |0;N| con-
tiguous intervals from the almost partition {Iy) 1j €
[N]} of R. Let I, denote the set of such intervals.
Thus, i (fai,bi] \ Uper, 1) < & — (L/N) ([6:N]) <
0;—(1/N)(6;N — 1) = 1/N. Thus, the total measure
of B, we discard is (B, \Upgeg B) < I1; 0i =11, (0 —
1/N). This quantity is maximized when the d;’s are
maximized; since §; < 1 (each y; is a probability mea-

sure), we get that u(B,\Upeg B) < 1—-(1-1/N)¢ <
d

N.
Finally, plugging this into (6.11), we get
W(EAUgeg B) < a/2+m - & < a, since N >

N
2md/a. 0

We are now ready to prove our main tool, the
discretization lemma.

LEMMA 6.3. (DISCRETIZATION LEMMA) Given
a measurable function f: RY  —  {0,1} and
0 > 0, there exists N := N(f,9) € N, and
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a function fdiscl . [N — {0,1}, such that
Proulf(z) # f4(boxy (2))] < 4.

Proof. By assumption, f and f are measurable sets.
By Lemma 6.2, there exists some N; and a collection
of boxes Z; C G, such that u(fAUpe,, B) <4/6.
(An analogous statement holds for f, with some Ny
and a collection Zj.) Since Lemma 6.2 also holds for
any refinement of the relevant grid, let us set N =
NoNi. Abusing notation, we have two collections
Zy,Z1 C Gy such that u(fAUpey, B) < /6 and
p(fA UBeZO B) <4/6.

For convenience, let us treat the boxes in ZogUZ
as open, so that all boxes in the collection are disjoint.
Define h: R? — {0,1} as follows:

ifxe UBEZ1\Z0 B
ifx e UBEZO\Z1 B .
if 2 € Upgzynz, B
Since f and f partition R?, u(Ugez,nz, B) and
1(Upgz,uz, B) are both at most u(fAUpez, B) +

u(fAUpez, B) < 9/3. Combining these bounds, we
have 1(Upg¢ z,az, B) < 26/3. Thus

1
h(z) =<0
0

dist,(f,h) = Pro,[f(z) # h(2)]

U Bnf

BeZy\Z,

<p| U BoF|+n
BeZq\Z,

+u U

B¢ZyAZ,

B| <6/6+6/6+25/3=5.

By construction, h is constant in (the interior of)
every grid box. Any z € [N]¢ indexes a (unique)
box in Gy (recall the map boxy: R — [N]9).
Formally, we can define a function fds: [N]¢ —
{0,1} so that Vo € R™, f9¢(boxy(z)) = h(z). Thus,
Pr,.[f(z) # fé(boxy(z))] = dist,(f,h) < .
d

6.2 Proof of Theorem1.4

Proof. Recall that T' =T} X --+ X Ty is a randomly
chosen hypergrid, where for each i € [d], T; C R is
formed by taking k i.i.d. samples from p;. We need
to show that

C'-d
k1/7

for some universal constant C’ > 0.

Er [8fT] > € —

Set § < k4. ]Sﬂ, where C' is the universal con-
stant in Theorem 1.3. Applying Lemma 6.3 to f with
this &, we know there exists N > 0 and fdsc: [N]¢ —
{0,1}, such that Pry.,[f(x) # f9(boxy (x))] < 6.
Given a random T sampled as described above,
define T := {boxx(z) € [N]? : x € T'}. Observe that
(a) T is a [k]? sub-hypergrid in [N]¢ which (b) can
be equivalently defined as T = fl X - X fd where
each T; is formed by taking k i.i.d. uniform samples
from [N]. This is by construction of the partition
{box, : z € [N]%} and by definition of boxy(z).
Theorem 1.3 and the observations above imply

C-d

(612) Ei‘w |:€f%isc:| Z €fdisc - W

where C' is some universal constant. Next, we relate
€ paise and €. Observe that there is a bijection between

T and IA’ (namely, boxy restricted to T). We say
fr= f%'sc if for all z € T, f(x) = f9¢(boxx (7)).
By a union bound over the k¢ samples,

Prr [fr # /35|
=Prr 3z € T: f(z) # [ (boxy(2))]

Cd__

d
<0k < L1/7

since each x € T has the same distribution as
z ~ p, and Pry.,[f(z) # f9¢(boxy(z))] < 6. Thus,
we get Er[ep.] > (1 - 0)E5 {af%asc]
the case fr # f,%isc, the difference in their distance to
monotonicity is at most 1. Substituting in (6.12), we

get
(6.13)

C-d 3C-d
Er [5fT] > (1—5/).<€fdisc — kl/?)_é/ > €fdisc—W

— ¢/, since in

by definition of ¢’.

Now, let g: [N]¢ — {0,1} be any monotone
function satisfying d(f9*,g) = ggasc.  Define the
monotone function f(z) = g(boxy(z)) for all z €
R?. Note that e; < dist(f,f) < Prpu[f(z) #
fA(boxy (x))] + dist (9=, g) < § 4 €fasc. This, in

4. Substituting

turn, implies € paisc > €y —0 > €5 —
in (6.13), we get

4C - d
Erles] 2 er— 3
which proves the theorem. d
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6.3 Measurability of Monotone Functions

THEOREM 6.4. Monotone functions f: RY — {0,1}
are measurable w.r.t. product measures p = Hle i -

Proof. The proof is by induction over the number of
dimensions, d. For d = 1, the set f is either [z, 00) or
(z,00) for some z € R, since f is a monotone function.
Any open or closed set is measurable.

Now for the induction. Choose any ¢ > 0.
We will construct an open set O such that p.(O \
f) < 8e. Consider the first dimension, and the
corresponding measure pp. We use p_j for the
(d—1)-dimensional product measure in the remaining
dimensions. (We use p_1 . for the (d—1)-dimensional
exterior measure.) As shown in Lemma6.1, there
is an almost partition of R into N = [1/&2] closed
intervals such that each interval has pi-measure at
most €2.  Let these intervals be I;, Iy, I3, ..., Ix.
We will consider the set of intervals I = {I; U
I, [bUIs,...,In_1 UIn} (let us treat these as open
intervals). Observe that UrcrI = R, and (1) < 2¢2
forall I € I.

For any = € R, let S, be the subset of f with
first coordinate z. We will treat S, as a subset of
R~ and use {x} x S, to denote the corresponding
subset of R?. By monotonicity, Vo < y, S, C S,.
By induction, each set S, is measurable in R~ and
thus there exists an open set O, C R%! such that
p—1,+(0g \ Sz) < e. Define the function h: R —
[0,1] such that h(z) is the measure of S, (in R4~1).
Crucially, h is monotone because f is monotone.

Call an interval (z,y) jumpy if h(y) > h(x) + ¢
and let J C I be the set of jumpy intervals in I. For
a non-jumpy interval I = (z,y) € I\ J, define Oy :=
I x O,. Note that Oy is open and by monotonicity,
Or 2U,e;({z} xS.)={z€f:zn €1}

The open set O := (U;e;J x R¥7H) U
(Urer,g O1) contains (the set) f. It remains to
bound

U on\r

Iel\J

1O\ f) < pua (U JxR‘“) + [y

JeJ
<Y m)+ Y w(Or\f)
Jed 1eng
(6.14)
<2271+ Y (0 1),
IeN\J

To handle the first term, note that there are
at least |J|/2 disjoint intervals in J and each such

interval represents a jump of at least € in the value
of h. Thus, |J|/2 < 1/e and so |J| < 2/e.

Now, consider I = (z,y) € I\ J. We have
Or = Ix0O,. By monotonicity O7\ f C Or\(IxS;) =
(I xOy)\(IxS;)=1x(0,\S). Since S, D S,
Oy \ Sy = (0Oy\ Sy) U (Sy \ Sz). By sub-additivity of
exterior measure, p—1 (O \ Sz) < p1—1,.(Oy \ Sy) +
p—1,+(Sy \ Sz). The former term is at most €, by the
choice of O,. Because [ is not jumpy, the latter term
is h(y) — h(xz) < e. Thus,

> w(Or\ )

Ien\J
< Z pa(I) - (p—1,4(Oy \ Sy) + p—1,4(Sy \ Sz))
Ien\J
<2 Z pr (1) < 4e.
Ien\J

All in all, we can upper bound the expression in
(6.14) by 2e2(2/¢) + 4¢ = 8e. o

7 The Monotonicity Tester

In this section we prove our main monotonicity
testing results, Theorem 1.1 and Theorem 1.2 (recall
the formal statement, Theorem6.3). We use the
following theorem of [7] on monotonicity testing for
Boolean functions over [n]<.

THEOREM 7.1. (THEOREM 1.1 OF [7]) There is a
randomized algorithm which, given a parameter € €
(0,1) and a function f: [n]* — {0,1}, makes O(d®/6-
log®/? d- (log n+log d)*/3-e=*/3) non-adaptive queries
to f and (a) always accepts if f is monotone, and (b)
rejects with probability > 2/3 if ey > ¢.

We refer to the tester of Theorem7.1 as the
grid-path-tester. Using this result along with
our domain reduction theorems Theorem 1.3 and
Theorem 1.4, we design testers for Boolean-valued
functions over [n]¢ and R (refer to Alg. 1). We
restrict our attention to the R? case and prove
Theorem 1.2 (that is, Theorem6.3); the proof of
Theorem 1.1 is analogous (and the corresponding
tester is analogous to Alg. 1). In what follows we
let C' denote the universal constant from Theorem 1.4
and we define L := [log(2/¢)].

REMARK 7.2. Our tester (Alg. 1) uses Levin’s work

investment strategy (see [24], Section 8.2.4) to opti-
mize the dependence on e. We remark that if one only

Copyright © 2020 by SIAM

1989 Unauthorized reproduction of this article is prohibited



Downloaded 06/30/20 to 65.96.123.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

cares about achieving a dependence of poly(1/¢), then
the following simpler tester suffices: invoke Step 4
and Step 5 (with €4 replaced by €/4) of Alg. 1 16/¢
times. By Markov’s inequality and the fact that
Erles] > /2, with high probability at least one of
the calls to Step 4 will yield a reduced hypergrid T
satisfying €. > /4. Step 5 will then reject the re-
striction fr, and thus reject f, with high probability.
This leads to an €~7/3 dependence on €, as opposed
to the e=*/3 achieved by Alg. 1.

Algorithm 1 Monotonicity Tester for f: R? —
{0,1}. Inputs: f and € € (0, 1).

1: for all ¢ € [L +1]:

2: set Qg := [322,3662} and g := 1/2°.

3: repeat (), times:

4: Sample T = T1><---><Td as in
Theorem 1.4 with k = (2C - 2)7.

5: if grid-path- tester(fT,sg, k) returns

REJECT, then return REJECT.
6: return ACCEPT.

Proof of Theorem 6.3: In Step 4 of Alg. 1 we
set k = (2C - g)7 and sample a hypergrid T =
Hle T;, where each T; is formed by k i.i.d. draws
from p;. By Theorem1.4, Erles.] > e — %.
Thus, if €4 > €, then Epes,.] > /2. By Claim 7.3
there exists ¢* € [L + 1] such that Pry [e4,. > gp+] >

82(27*)52 > 4/Qg+. Thus when ¢ is set to £* in Alg. 1
at least one of the @y« iterations of Step 4 returns
T satisfying €, > €4~ with probability > 1 — (1 —
4/Qp )% > 1— (1/e)* > 15/16. Thus, if e; > &,
then Alg. 1 rejects with probability > & g =5/8. On
the other hand, if f is monotone, then fT is always
monotone and so Alg. 1 accepts with probability 1.

We now analyze the query complexity.
Let q(e,n,d) denote the query complexity of
grid-path-tester with parameters €,n and d.
In particular, q(e,k,d) < O(d°/®c=%/3). Thus, the
query complexity of Alg. 1 is

L+1 L+1 3262 - d5/6
;QZ'Q(Sbkvd) = ; [%W -0 (W)
6 (o) 3 2.0 (29)
(=1

0 <d5/66—1) 130 <2L/3)
<0 <d5/6€—4/3)

| /\

where in the last step we used the fact that L =
©(log(1/e)). This concludes the proof of Theo-
rem 6.3.

Cram 7.3. If Exles,.] > €/2, then there exists £* €
[L + 1] such that Pr [eg. >27¢] > 8%2 CGLE

Proof. We have fol Pries. > t]dt = Eleg,] > /2
and so f61/4 Pr ey, > t]dt > /4. Thus,

1
<[ Prleg i
e/4

= M

L 1/2¢
< / Prles. > t]dt
—0 1/2[+1

L
1
S Z WPI‘ |:sz 2 1/26+1:|

L+1
(7.15) = Z —Pr e >1/2"].

For the sake of contradiction, assume
Prle;, >1/2] < 25 for all £ € [L+1]. Us
ing (7.15), we have

L+1 . L+1 1 R
0
=1 /=1
This is a contradiction. a

8 Lower Bound for Domain Reduction

In this section we prove the following lower bound
for the number of uniform samples needed for a do-
main reduction result to hold for distance to mono-
tonicity. Recall the domain reduction experiment for
the hypergrid: given f: [n]? — {0,1} and an integer
k € Z*, we choose T := T} x --- x Ty where each Tj
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is formed by taking k i.i.d. uniform draws from [n]
with replacement. We then consider the restriction

fr.

THEOREM 8.1. There exzists a function f: [n]? —
{0,1} with distance to monotonicity 5 = (1), for
which Erle ] < O(k%/d). In particular, k = Q(V/d)
samples in each dimension is necessary to preserve
distance to monotonicity.

8.1 Proof of Theorem 8.1 We define the func-
tion Centrist: [0,1]4 — {0,1}. The continuous do-
main is just a matter of convenience; any n that is a
multiple of d would suffice. It is easiest to think of d
individuals voting for an outcome, where the ith vote
x; is the “strength” of the vote. Based on their vote,
an individual is labeled as follows.

o z; €[0,1—2/d]: skeptic
e ;€ (1—2/d,1—1/d]: supporter
e z; € (1—1/d,1]: fanatic

Centrist(z) = 1 iff there exists some individual
who is a supporter. The non-monotonicity is created
by fanaticism. If a unique supporter increases her
vote to become a fanatic, the function value can
decrease.

CramM 8.2. The distance to monotonicity of Centrist
is Q(1).

Proof. 1t is convenient to talk in terms of probability
over the uniform distribution in [0,1]¢. Define the
following events, for i € [d].

e S;: The ¢th individual is a supporter, and all
others are skeptics.

e F;: The ith individual is a fanatic, and all others
are skeptics.

Observe that all these events are disjoint. Also,
Pr[S;] = Pr[F] = (1/d)(1 — 2/d)¢~1 = Q(1/d).
Note that Vax € S;, Centrist(z) = 1 and Vz € F;,
Centrist(z) = 0.

We construct a violation matching M: |J, S; —
U; Fi. For z € S;, M(z) = x + e;/d, where e;
is the unit vector in dimension i. For z € §;,
x; € (1—-2/d,1—1/d], so M(x); € (1 —1/d,1], and
M(x) € F;. M is a bijection between S; and F;, and
all the S;, F; sets are disjoint. Thus, M is a violation
matching. Since Pr[|J, S;| = Q(d - 1/d), the distance
to monotonicity is Q(1). a

LEMMA 8.1. Let k € ZT be any positive integer. If
T :=T) x--- x Ty is a randomly chosen hypergrid,
where for each i € [d], T; is a set formed by taking
k i.4.d. samples from the uniform distribution on
[0,1], then with probability > 1 — 4k?/d, Centristy
s a monotone function.

Proof. Each T; consists of k£ u.a.r. elements in [0, 1].
We can think of each as a sampling of the ith
individual’s vote. For a fixed 7, let us upper bound
the probability that T; contains strictly more than
one non-skeptic vote. This probability is

1—(1-2/d)* — k(1 —2/d)*"1(2/d)
=1-(1-2/d)* (1 —2/d+2k/d)

g1—<1—2(kd_1)> (1+2(Z_1)) < 4k*/d?

where we have used the bound (1 — z)" > 1 — zr,
for any = € [0,1] and » > 1. By the union bound
over all dimensions, with probability > 1 —4k?/d, all
T;’s contain at most one non-skeptic vote. Consider
Centristy, some = € T, and a dimension ¢ € [d]. If
the ¢th individual increases her vote (from x), there
are three possibilities.

e The vote does not change. Then the function
value does not change.

e The vote goes from a skeptic to a supporter.
The function value can possibly increase, but not
decrease.

e The vote goes from a skeptic to a fanatic. If
Centristp(z) = 1, there must exist some j # i
that is a supporter. Thus, the function value
remains 1 regardless of i’s vote.

In no case does the function value decrease. Thus,
Centristy is monotone. a

Theorem 8.1 follows from Claim &.2 and
Lemma&.1.

9 Domain Reduction for Variance

In this section, we prove that, given f: [n]¢ —

{0,1}, restricting f to a random hypercube (domain
reduction with k£ = 2) suffices to preserve the variance
of f. Recall that the variance is defined var(f) :=
E[f?]—E[f)?. In the proof, we will consider f: [n]? —
{~1,1} and so var(f) = 1 — E[f]> =1 — f(0)2.

THEOREM 9.1. Let f: [n]? — {0,1} be any function.
If T =Ty x--- x Ty is a randomly chosen sub-
hypercube, where for each i € [d], T; is a (multi)-set
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formed by taking 2 i.i.d. samples from the uniform
distribution on [n], then Ex|var(fr)] > var(f)/2.

Proof. We will interpret f as a Boolean function
with dlogn (Boolean) inputs, so f: {—1,1}4lsn —
{-1,1}. We will index the inputs in [dlogn], where
the interval I; := [(i — 1)logn + 1,ilogn| (the ith
block) corresponds to the ith input in the original rep-
resentation. Henceforth, ¢ will always index a block
(and thereby, an input in the original representation).
We use z; to denote the jth input bit.

Let us think of the restriction in Boolean terms.
Note that fr: {—1,1}¢ — {—1,1}, and we use y to
denote an input to the restriction. In Boolean terms,
T; picks two u.a.r. logn bit strings, and forces the
ith block of inputs, I;, to be one of these. The choice
between these is decided by y;. Let us think of T;
as follows. For every j € I;, it adds it to a set
R; with probability 1/2. All the inputs in R; will
be fixed, while the inputs in I; \ R; are alive (but
correlated by y;). Then, for every j € I;, it picks a
u.a.r. bit b;. (Call this string B;.) This is interpreted
as follows. For every j € R;, x; is fixed to b;. For
every j € I; \ R;, x; is set to y;b;. The randomness
of T; can therefore be represented as independently
choosing R; and B;.

Consider some non-empty S C I;. We have

[Tei= T & II bwe=v"""]0:

jeS JESNR; jES\R; JES

The expected value of the Fourier basis function is
(as expected) zero. Recall that S is non-empty and
SO

Er |By [[[ ]| =EBros |By [0 ] 0
jES JjES
b [ i 1T
j€eSs
(9.16) = 0.

If [S\ R;| is even, then [[,cgz; is independent of y.
2

Then, B, [Hjes xj} = 1. If |S\ Rj| is odd, then

[I;es ®; is linear in y; and E, [Hjes acj} = 0. Thus,

(9.17)

= PrRi [

Er, |E, ij S\ R;| is even] = 1/2.

JES

Let us write out the Fourier expansion of f:

= 3 FS) - xs)

SCldlogn]
= > f(S)H IT =
i€[d] x;€S8;

S=851U...USy
Vi,8;C1;

Let us write an expression for the square of the zeroth
Fourier coefficient of the restriction:

(9.18)

Er [fr(0? =Er [[ > F(9E,lxs(@)]

SCldlogn]

We stress that the choice of  inside the expectations
depend on y (or y’) in the manner described before
(9.16). Expanding the squared sum in (9.18) and
applying linearity of expectation, we get

Er

I
m | — |
N
=[]
=)
Wn
=
=
=«
=
2
&
o

+ (8) /(1) Er [Ey[xs(@)]Ey [xr(2)].

We will write S = S;, US;, ---US;,, where all S; s
are non-empty. We deal with the first term of (9.19),
using (9.17) as follows:

Er [Ey[xs@)’] =Er |By [[] T] =

<k jes;,
92

=1/2.

(9.20) =[[Er |E, | |] =

<k j€S;,

The cross terms will be zero, using calculations
analogous for (9.16) (which is not directly used). We
write S = Sy U --- U Sy, where some of these may
be empty. We deal with the second term of (9.19) as
follows:

Copyright © 2020 by SIAM
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Eq[Ey[xs(2)Ey [xr(z)]]

=Er B, | [] J] =B | 1] 1] =
i€ld] JES: i€[d] JET;
HER“B [ yl[ylS\Rl H } yz[sz\Rl Hb]]
1€[d] JES;K JET;
(9.21)

- T o i o0 o o [ TT )

i€(d) JES; ATy

There must exist some ¢ such that S;AT; # (.
For that i, Ep, [HjESiATi bj} = 0, and thus for S #

T, Er[Ey[xs(z)]Ey[xr(2)]] = 0. Finally, plugging
(9.20) and (9.21) into (9.19) yields

F0)2+3" F(S)

S#D
=1—var(f) +var(f)/2
=1 —var(f)/2.

Er | fr(0)°] < fi

Recall var(fr) = 1 — fr(#)2. Thus, we rearrange

to get Er|var(fr)] = Er [1 —E(@)Q} > var(f)/2.
a
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