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Abstract

We present two second order, structure-preserving numerical schemes for a newly derived
thermodynamically consistent, non-isothermal hydrodynamical phase field model for incom-
pressible binary viscous fluid flows. The schemes preserve the volume of each fluid phase, the
total energy and the positive entropy production rate. The entropy quadratization approach
is employed to devise the two semi-discrete numerical schemes in time, preserving both the
total energy and the positive entropy production rate. The first scheme is weakly nonlinear,
which is solved using iterative methods aided by fast Fourier algorithms. The second scheme
is linear, in which a time-dependent supplementary variable is added to preserve the positive
entropy production rate. The semi-discrete schemes are discretized in space by a finite dif-
ference method on staggered grids subsequently to yield two fully discrete schemes. Mesh
refinement is carried out to confirm the order of the schemes and several numerical examples
are provided to show hydrodynamic as well as thermal effects in resolving thermocapillary
convection near the fluid interface in the incompressible binary viscous fluid flow.
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1 Introduction

Multiphase fluid flows are abundant in nature as well as in industrial settings. One of the
useful methods of describing hydrodynamics of multi-phase fluid flows is the phase field
method, which has emerged as an important modeling and computational tool in recent
years [4,5,7,8,14,22,26,30,32,33]. The set of governing equations in phase field models for
multiphase fluid flows is often derived variationally from its free energy functional guided
by the generalized Onsager principle or equivalently the second law of thermodynamics
[28]. There are a large number of works available for isothermal multiphase fluid flows, in
which the most widely studied phase field model for binary fluid flows is the one for fluid
mixtures of two incompressible viscous fluids of identical densities [15,18]. For phase field
models, the energy quadratization (EQ) method and its variant scalar auxiliary variable (SAV)
method have simplified the development of energy stable schemes significantly and make
their development systematically [29,31,34].

In reality, non-isothermal settings are the norm in contrast to the idealization of the
isothermal environment. To describe a fluid system faithfully, nonisothermal model must
be employed. Recently, Guo and Lin presented a thermodynamically consistent phase-field
model for non-isothermal, two-phase incompressible viscous fluid flows using the second
law of thermodynamics [12]; Liu et al. proposed a general framework to derive transport
equations with heat flows through the energetic variational approach [20]. They also derived
a model describing the evolution of a nematic liquid crystal material subject to thermal
effects [9]. In addition, since Benard’s experimental study of convective pattern in a thin
liquid layer heated from below, the type of “cellular” motion has been extensively studied
theoretically and experimentally [2,23,24,35]. In many engineering applications, people are
interested in understanding convective flow behavior in nonisothermal, multilayer/multiphase
fluid systems, which are associated with two well-known instabilities, the Rayleigh—Benard
instability and the Gibbs—Marangoni effect, both of which can lead to roll cell convection
in the fluid. The instabilities are also referred to as the Rayleigh—-Benard convection and the
Benard—Marangoni convection or the thermocapillary convection, respectively. Buoyancy
resulting from thermally induced density gradients under the influence of gravity leads to
the Rayleigh—Benard convection; while interfacial forces due to surface tension variations
produced by temperature or concentration gradients causes the Marangoni effect[25].

The characteristics of the thermocapillary convection in two-layer, liquid-liquid systems
are generally more complex due to the hydrodynamics and thermal interaction between fluid
motions in the two adjacent liquid layers. There are two typical modes of the thermocapillary
convection driven by surface tension: in one the external temperature difference is perpen-
dicular to the fluid interface and, in the other, the external temperature gradient is parallel
to the interface. For nonisothermal multiphase fluids, interfacial tension is affected by the
temperature gradient across the material’s interface. When the interface separating two fluids
is exposed to a temperature gradient, the variation of temperature-dependent surface tension
along with the fluid viscosity would induce shear stresses in the neighborhood of the fluid
interface, which then induces a motion of the fluids in the neighborhood of the interface.
This effect plays an important role in various industrial applications [12]. Likewise, under
the influence of gravity, buoyancy convection due to the lift force plays a leading role in
various industrial applications as well.

Given their prominent role in engineering applications, fluid convection under non-
isothermal conditions has been one of the central themes in fluid dynamics and heat transfer.
Liu and Valocchi put forward a phase-field-based hybrid model that combines the lattice
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Boltzmann method with the finite difference method to simulate immiscible thermocapil-
lary flows [19]. Liu and Roux [21] conducted a numerical study of flow characteristics of
thermocapillary convection in a system composed of two immiscible liquid layers subject
to a temperature gradient along their interfaces. In [12], Guo and Lin presented a thermody-
namically consistent phase-field model for nonisothermal two-phase flows; in another paper
[13], they used a phase field model to study Benard-Marangoni convection in a two-layer
fluid system and showed that the underlying energy dissipation law in the isothermal case
could be maintained. However, there have not been any references about structure-preserving
numerical methods for truly non-isothermal cases.

The numerical method that can preserve some physical/structural properties of the model is
called a structure-preserving numerical method [10]. In recent years, there has been a surge
in the development of numerical methods for continuous dynamical systems to preserve
certain invariant quantities of the continuous systems. For instance, a series of works have
been published on energy stable methods to preserve the energy dissipation property or the
rate of energy dissipation for multiphase fluid flows. Gong et al. [11] introduced an energy
stable method for solving hydrodynamic phase field models of binary viscous fluids; Li
et al. [17] presented a numerical scheme that preserves the total energy and the entropy
production rate, termed the energy and entropy production rate preserving scheme, for a
general class of thermodynamically consistent phase field models for dendritic crystal growth
derived from the first and second law of thermodynamics. However, we have yet seen any
structure-preserving numerical algorithms developed for thermodynamically consistent non-
isothermal hydrodynamical models for multiphase fluid flows.

In this paper, we first extend the thermodynamically consistent phase field model for
an isothermal, incompressible binary material system to nonisothermal, incompressible
binary viscous fluid flows, taking into account the hydrodynamic effects and the thermal-
hydrodynamic coupling. This hydrodynamic model is new in that it allows one to employ
more accurate approximations for the internal energy as a function of the absolute temper-
ature and phase variable as well as the latent heat. Using the entropy quadratization (EQ)
approach coupled with a finite difference method on spatially staggered-grids, we propose
and analyze a pair of second order schemes for the nonisothermal hydrodynamic phase field
model consisting of the phase transport Cahn—Hilliard equation, Navier—Stokes equation
with the extra stress and energy conservation equation derived from a non-equilibrium ther-
modynamic framework. In these two schemes, we use different mechanisms to preserve the
positive entropy-production-rate and total energy at the discrete level.

The first structure-preserving scheme is weakly nonlinear in that the momentum balance
couples with the energy balance equation nonlinearly in the scheme. We refer to it as the EQ
scheme in this paper. In order to preserve the entropy-production-rate using the EQ approach,
we have to settle with a weakly nonlinear scheme. In its numerical implementation, we employ
iterative methods coupled with fast Fourier Transform algorithms to accelerate the computa-
tion [10]. The second structure-preserving scheme is linear known as the SVM scheme. This
scheme is devised based on the entropy-quadratization approach as well as a new supplemen-
tary variable method (SVM). The supplementary variable method is a new framework for
developing structure-preserving algorithms. The idea is to introduce a supplementary vari-
able to the thermodynamically consistent model to enforce the entropy-production-rate after
discretization. When this idea is coupled with the EQ strategy, the supplementary variable
at each time marching step can be represented as a root of a quadratic equation. Therefore,
the added computational cost is negligible. Theoretically, we show that the supplementary
variable is of O(Ar?) where At is the time step size, retaining the order of the schemes at
the second order. This is adequately confirmed in our numerical simulations.

@ Springer



50 Page4of43 Journal of Scientific Computing (2020) 83:50

Through conducting mesh refine tests on the two schemes, we confirm their rates of
convergence. Then, we simulate the thermocapillarity effect in a two-layer incompressible
viscous fluid system in an adiabatic (insulated) container, where the binary immiscible fluid
system is confined in a bounded domain and subjected to an initial temperature gradient
consistent with adiabatic boundary conditions.

The rest of the paper is organized as follows. In Sect. 2, we present the derivation of
the hydrodynamic phase field model for a nonisothermal incompressible binary viscous
fluid flows, and prove that the equation system is thermodynamically consistent. In Sect. 3,
we introduce some notations, lemmas and definitions of grid functions in two-dimensional
space. In Sect. 4, the entropy quadratization approach as well as the supplementary variable
method are employed to derive semi-discrete numerical schemes in time, and the spatial
discretization is carried out on the semi-discrete schemes using a finite difference method
on staggered grids subsequently to yield the fully discrete schemes. We then prove that the
fully discrete numerical schemes preserve both the energy balance, the volume of each fluid
phase and the positive entropy-production-rate. In Sect. 5, we present numerical convergence
tests to demonstrate the accuracy of the schemes and simulate thermocapillary convection
in a two-layer, incompressible, viscous fluid system to show the usefulness of the schemes
in resolving thermocapillary effect and retaining conservation of the fluid volume, energy
balance and the positive entropy-production-rate. Finally, a concluding remark is given in
Sect. 6.

2 Mathematical Formulation of the Nonisothermal Hydrodynamic
Model of Incompressible Binary Viscous Fluid Flows

We develop a thermodynamically consistent hydrodynamic phase field model for an incom-
pressible binary viscous fluid flows in the form of a Cahn—Hilliard equation coupled with
the Navier—Stokes equation as well as the energy conservation equation. We call it the non-
isothermal Cahn—Hilliard—Navier—Stokes equation system.

2.1 Conservation Laws

We assume that the binary fluid mixture is composed of two incompressible fluid components
A and B, with ¢ representing the volume fraction of component A, 1 — ¢ the volume fraction
of componentB. p; = p1¢, p2 = p2(1—¢) are their respective densities, where 61 and g are
the specific densities of the two fluid components, respectively. p = p1+02 = 19+ (1—¢)
is the mass density of the fluid mixture. We denote v the mass average velocity of the fluid
mixture, 7" the absolute temperature, e the internal energy per unit volume and s the entropy
per unit volume. In this paper, we consider the case where g1 = 0, i.e., the two constituents
are of equal mass densities. So, p = p; is a constant.
For a given material volume €2, the total entropy S of the system is given by

S(e, ¢, Vo) =/S;S(e,d),V(i))dX=/;Z[So(e,¢)+51(v¢)]dx, 2.1

where so(e, ¢) is the bulk part of the entropy and 51 (V¢) is the conformational entropy. From
mass conservation equation
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pr+V-(pv) =0, 2.2)
we deduce
V.-v=0. (2.3)
The momentum conservation law states that
pvi +pV - (vv) =V - (0, +2nD — pI) + b, 2.4)

where o, is the second order Ericksen stress tensor and o, is the term to be determined. I is the
identity matrix, p is the hydrostatic pressure, 1 is the viscosity of the fluid, D = % (Vv+VvT)
is the rate of strain tensor, b is the external force density per unit volume (for example the
gravity).

The energy conservation equation [3] is given by

(3|v|2 + e) V. [(3|v|2 + e) ] V.-[(0o+20D = pI)-V] =V -q+b-v, 2.5)
2 ' 2
where q is the heat flux. Taking the inner product of (2.4) with v, we obtain
(§|v|2) V. [(§|v|2> v] — (0, +21D) : VV 4+ V - [(00 + 24D — pI) -v] + v - b,
t
(2.6)

where I : Vv = V . v = 0 is used. This gives the transport equation for the kinetic energy.
Subtracting (2.6) from (2.5), the internal energy satisfies the following transport equation

er+V-(ev) = (0, +2nD): Vv—-V .q. 2.7
Meanwhile, the equation for the volume fraction is proposed as follows:

¢+ V-(pV) =, (2.8)

where j = —V - J is the term to be determined and J is the excessive diffusive flux.

2.2 Second Law of Thermodynamics and the Onsager Principle

; : : 8 _ 9 1
Next, we examine the entropy production rate of the system. Notice that 5> = % = 7,80
Vs 85V + o5 Vo + V- (2.9)
—Ve+ — .
de 3¢ 8V¢
Then
(vt Bvg) v Vs -V (2 ve
e+ — — (Vs =V .| — -V
de 8¢ Ve
as as
= : Vv — s — —Vq&
A Ve
as as
= :Vv—=V .| |[sI - —Vo¢ |- v|, (2.10)
8V¢ Ve

where incompressibility condition (2.3) is used. The rate of entropy production is calculated
as follows.

(e o) o ()
TR o et 5¢¢t X aQn. m@ a
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88 as 1 88
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R O O RS A0

where n is the unit outward normal vector. The bulk entropy production rate is given by

dSgen / 58 +20D - T s Vo |:Vv+q-V 1 +V8S J|d
= O, —_— 1 Vv . — X.
di 0| se 7 IV 1 56
(2.12)

—[ V. (pv) — V-J]dx+/ n-(a—s¢,>da
IR

The generalized Onsager principle states that this quantity must be nonnegative for non-
equilibrium processes. Therefore, we propose the following constitutive equations using the
Onsager linear response theory as follows:

88 as 1 5
J=MV—, =T—V D, (T, V , D,=D T, (2.13
50 oV ¢, q=Dc(T,¢) e 0(¢) (2.13)
where M > 0 is the mobility coefficientand Dy > 0 the thermal conductivity constant. So, we
deduce that the hydrodynamic phase-field model satisfies the second law of thermodynamics

with a positive bulk entropy production rate,

ngen
dt

1 5S|?
:/ 2n=D: D+—|VT| +M‘ dx > 0. (2.14)
Q ( 8¢ )
As the system respects the second law of thermodynamics, the phase-field model of non-
isothermal two-phase Navier—Stokes flows maintains thermodynamic consistency.
Then, we note that the boundary entropy production rate of the system is given by

os - 2y a _SyivoSly 2.15
/m“'[m@‘(s m“’) YT s %] e e

Since the boundary entropy flux is zero in an insulated system, a set of sufficient physical
boundary conditions are given as follows

Visa=0, 50 nlia=0.9 2 hia=0.n-q hia=0. 2.16)
Remark 2.1 Based on the Onsager principle, we can derive boundary conditions of the system
by budgeting the boundary entropy production rate. Boundary condition (2.16) is obtained by
setting sufficient conditions to annihilate the boundary entropy flux (2.15). Other type bound-
ary conditions associated to nonvanishing boundary entropy flux in different applications can
be derived as well, which is out of the scope of this study.
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Combining boundary condition (2.16) with Eq. (2.5), we obtain the rate of change in the
total energy

dE P
o= /Q [e, + §(|V|2)z] dx = /Qb~vdx. (2.17)

Note that if b=0, ‘fl—f = 0, namely, the total energy of the system is conserved absent of any
external forces. We define the volume of fluid A in domain 2 as

vz/ pdx. (2.18)
Q

Then, volume is guaranteed by

dv 58
Z=/;2q>tdx=—/;2|:V~MV%+V~(¢V)]dx=O. (2.19)

In summary, the governing system of equations in the hydrodynamic phase field model is
consisted of the following equations
¢+ V- (¢V) = -V -MVZ,
V.v=0,
pv: + pV - (vw) =V - (0. + 2nD — pI) + b,
er+V-(ev) = (0, +2nD): Vv—-V .q.

(2.20)

If the boundary is insulated (adiabatic), the physical boundary conditions are given by
(2.16). We note that M, n are functions of (¢, T') while q is a function of (7', ¢, VT, V).
In this paper, we assume that M > 0 is a constant and n = n{(T)¢ + n2(T)(1 — ¢), where
viscosity coefficients 11 (7T"), n2(T) have the same property and given by Velzen et al. [27]

m2(T) = AgeBo/T, 2.21)

where Ag and By are constants.

2.3 Internal Energy and Bulk Entropy

In this model, the internal energy density is approximated by an interpolated internal energy
from fluid phase A (¢ = 1) to fluid phase B (¢ = 0) as follows:

e(T, ¢) = ep(T) + p(@)L(T) = ea(T) + (p(¢) — DL(T), (2.22)

where e4(T') and ep(T) are the classical internal energy density of phase A and phase B,
respectively, and L(T) = es(T) — ep(T) measures the difference known as the latent heat,
p(¢) is a monotonic interpolation function that satisfies p(0) = 0 and p(1) = 1. We assume
the internal energy in phase A is higher than that in phase B, so L(7T") > 0. We note that the
bulk Helmholtz free energy can be expressed as

f(T,¢) =e—Tsole, ). (2.23)
Since %%0 = %
a(f/T) e 1 de dso de e
= - - = 2.24
oT T2 + T oT de 0T T2 ( )

Equation (2.24) allows us to obtain the bulk Helmholtz free energy once the internal energy
is given as a function of (7', ¢).
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Form (2.24) and (2.22), we have

T
FT.$) =T [—fT D) e 4 F<¢>)]

v &
T
—7 [— [ AP — o) - Do+ F(¢>)], (2.25)
Ty &
where Q(T) = f gw %g)dé is monotonically increasing with respectto 7 and Q(Tys) = 0 at

acritical temperature Tyy. We choose F(¢) = y2¢>(1—¢)? and p(¢) = 30 (%5 - %4 + %3),
where y» measures the strength of the repulsive potential [17].

Following the usual practice, we assume e4(T) = ea(Ty) + Ca(T — Tyr), where Ty is
the transition temperature, and L(7T) = L is the latent heat, where C4 is the specific heat
of phase A and e4(Tyr), Ca, Ty, Lo are constants. Then, e is given explicitly by

e(T, ) =ea(Ty) + Ca(T — Tn) + (p(¢) — D)Lo. (2.26)

Equation (2.25) recast into

1 1
F(T.¢) = T[ea(Ty) — CaTu + (p(¢) — 1)Lo] <? _ E)

—TCu(nT —InTy) + TF (). 2.27)

The bulk entropy is then given by

1
50(T, ¢) = Ca + [ea(Ty) — CaTm + (p(¢) — l)Lo]ﬁ +Ca(InT —InTy) — F(9).
(2.28)
From (2.26), we obtain T in terms of e:
1
T = Grle—ealTu) = (p(@) = DLol + Tiy. (2.29)
It follows that
1
soe, ) = Ca + E[EA(TM) —CaTy + (p(@) — Lol + Ca(InT — InTy) — F(¢)
= Calnle —ea(Ty) — (p(¢) — Lo+ CaTy] — Ca(InCp +InTy) — F(¢h)
1
+Ca+ 7-leaTi) = CaTy + (p(@) = DLol. (2.30)

(2.30) recovers the classical relation
8§ 9so Ca 1

i = =—. (2.31)
de de e—ea(Ty) —(p(@) —DLo+CaTy T
The conformational entropy is given by
4!
51(V9) = = IVgI%, (2.32)

where ) measures the strength of the conformational entropy. The total entropy S of the
system takes the following form

S(e. ¢, V) = / [—%W«MZ + sole, @) dx. (2.33)
Q
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2.4 Non-dimensionalization

We use a characteristic length scale [y, time scale f¢, density scale pog and temperature scale
Ty to nondimensionalize the physical variables and parameters as follows:

~ -t ~ T v~ M
=0, F=>, =2, i=—, p=2 T=—) =2 m=2T
lo lo fo £0 Ty lo t0To
88 $3TosS . tdoe _ 1 tom _ p - b _  fle
— =, Og=—>5, N=—"7=—>F, pD=—>75, = €= —7,
8¢ pold 80" T pold Re  pol} pol3 polo pold
- t5ToDo Totyy - Totg %) ~ T()tg Cy ~ toAo
= T = ) = 7 Ca= > Ao=—>,
poly Polg poly poly poly
- Tym - tzeA ~ 12L0 - l‘2To ~ 12T0
= —, €A=072, 0=L2’ $§ =L2 i S=LSS. (2.34)
To poly poly poly poly

where Re denote the Reynolds number. After we drop the ~on the dimensionless variables
and the parameters, we have the dimensionless total entropy below

1
Ste.9.¥9) = [ tsote.9) +s1V)lix = [ [~2190P + so(e 0] dx. 239)
Q Q
and the dimensionless governing equations as follows
¢+ V- (¢v) = =V -MV3,
V.v=0,

pV: + pV - (vw) =V . (0, + 21D — pI) + b,
e+ V- (ev) = (0, +29D) : Vv — V- (DT?*V 1),

(2.36)

where n = é.

Next, we develop structure preserving numerical approximations to the governing system
of equations in a bounded domain. We present the results in 2-dimensional spatial domains.
The results apply to 3-dimensional domains as well.

3 Notation and Useful Lemmas

In this section, we introduce some notations, lemmas and definitions of grid functions in two-
dimensional space. Firstly, we denote the computational domain by 2 = [0, L,] x [0, L]
with Ly = hy x Ny, Ly = hy x Ny, where N, Ny are positive integers and h,, h, are mesh
sizes. We define the following sets for various grid points:
E, = [xl.+%|i —0, 1,...,NX],CX —(li=1,2,..., Ny},
Cy ={xili=0,1,..., Ny + 1},
Ey={yali=0 1 n)o =tili=1200 M),
Cy ={yjlj=0,1,..., Ny + 1},

where x; = (l — %) hy,y1 = (l — %) hy,l can take on integer or half-integer values. The
elements of E,, E are called edge-centered points, the elements of Cy, Cy, Cz, Cy are called
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cell-centered points and the two points belonging to C;z\C, are called ghost points. In this
paper, we chose h, = hy, = h for simplicity.

We define the following discrete function spaces
Cxxy ={¢:Cy x Cy g R}»C)Exy ={¢:Cz x Cy i R},Cxxy ={¢:Cy x C& — R},
Cixy ={¢p:Ci xC; > R}y efs, ={u:E, xCy > R}, ey ={u: Ex xC; > R},

XXy XXy
Erxy = (v : Cx xEyaR},egiy:{v:C,; x E5 — R}, vyxy = {f : Ex x E; —> R}.

The functions in Cx xy, Cixy, Cxx3j, Cixy are called cell centered discrete functions, the func-
tions in v, are called vertex centered discrete functions, the functions in &7 ¥ el 5 and
e ¥ &8s, y are called east-west and north-south edge centered discrete functions, respec-
tively.

3.1 Definitions of Operators

First, we assume ¢, v are cell centered functions, u, r are east-west edge centered functions,
v, w are north-south edge centered functions and f, g are vertex centered functions. Then,

- — - ew ew ns ns
®, ¥ € Cxxy UCixy UCxxsi UCixy, u, 1 € &5, Uells vow € 5 Uegs f18 € vixy.

Next, we denote the east-west-edge-to-center average and difference operators as ay, dy,
defined by

axu,-,j::% (“i+%,j +ui_%,j), dxui'j::i (ui_%,j —ui_%’j),
1 1
asti oy =y (hagsey o) dliguy=p (fpes = fiopiny).
3.1)

The north-south-edge-to-center average and difference operators are defined as ay, dy,

1 1
ayviji=5 (vi,j+% + ”i,j*%) ’ dyvi,j-=a (vi,j+% - vi,j*%) ’

1 1
antiag =g gt Hhiegmy) s i =g (Fapsey = fiagimy)-

(3.2)
The center-to-east-west-edge average and difference operators are defined as Ay, Dy,
1 1
Axdip ) ;=5 Gir1j + i j), Dx¢i+%,j1=E(¢i+1,j = ij)s
1
AVl jili =3 (Ui+l,j+% + vi,j+%) ’ vaiJr%,jJr%::E <Ui+1,j+% - vi,j+%) :
(3.3)

The center-to-north-south-edge average and difference operators are defined as Ay, Dy,

1 1
Ay¢,~,j+%1=§(¢i,j+1 + i), Dy¢i,j+%:=a(¢i,j+l —&i,j),

1 1
Avlip) j41 =75 (ui+%,j+1 + ui+%,j) ' D.Vui+%.j+%'za (“i+%,j+l B ui—&-%.j)‘
(3.4)
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3.2 Boundary Condition Treatments

We assume cell centered functions ¢, y satisfy Neumann boundary conditions and edge
centered functions u, v satisfy Dirichlet boundary conditions. Then, cell centered functions
¢ € Cxxy is said to satisfy homogeneous Neumann boundary conditions if and only if

$0,j = P1.js N, j=PN+1js T =12, Ny
i 0 =¢i1, ¢iN, =N+, 1=01,..., Ny +1 (3.5)

ew ns

The edge centered functions u € &7 5o U € £y, are said to satisfy homogeneous Dirichlet

boundary conditions if and only if

up =ty =0 j=L2.... Ny,

Ayui+%,%=A)’ui+%,N‘+l =0, i=0,1,2, , Ny,
vi,%:ley+%—0, i=1,2,..., Ny,

Awy i =Awy =0, =012 N, (3.6)

3.3 Inner Products and Norms

We denote the discrete Laplacian operator Ay, : Sfclﬁy U e)'z’sxy UCixy — &% YU eﬁ‘;y UCxxy,
defined as

Apu = Dy (dyu) + dy(Dyu), Apv = dy(Dyv) + Dy(dyv), Apg = dy (D) + dy(D_v(b),

3.7
and the discrete divergence operator defined as Vj- : 5% 5 U ey y — Cxxys
Vi -V =dyu+dyv; 3.8)
and the discrete gradient operator Vj, : Cixy —> 5%, U ey,
Ve = (Dx¢, Dy¢). (3.9)

In addition, we define the following discrete inner products

Ny N)'

@ V)ai=hehy Y > i i

i=1 j=1
Ny Ny

1
i, Plewi=(axer), Dz = Sy 3237 (g g7 + 163 7o)

i=1 j=1
Ny Ny

1
(v, whagi=(ay@w), D2 = Shahy Y 30 (v g0y iy + 0 1w, )
i=1 j=1

f, g)vc5:(ax(ay(fg)), D2, (Vio, Viyr):=[Dx¢, Dx¥lew + [Dy¢7 Dy‘ﬁ]ns- (3.10)

Then, their corresponding norms are given as follows
1 1 1 1
I#ll2:=(, )5, Nullew:=lu, uléw, llns:=[v,vlis, I fllve:=(f, Hie. (B.11)
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For ¢ € Cyxy UCixy UCyxj UCixy we define || Vo2 as

IV@I13:=I1DxplI2, + 1Dyl (3.12)

For the edge-centered velocity vector v. = (u,v),u € ¢
[vil2, IVVll2 as

ew ns
Txj V€ gy, We define

2. 2 2 2. 2 2 2 2
IVIa:=llulley + vl IVVIZ:=ldeuly + [IDyully. + [Dxvlly. + ldyvli,

1 1
IDI3:=ldvull3 + S 1Dyulli + SUDIG + (Dyu, Devdue + ldyvll3. (3.13)
where D = %(Vv—i- VvT). We also introduce discrete || - || oo norm, || - | norm (1 < p < c0)
as follows:
1
$lloc:=maxi,jlgi jl, llPllp=pI", 1)7. (3.14)

Now, we list some useful lemmas:

Lemma3.1 For ¢, ¢ € Cixj satisfying the discrete homogeneous Neumann boundary con-
dition, the following summation by parts formulas can be derived:

= (And, ¥)2 = (Vag, V). (3.15)
Lemma3.2 For ¢ € Cixy satisfying the discrete homogeneous Neumann boundary con-
dition, v. = (u,v),u € e%;,v € 8;”;y satisfying the homogeneous Dirichlet boundary

condition, the following summation by parts formulas can be derived:

[Ach, o = ($, axt)s, [Aye, vl = (b, ayv)a,
[Di, ey = —(¢, dxtt)s, [Dy, vl,, = —(¢, dyv)a. (3.16)

Lemma3.3 For f € vy« satisfying the discrete homogeneous Dirichlet boundary condition

ew ns o I .
andu € Eixir V€ Exyy the following formulas can be derived.:

[ayfa u]ew = (f, Ayu)vc’ [ax f, v, = (f, Axv)ye. 3.17)

Lemma3.4 Foru € &%, v € e , satisfying the discrete homogeneous Dirichlet boundary
condition and f € vyyy, the following formulas can be derived:

[dyfv M]ew =—(f, Dyu)vm [dy [, v]ys = —(f, DxV)ve- (3.18)

4 Structure-Preserving Numerical Approximations
The hydrodynamic model satisfies an energy dissipation law. We would like to develop

second order structure preserving schemes in time for the incompressible model to preserve
the entropy production rate. We proceed with the entropy quadratization (EQ) method.

4.1 Reformulation of the System of Equations Using EQ Methods

To use the EQ method to design the numerical scheme, we need to reformulate the model
equation. First, we introduce an auxiliary variable

g = =50 — 126> — 3 + Cu, .1
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where Cj is a positive constants large enough to ensure that g is real in physically accessible
range of the absolute temperature 7. So, the system entropy (2.35) is given by a quadratic
functional

S = / sdx = f <—ﬂ|v¢|2 P A R co) dx. 4.2)
Q o\ 2
From (2.30), we have
dg _%) =20
9 2/—s0 — 120? — y3¢2 + Co
L CaLop )
~ 1 P’ D+ mam-(-niorcamy @)~ 2n¢

- , 4.3)
2y/=s0 — 1292 — y3e2 + Co

qe =

and

_dq —50 —2pe B ﬁ[e—m(TM>—<lp(¢)—1>LU]+TM +2pse d
e T ot et G W w-nmd—metC @4
It follows that
88 1 1

0 - _. 4.5
se I T T e o) — (p@) — DLol + Ty T -

Then, we reformulate equations (2.36) into the following augmented system:

¢+ V- (¢v) = =V -MV(yiAd — 2qq¢ — 2y2¢),

V.v=0,

pve +pV - (W) =V.-(2nD) - Vp+ V.o, +Db, (4.6)
e, + V- (ev) = (0, +2nD) : Vv +2V - (D, V(qq. + y3e)),

41 = qpPr + qees.

where

9 9 y1VoVe
= g =L o =-TyVevp=_2"2
2(qqe + y3e)

“=%4 %7 e

1 2
D, = DyT? = Dy <FA[€ —ea(Ty) — (p(¢) — DLol + TM) ;

n= Aoe? — Aoe—ZBo(qqﬁJ/ze). 4.7

Next, we examine the entropy production rate of the reformulated system equations. Note
that
88

5S 1
= = 9AD —2qqs — 2, — = —2qq. —2y3e = —. 4.8
50 VIAG —2qq¢y — 2y2¢ Se 99e = 2y3¢ = (4.8)
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The entropy production rate is calculated as follows

ds 88
= f (as, 5+ )dx— / (V1 V$Ve: — 29q, — 2yaddn — Dyseer)dx
58
= /Q |:¢’r()’l AP —2v2¢) —2qq4 ( V. MV% -V. (¢V)) —2(99. + y3e)et] dx
2 2
:/[M‘vss +SS Vv+12nD Vv+ D, |V BS
Q de

[V( )25 1y )—]]d 5 b\ a
e o (o)

8S|? 8S 1 S |?
:/M‘V + Vv + 217D Vv+ D, |V—
Q Se
¢+ 55 I:Vv+ 8SV¢+6SV d / (SSD V(SS da
—e : Vv el -v|dx— n-
5¢ ¢ 90 de de
1 58S rSS 88 88
:/ 2n=D:D+ D, dx—/ n-(—D,V— )da. (4.9)
Q T Q. de de

Se
where the physical boundary conditions in (2.16) are applied. From the above result, we
obtain the positive entropy production rate of the reformulated system (4.6) as follows

ds 1
ﬂ:/ <2nD:D+De
Q T

+M‘

88

2

8
1 m|vs
se 3¢

2
dx > 0. 4.10
dt ) X= (4.10)

Note that the following identity is used

SS 88 as as

The result indicates that the EQ reformulated system retains thermodynamic consistency.
Next, we discuss the temporal discretization of the EQ reformulated system.

4.2 Temporal Discretization

We discretize the EQ reformulated PDE system (4.6) using the Crank—Nicolson method with
some terms extrapolated in time. We adopt the following notations

.n+l_i_n+l_.n f""‘%_l A _ =1
() = () OD. O 5 =700"=0"7. (4.12)

A second order nonlinear implicit semi-discrete scheme is given below.
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Scheme 1 (EQ Scheme)
- 1
bi¢" 4V (§HvHE) = -V .MV (m ATHE —2q" Gy — 2yz¢"+%) ,

1
V.-Vt =0,

1
P8VTE 4 oV (‘—,n+%vn+%) —Vv. <2nn+%Dn+%) VPt V.ol s,

1 | | 1 1 | 1 1
8[€n+§ _|__ V . E’H“QVYH“Q — O.en+2 : Vvﬂ+§ + 2ni’l+§DI’l+§ : an“rj

_ 1 1
1oV . |:DZ+2V <qn+%q:+z + )/36"+%):| i

1 1
5" =Gy 84"+ TsemtE,

(4.13)
where
1 1
UenJr% _ nVe"tave'ta
; ,
2 <q”+%éf+7 + y3e"+%>
_n+l 1 _ 1 - 1 2
D" =Dy (C—A 5 —eacti) = (p (#"47) = 1) Lo | + TM) ,
1
1 (@)"J'f *ZBO(IIH%@TZ#L)GEH%)
n""’? = Age\ T = Ape (4.14)

The physical boundary conditions are discretized as follows

n n

d §S
V"laQZO,mﬁ IaQZO,n'V% lhie=0,n-V¢"=0,n-q" jo=0(n=0,1,---, N).

(4.15)

Next, we prove that Scheme 1 not only preserves the total energy and volume, but also
preserves the positive entropy production rate. We denote

1
88"t2 3
55 SVARTE 2T oyt
1
sS"ts ! NG
2 = g tig " S et = (o . (4.16)
Se T
Theorem 4.1 1. Under boundary conditions (4.15), Scheme 1 preserves the total energy
balance
E"H g = / b I vtad, @.17)
Q
where
E" :/ e+ S v 2] ax. 4.18)
Q 2
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Ifb”"'% =0, E"t! = E" i.e., Scheme 1 preserves the total energy conservation.
2. Scheme 1 preserves the volume of fluid A:

vl =y, (4.19)
where
V= / ¢"dx. (4.20)
Q
3. Scheme 1 preserves the positive entropy production rate,
Sn+l —sn
T|gen
a2 ntd . ntd 2
=/ M(vETE) ot (L) Tt i 920
Q d¢ T e
dx > 0, 4.21)
where
§" = / [—1a" 2 = 721" = ysle" P = LV P + Cofax. @22)
Q

Proof Since V - v = 0, we have
1
V(W) v=(V-Vv+VV.V).v= E(V~Vv+\_f~Vv+VV~\7)~v
1 2
= SIV- (VP9 (4.23)
Taking the inner product of (4.13-3) with v+ , we obtain

yitl oy yntl 4y 0 | |
+V. [(7 Vit 2) yita
P A 2 IV

1

1
— vn+§ . |:V . <O’:+7 +2nn+%Dn+% _ pn+%1>
1 1
—_ <oe”+§ + 2n"+%D"+%> SVt 4V [(J*f N AR S ) La

—p”+%l> -v”+%] FbHE Ly (4.24)

Using the definition of E” and (4.13-4), we have

En+1 _ En B / en+1 —_ et P |Vn+1|2 _ |V"|2
= + = dx
At o At 2 At

I [Ty
B / b3 v, (4.25)
Q
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where boundary conditions v"|3 = 0 and n - q”+% lae= 0 are used. Then, Scheme 1

L 1
preserves the total energy conservation if b"*2=0.
By definition, we have

Vn+l _yn n+l _ 4n
=/' ¢ ¢ Jx
At Q At

1
= —/ V-MV (V1A¢"+% - 2q"+%qz+2 - 2V2¢”+%)
Q
V. (J;’l*%v"*%) dx =0, (4.26)

where boundary conditions v" |3 = 0 and n - V%n la = O are used.
From (4.13-1) and (4.13-4), we have

Sn+l —sn
At
n+l _ n n+l _ n
=/ |:_(qn+l+qn)q = q _y2(¢n+l+¢n)¢ " ¢
Q
n+l _ ,n v n+1 _ A\
— (et 4 en)” At : _%(W’nﬂ + V") ¢ At ’ ]dx

1 }'H'l
=/ —28,0" 3", 89" (nAgTE) - 20 (—V-Mvii 2)
Q

1
+2y2¢n+%v ) ((I‘)n+%vn+%) _ 28ten+%qn+%é:+§ _ 2y3e"+%8,e"+%i| dx

B nt1 n+1
:f 5,¢"+%§ T 2yttt <—V-MV§; g 5t¢”+£)
Q

n+l
292"V <$n+%vn+%) n 8t6n+%ij 2:| i
e

SS’H'% (SS'H_%
- / 5,222 T 4522 T ) ax (4.27)
Q 5¢ Se

1 1
Multiplying S, by g—;HZ WS by ‘;—f"h , adding them up and integrating them in
space, we have

ntt ntd
:/ —v.omy ST —V-((ISIH_%V'H'%) EER
Q 3¢ 3¢

1 1
1 _ 1 n+~ n+xs
(o2 pomtiprtd ) vty —v . (BTS2 v (et ) ) 25T |k
e n e Se 5o
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1\ 2 1 1\ 2
ssnta 185"F2 1 L _ptd [_88"T2
:/ M(lvZ +2nn+27 Dn+2 :VV"+2 +DZ+2 v
Q ) Se Se

Se € 7

1 1 1
1 n+» n+» 1 n+»
5 0 2 1 1 88"T2 _n+5 _8S"T2
—/ ne (s 2 Pygnts -v”+?da—/ no (20 PPV da
IQ Ve aQ de Se
1y 2 1
=~ +7
=/ M V§n+2 +2nn+% i ! an+% :Dn+%
Q 3¢ T

1 1
8§ty _ptl _sSnts
dx — /d o (86 DZ+2vg da, (4.28)

1 1
88" 2t} 1 +3 ds "*32 1 1
+ on 2wyt 4 (s 21 V"t ) vyt 2ax

—n+%

8S"+% 2
+D, vV—
de

1 . .
where we use I : Vv*T2 = 0 and assume there exists a function s, such that

1 55n+% _ 8Sw+% 9 n+%
Vit =22 Tygnti 422 Tveti 4 v [ Cvgrti). @29)
3¢ de Ve
The existence of s, is warranted by the solution of the Poisson equation subject to Neumann
boundary conditions. From the above result, we conclude that Scheme 1 preserves the positive
entropy production rate

Sn+1 —_sn
Al’ gen
n+t 2 n+i 1 n+l 2
=/ M LM 4ot 1 S prtd .Di 4 P2 V§ :
Q 5¢ T Se
dx > 0. (4.30)

4.3 Spatial Discretization
Here, we apply the finite difference on staggered-grids in space to semi-discrete Scheme 1

to arrive at a fully discrete (Scheme 2) and then show the fully discrete scheme preserves
energy, mass and the entropy production rate as well.
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Scheme 2 (Fully discrete EQ Scheme)
{51¢n+% +d, (Ax$n+%un+%> +dy <qu;n+%vn+%>

1 1 _nt+5 1
==V MV, (n1Ane"2 —24"2g,72 —2yz¢”+2>}|i,,~,i=1,2,...,Nx,j=1,2,...,Ny-
1 | 1 1
, (AXE"+7M"+7> +dy <A,,é"+7v"+7>
n+l n+l 2 n+l n+l n-o—l
=\-T 2)/1) dx | Ax¢ 2) dyu” "2 +dx (Axd’ 2>dy <Ay¢ 2
n+l n-‘-l n+l 2 ,H_l
(ayDyaxu 2 +axDyayv 2)—',—dy <Ay¢ 2) dyv™ "2
Vl+l 2 1 ntl n+l 2 41 2
+2n (dxu 2) +§<axDxayv 2 +ayDyaxu 2) +(dyv 2)

v D—n+%V 1 ’H_% . . .
—Vh | De w7 lijoi=12,...,Nx,j=1,2,...,Ny.

1
nty :q:ff

1+l 1
514 5,6t 1" 2a,en+z}|,,j,i=1,2,...,1\')c,j=1,2,...,Ny.

1 1
deu"t2 4 dyp" T :0}|,<,j,i =1,2,...,Ny,j=1,2,..., Ny.

4 |:5tu”+% + % (ﬁ”+%Dx <uxu"+%> + Ay <dx <u”+%ﬁ"+%>> @31
1 1 | '
o <AX5"+7D~"un+§> +dy <Ayu"+7 Axf;’“r?)

2)
1 1 1
st (7750 17 () )
1 1 1
+nn+7Ahun+§ +2Dx77n+7
1 1 1 1 n+l
Dy (axu”ﬂ) + Ay Dy t2 (Dyun+2 + Aydxv"+2> +b, 2 } |i+%,j’

i=1,2,... Ny —1,j=1,2,..., Ny.

1 1 1
=-Dyp"T2 4 [dxAx (—T”+7 Vl) (dm”*f

— SN—"

1 1 1 1 1
{p |:6,v"+7 + 5 (ax (Aya" T2 va’”f) +dy (Ay,z”mxv"*?

1 1 1 1
+1—}n+§ Dy (ayvn—o—i) + Ay <dy (vn+jl—}n+§>>)

2
1 1 1
— —Dyp’th + dyAy (—T"+7V1> <dy¢5n+j>

1 1 1
+dXAX (<_Tn+7yl) <dy¢”+z> <aXDxay¢n+j>>}
n+%

1 1 1 1 1 1 1
+" T2 A" 22Dy " T2 Dy <ayv”+7)+Ame”+7 (va’”f +Axdyu"+7)+b2 il
’ 2

i=1,2,...,Ny,j=12,..., Ny — 1,
where

Se nty 1

Tn+% _ — _
88 2" 3¢ + y3e" )
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1 _ntd 1
4l (ﬁ)“% —230<qn+2¢7: 2+V36”+2>
n+s T
n't2 = Aoe = A()e‘

(4.32)
The physical boundary conditions are discretized as follows
" D" DS Dt e, Dyt Dy Dyt e et 433)
u ., Dx¢-, x6¢’ x€ xxys U Lyd, )’8¢’ ye xxy:* '
Theorem 4.2 [. Under boundary conditions (4.33), Scheme 2 preserves the total energy
balance
1 1
Ept —Ej = [b’f+? u”*é] + [b?? v"ﬂ , (434)
ew ns
where
0
Ej = (" 2+ 2|V 13. (4.35)

Ifb"+% =0, EZH = E}, i.e.,, Scheme 2 conserves the total energy conservation.
2. Scheme 2 preserves the volume of fluid A:

Vit = v, (4.36)
where
Vil = (9", Da. (4.37)
3. Scheme 2 preserves the positive entropy production rate,
s - sy
At sen

1 n+% { N2 1 1 1\2
= (;) ,2nn+7 |:(dxun+7) + E (LZXD)(CZJ;U”J’_i +ayDyaxun+§>

1\ 2
+(d, "2 ])
(0" 2) ),
sSnts _ ssnth
+ MV, — ,Vi—
8¢ 8¢ 5

1

2 2

1 1 1
n+s n+s n+s n+s

Ne—1Ny—1 <T1 l,j_T[,j ) (Tt,j 1 _Ti,j

+Do Z Z atl il nrl aal >0, (4.38)
i=1 j=I T . 2T 2. T T 2
¢ J i,j i+1,j i,j i,j+1
where
Y1
Sy = —lla"I5 = »219" 13 = valle" I3 = T IVae" I3 + (Co, 2. (4.39)
Proof We denote
1
88"tz 1 1_n+d 1
o V1A' 2 — 2q"+2qg P =2y,
1
6SI1+% 1 1 n+s
T o gttt et = (~) (4.40)
Se T
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Noticing the fully discrete physical boundary conditions are given by conditions (3.5), (3.6),

we have
+1 1 1
S;: - S;Ll — _ qn+l + qn qn+ -q" -7 ¢n+l +¢" ¢n+ —¢"
At At s At 5

n+l _ n
- (e"“ +e, !) =2 ([peom+2. Dt ]
At ) 2 e

w

+ [D},¢n+% , Dy5t¢n+%j| )
ns

n+4 nty
Y S C R N P L I (4.41)
5o , Se )

Applying (4.31-1) and (4.31-2), we have

5Sn+% SSn—F% 85n+%
59", > =(Mv,22 " v, 22
Yo 5 3¢ 3¢ 5

B} B sSn+3
_ <dx (Ax¢n+%un+$) +dy (Ay¢n+%vn+%) > ) , (4.42)
2

and
<5len+£ , ((SSS’H'%)
¢ 2
1
N (<;)+2 ’ <—T”+% )’1) [dx (Am”%) dx (qu?”%) deu™ 2
1

1 - 1
+dy (Ax¢"+7> dy <Ay¢"+7) ayDyaxu™t2

- 1 1 1 - 1 1 1
+dy (Ax(p""'?) dy <A,¢"+7) axDyayv"t2 +d, <A,¢"+7) dy (Ay¢”+7> dyvn+7])
2
N2t L1\ 41 +1\? L1\
+ (;) 20" 2 (dxu" 2) + 3 (axDxayv” 2 +ayDanu" 2) + <dyv" 2)
2
1 1
1\"*t2 1 1 1 1 1\ §S"t+2
+ ((T) ,DOAhT"+2) - (dx <Axé”+7u"+7) +dy (Ayé""’? v”+7> — )
e
B 2

(4.43)

We calculate

n+l
(dx (qu;n+%u”+%) +d, (qu§"+%vn+%) , oS 2)
2

8¢
- (d“‘ (Axé“%u”%) +dy (Ayéll-‘r%vn—&-%) , ijn%)
2
B (ax (D™ 7umt3) - ay (Dy§" 30" 3), ;S;"H)
" (ax (Dxé”%”%%) +ay (Dyé'““%v”%) ’ ij”ﬂ)
2
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n+— n+3
- |:Ax8S D 4+ 4,20 szé”i,u"*i}

3¢ se
ew
ssnty PR -
+ [Ay Dy¢" "+ Ay— Dyt " (4.44)
8¢ se -

where the following equalities are used

dy(Axdu) = pdyu + a(Dypu), dy(Ay¢U) = (pdyv + ay(Dyd)U)’
dy(Aceu) = ediu + ay(Dyeu), dy(Ayev) =edyv+ay(Dyev), dyu+dyv=0,

S éS S S
(ax(Dx¢u) 5(]5) |:Ax8¢Dx¢v”:|ewa (ay(Dy¢v) (S(ﬁ) |: }5(]5 Dy¢, i|m7

88 88 88 88
ax(Dxeu),E 2: Angxe,u gw, ay(Dyev),g ) Ay 5o —Dye,v

ns

(4.45)
Meanwhile, under condition (4.29), we have
sSmtr i tas
xS:+2 = Ax % Dx¢n+% + Ax% Dxén+%
1 [ Dx (4 (409 7) i (A4:6"77) )
D 1 (48 (4007
1 5S11+1 5sn+1
DySZ+2 _ Ay% y¢11+2 +A & Dyén+%
n [y (4 (4,6"7%) 4, (4,072))
+Dxayar (di (4:9"2) dy (4,672)) . (4.46)
Then, we arrive at
sSnts sSn+s
|:A ‘5 D" + A, 5 Dxé"+%,u"+%}
ew
Sn+% _ 8Sn+%
|:A V59 D@+ A= Dyt vt
ns

= -V [(dx (Ax¢n+%> dy (Axé”"'%) ’ dxu’”_%)z
+ (d (4y0" %) dy (4,8"47)  dyu"2)
+ (dx (qu"s”%) dy (A ¢n+%) ’ayDyaxu”"'%)z

T P N T

where we use the equalities

[DySs, Ulew = — (8%, dxu)2, [Dys*v Vs = —(S«, dyv)Zs dyu + dyU =0
[Dyaxay(pa Ulew = _(¢7 ayDyax“)L [Dxayax¢» V]ps = _(¢7 axDXayU)Z- (448)
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From the above results, we obtain

ntl n+4
6t¢n+%s§ 2 + 5€n+2 E 2
3¢
2
sSnHy  senth 1
= (Mmv, 22 " v, 2
3¢ 3¢
1 1 n+§
ot oo (o }>2+<<T> )

With Neumann boundary conditions (2.16) n - q”'*'% # 0, we have

1

1 n+§ +l
(T) , DoART" T2
2
1

n+~ n+ n+
=1 j=1 T Tl T, °T j+21
Ny ntd ntd
+ 1 2 nti 1 2
+Doh 8y T:,flz ( ) — 8, Ty 2A<f
sz; 2i\r Ny.j 12J \ 1 L

+3 n+%
n+2 1 nTa n+2 1 2
5T, . 4.50
+ E ( T N2 <T)i,Ny 12 \7 ” (4.50)

Finally, we show that the fully discrete scheme 2 preserves the positive entropy production
rate

1
st — sy 1\""z2 2 2
= (7)ot (@) + 5w o Dyt

1 1
il 2 §n+§ §n+§
+ (a0 th) ])2+ (Mvh&i) Viss 2

2 1 N\ 2
n+x n+2 n+s n+s
N 10y~ <Ti+l,J Tij ) <Ti,j+1 —T;;

+Do Z Z n+2 n+2 + n+2 n+2
Tl JJ T1+1 J Tt J Tl j+1

4.51)

Computing the discrete inner product of (4.31-1) with constant function 1, and using (4.33)
n+1

.yprrl_yn . .
and Lemma 3.2, we obtain W = 0, i.e., Scheme 2 preserves the volume conservation.
Meanwhile, combining the discrete inner product of (4.31-2) with constant function 1, (4.31-

5) with constant function u"*3 and (4.31-6) with constant function V3 ,and applying (4.33)
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and Lemmas 3.2-3.4 to it, we get

n+l _ n n+l _ _n n+l _ ,n n+l _ .n
Ev =By _ ( e ,1> +£<[un+%,u} +[vn+%,u] )
At At o 2 At ew At ns

1 1
= [b’l”z , u"+%] + [b;”z, v”+%i| . (4.52)
ew ns

1 . .
Ifb"t2 =0, so E;H = E},i.e., Scheme 2 preserves the total energy conservation. O

4.4 Implementation of the Fully Discrete Scheme

In Scheme 2, there are nonlinear terms and variable coefficients in the resulting discrete
equation system. A linearization is needed for efficient solution procedures at each time
step. This is accomplished by adopting an iterative algorithm, in which a fast algorithm is
employed to speed up the computation of the equations. The iterative algorithm is given as
follows.

Scheme 3 (Implementation of the EQ scheme) Forn =0, 1,2,3,---, N, we do the fol-
lowing.

; n1¢=0 np LE=0 g L =0 L
1. Assign ¢"72 =¢", v'T2 =v" "2 = ¢" initially.

(k+1)
2. Apply a fast Fourier algorithm to solve ¢”+% from

At
2, T = AR
=E¢ +2MA, | q"q, =+ (4, (¢ 2 —¢)

1 1
+2MA), [c}? “q‘fz (emta® — e")j|

2
(* + My A7 — 2MV2Ah> g ralkth

- [dx (Axd;"+%u”+%(k)) +d, (Ay&”%u"*%(“)] (4.53)
and calculate
J 1 — 1Y =€ (4.54)
(a). Define
4"t = [qn +q;+% <¢n+%(k+l) _ ¢n> +qg+% (en-‘r%(k) _ en)] q;ﬂ%
§ e, (4.55)

(k+1) ®
(b). substitute ¢”+% , e”+% into continuity equation (4.31-4) and equations of the
velocity field (4.31-5) and (4.31-6), then use a fast Fourier algorithm coupled with
the Neumann boundary condition on p”+% to compute p”+%;

(c). substitute p”+% into the equation of the velocity field (4.31-5) and (4.31-6) to solve
| (k1) 1 (1)

for "tz and v"*2 , respectively,
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2p 1
E A n+5 (k+1)
(Az o h)

=71 |:dxAx (qq’”r% (dx¢n+%(k+l))2>

FdyA, (qqn-i- ( n+%(k+1)> (ayDyax(pn—i-%(k-&-l)))]
£ 22 D = O (@ Dy (O 4 A (dy (w0
+ay (A" 1Dy E0) dy (a1 0 4,577 ) |

n+f 1 n+l 1
+ <2Aoe_230qq 2 no) Ahu”+7(k) + 2Dy <2A()e_230qq 2) Dy (axu"+§(k))

n+l
+ A Dy <2A0e*230‘1‘1 2) (D W20 4 Ayd ot <’<>) +b”+2 (4.56)
and
20 |
- _ A n+’(k+1)
(At no h>

2
= |:dVAy <qqn+% (dy¢n+%(k+1)> )
ot (407 (40 2) (0200
+ %v" - Dyp"+% - g [(ﬁ”*%Dy (ayv’”r%(k)) + A, (dy (v”+%(k){)”+%>)
tay (AT D E0) 4y (A0 A7)
N <2A067230’”n+% _ 770) Ahv'”%(k) +2D, <2A0e*230qq"+%> D, (ayv"Jr%(k))
.l
+ Ay D, (2A0e*2304" “) (D20 + Adyu T30 4 xS (4.57)

where 79 is a user-supplied positive constant. Then, we calculate

n41%+D nt1® n+1%+D n+1®y
Hu —u HOO = e, ”v —v ||oo =€3. (4.58)
n+1 (k+1) +1(k+1) n+l(k+l) . .
4. Substitute ¢" 72 , vt into (4.31-4), then apply a fast Fourier
D)

algorithm to compute e”+2

2 1
Z oA n+ 5 (k+1)
(3 -02)-

2 1 | | ] 1
Ee — 90Ah6n+7(k) — [dx (Axén+§un+i(k+l)> +dy (Ayén+7v”+7(k+l)>]
+aqt |:dx (Ax¢n+%<k+1>>2 A"t HERD 4 g (Av¢n+%<k+1))2dyvn+%<k+1>

+d, (Ax¢n+%(k+l)) d, (Avqanr%(/vH)) (avDyaxunwL%(kJrl) 4 axDxavv”%("“))]

+ <2A0€7280q‘1n+%> |:<dxu"+%(k“)>2
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2
+% (aXDxayvn+%(k+l) +ayDyaxu"+%(k“))
2 _ 1
. (dyvn+;<k+1>) }7 [dx <Ax (Dgnh) D, (qqng))
gk 1
va, (a4, (557) oy (0 )) ] (4.59)

where 6 is a sufficiently small positive constant. Then we calculate

||en+1(k+l) _nH1® |, =ea (4.60)

o0

5. If
max (€, €3, €3,€4) < Tol, 4.61)
where Tol = 1 x 107!2 is used in our implementation. we set

¢n+] — ¢n+](k+1) un+1 — un+l(k+1) Un+1 — Un+1(k+1) en—H — en+](k+1)

’ ) )

(4.62)

If not, we set k = k + 1 and go back to step 2 to repeat the cycle.

Remark 4.1 We apply sine and cosine transforms as fast Fourier algorithms in the imple-
mentation to deal with Dirichlet boundary conditions and Neumann boundary conditions,
respectively.

4.5 A Decoupled Linear Structure-Preserving Numerical Algorithm Based on the
Supplementary Variable Method

Scheme 2 is an algorithm that preserves the volume of each fluid phase, the total energy
balance and the entropy-production rate. However, it’s weakly nonlinear. To circumvent
the issue of nonlinearity, we devise a decoupled, linear, second order, structure-preserving
numerical algorithms based on the supplementary variable method. The central idea here
is to introduce a supplementary variable to the hydrodynamical phase field model to make
the system, consisting of the transport equation of the phase variable, mass, momentum
and energy conservation equations, the entropy definition and the entropy-production-rate
equation, well-determined. The added degree of freedom in the supplementary variable allows
one to enforce the positive entropy production property when the system is discretized. This
method extends the idea of a Lagrange multiplier method in the recent paper by Cheng, Liu
and Shen [6] for designing unconditionally energy stable schemes for gradient flows. We
name the new scheme so derived the supplementary variable scheme (SVM). For simplicity,
we only present its semi-discrete version in time here. The spatial discretization using the
finite difference method on staggered grid is identical to what we alluded to in Scheme 3 and
is omitted.

Scheme4 (SVM Scheme) We use a first order scheme to compute d)l, el ql. Having
obtained ¢", ", ¢", we compute ¢" 11, "t ¢"*! using the following.
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1
08, vi+s +oV- (n+2vn+2)=V.(zﬁn+%Dn+§)_vpn+%+V.G€’1+§+bn+%’
V.vits =0,

5,0 4 V. @”+%vn+%) _
==V MY (a9 4 (=270 2t

Fa (=2~ 2,
3z€"+7 —|—V (7n+§vn+§) _Ue+% :an+%+2ﬁn+%Dn+% vyits
2V - [De 2V( g, 2+y3e"+%)]+2a(z"+1/2)v [D "+2V( "t1g, 2+y3e"+z)]
Stqn+§:% 281¢n+§+qe+%8t6n+%7

(4.63)

S(¢n+l ’gn+l ,qn+])7S(¢n,en,qn)
At

8Sn+% 2 n+ n+ 6Sn+%
=/ [M(V 55 ) +2i"1 (4) Pprtt D" 3 + D] 2|VT|2]dx.

where
1 7n+1 —n 1 By n+% n+ n+1
o' = —Uve Zw Lt = Aoe(?> = AoeszO( b e 2),
2(q"+7q 2+V3€"+7) 2 (4.64)
B = Do (& [e+t — eatn) — (p(374) — 1)Lo] + T

S(¢".e".q") = fQ [—1g" > = 121" > = y3le" | = ZIV"|* + Co] dx.

Remark 4.2 Supplementary variable a(¢" /%) can also be viewed as a perturbation variable
since when «(f) = 0, the modifed/perturbed PDE system reduces to the original one. In
the implementation, the governing equation for «(#"+1/2) is quadratic since S(¢, e, ) is
quadratic. So, o (£"11/?) is solved analytically. The numerical cost for this step is negligible.
Eq.(4.63-6) indicates that the scheme automatically preserves the positive entropy production
rate.

Theorem 4.3 [. Under boundary conditions (4.15), Scheme 4 preserves the total energy
balance:

1

EM _En = f b3 Lyt gx, (4.65)
Q
where
n __ n B n2
E _fg[e + Zvl ]dx. (4.66)

Ifb”Jr% =0, E"t = E", i.e., Scheme 4 conserves the total energy.
2. Scheme 4 preserves the volume of fluid A:

yrtl =y, (4.67)

where

" :/ ¢"dx. (4.68)
Q
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Since the proof of this Theorem is similar to that in Theorem 4.1, we omit the details.

Although this scheme seems to be nonlinear, it in fact decouples the energy balance
equation from the rest of the equations in the system. It is therefore a linear scheme. We
detail its implementation as follows.

Scheme 5 (Implementation of the SVM scheme) Having obtained ¢", ¢, ¢", we compute

¢ et gt as follows.

e Firstly, we solve v *! from (4.63-1);
e Secondly, from the equation for ¢”*!, we obtain

1 1 1
Q" =q" 5 (e — gty + Sa (e =), (4.69)

Substituting Eq. (4.69) into (4.63), we arrive at a linear system for (¢!, ¢"+1).
We decompose (¢"T!, ") into

¢n+l ¢n+l + a¢§+17 en+1 n+1 + aen-H (4.70)
where (qb"+1 ”H) is the solution of
L (¢n+1 o)+ V- <$n+%vn+%>
V.MV <V1A¢' 0" (‘2‘1?+%‘?Z+% _ 2y2¢7+'2+¢>”>>’

Lt —en) +v. (En+§Vn+%> 4.71)

At

1
_ n+2 an+2+2nn+2Dn+2 an+§

n+1
42V - |: +2V <q11+26n+2 +)/ +e >] i

. n+i :
with qil — q + 2 ¢ 2 (¢n+l ¢n) + 2% ( n+l _ n) and (¢n+l, n+1 , q§+]) is
the solution of

+}

n+l1 n+1
At¢f’l+] - _V. MV(]/]A¢2 + ( 2qn+2é¢+2 _ 2y2¢22 )

+ (—26”%@;*7 - 2yz¢'>"+%) )

1 n+1 n-&-2 n+d _nvl e;+1 4.72)
Ar¢ =2V Vg, "4 +¥
gl 1
+2v- [DZ+2V (q"”%éf“ + y3é”+%>] ,
1
Withq;H_2 _é ;+2¢n+1 +% ;"*‘2 g—»—l
e Thirdly, we solve for a(t"*!/2) from its governing equation. We define
+1 on+l o+l
EPR(¢"+1 ol L]n_H) _ S(¢" et gn ) _ S((]ﬁ", e, qn)
o At
5Sn+% 2 wa! n+i | L gl SS"+% ,
:/ M|V [+27"F2 (= 1 SRS ) ) YAl v dx
Q ) T S
(4.73)
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and

58S 58S S SS
e @"P’ Vo | o) - e ¢ Vo ) (o), dx
. §S 68 SS SS d
= (Se 8 ¢, Vo |( n+1 7+1 qTH—l) : 5 ¢ V¢ |( n+1 g+1 q;-H) X
/ (q?+lq£t+l + y2¢n+l¢n+l + )/%6’}11-H n+1 + 2 V¢?+1V¢n+l) ) (4.74)

where E P R stands for entropy-production-rate and (e) = (¢"*!, "1, g"t1) (¢ +1/2)
is governed by the following quadratic equation

At
n+1 n+] n+1
[( (p2 g )—/QCodx)—T/ [M||v8¢|(¢n+l gl

nt1/2, 88 2
V—
I 5o |(eg+1,qg+l) l ]dx]

’ 88 88 v éS SS v J
—z |;/;2 <§7 @7 ¢7 ¢> |(0)1 < ¢ ¢> |(o)2 X

At MY 5S 58S D-n+1/2V S
T2 g 5 ottt ) ¢>|¢"*' i) P Se gt

\v4 (i‘:l - n+1)dX:| +S(¢n+l n+],q111+1) S((bn’en,qn)

—AtEPR(¢f T, e} g ™) = 0. (4.75)

D,

We choose the root closer to zero as the solution of the quadratic equation.
An alternative is to define the discrete entropy production rate by

S(¢n+1’ en+]7qn+]) -8
At

n n n
(¢".¢".q ) — EPR (¢n+l n-H’q;H-l). (4.76)

Then the equation for o (¢"+1/2) is given by

5S 88
n+1 n+1 n+1 _ e
(stor s ) - [ coan) ~2a [ (3.50.0.90) I

68 SS
(8 ¢ V¢> |(.)2dX—|— S(¢n+l n+l’q¥+l)

—S(¢".¢", q ) AtEPR(¢], et gt = 0. 4.77)

e Finally, we update ¢" !, e"t!, g"*! via

n+1 __ n+l n+1 n+l n+1
o =91 tagy, e

+aeyt " =g +qg+2(¢"+1—¢ Jra et — ). @)

Theorem 4.4 [f

58S 88 3S 88
/ <3e 5q ' ¢>>I<.>1 ( ¢> V¢)I<->2dX#0, 4.79)

there exists a T > O such that (4.77) admits a solution close to zero when 0 < At < t. The
SVM scheme is second order in both space and time and a2y ~ 0(Ar?).
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Proof The existence follows from the expression of the linear term in (4.77). It follows from
the second order approximation of the scheme to the PDE system at « = O that

S(@7t et gt = S(¢", " ") — AtEPR(¢7T, T g ) = 0(Ar?). (4.80)

A simple analysis of the quadratic equation (4.77) yields

a (") (@)l ~ O(AL), (4.81)

where (o) = (9571, &5, g5 ™). It follows from [ (e)o]| ~ O(Ar) that
a ("2 ~ o(Ar?). (4.82)
[m}

5 Numerical Results and Discussions

In this section, we conduct several numerical experiments to confirm the accuracy of the
schemes firstly and then show usefulness of the numerical schemes and their entropy-
production-rate preserving properties in simulating the thermal induced hydrodynamics in a
two immiscible viscous fluid system. We adopt the following adiabatic boundary conditions:

n-V¢ [se=0.n-q=0.,n-Ve |jo=0,ulse =0, v[se = 0. (CRY)

5.1 Accuracy Test

In order to test the temporal convergence rate, we set the model parameter values as follows
M=107 =107 =104Co=10 p=1,13 =102, Ly = L, = 1,
Ca=06,Tyy=1,ea(Tyy) =0,Lop=0.5,Dy=6x 1073, Ag=1,By =1, (5.2)

with initial conditions

-y

0.01

—-05

yo'oz )] u(x,y,00=0, v(x,y,0)=0. (53)

We use the difference between results on successive coarse and finer grids to evaluate the
numerical error. The computation is carried out in rectangular domain 2 = [0, L] x [0, L]
with mesh size N, = N, = 128 and time step Ar = 1074 x 2,(1—_, k=1,2,3,..., respec-
tively. The error shown is the L? norm of the difference of quantity v/¢2 + €2, Vu? + v2
and p between consecutive grid sizes. The mesh refinement test results are summarized in
Fig. la—c for temporal mesh refinement. The results clearly demonstrate the second-order
convergence rate in time for the EQ Scheme and the SVM Scheme.

In order to test the spatial convergence rate, we set the model parameter values as

M=107y =102, =10%,Co=10°, p= 1,3 = 10>, L, = Ly = 1,
CA = 0.6, TM = 1, eA(TM) = 0, L() = 0.5, D() =6 X 10_5, A() = 1, B() = 1, (5.4)

T(x,y,0) = 3Ty + Ty tanh ( ) + Ty cos(2mx),

¢(x,y,0) = % |:1 +tanh<

and initial conditions

T(x,y,0)=0.5Ty, u(x,y,0)=0,
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Fig. 1 Mesh refinement in time for the two schemes. a The Ly error of /¢2 + ¢2. b The L, error of

IIvll2 = vu2 4 v2. ¢ The L error of pressure p. Here, we fix the number of spatial meshes at N = Ny = 128.
Second order convergence rates in time are confirmed
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Fig. 2 Mesh refinement in space for the two schemes. a The L, error of \/¢2 + ¢2. b The L error of

Ivll2 = v/ u? +v2. ¢ The L, error of pressure p. Here, we fix the time step at At = 1.0 x 105, Second
order convergence rates in space are confirmed

¢(x,y,0) = % + %cos(nx) cos(my), wv(x,y,0)=0. (5.5)

The computation domain is = [0, L] x [0, L], time step At = 1.0 x 107> and mesh
size Ny = Ny = 8 x 2% k=0,1,2,3,..., respectively. We calculate the L? norm of the

difference of \/¢2 + ¢2, v/u? + v2 and p between consecutive grid sizes as errors. The mesh
refinement test results are summarized in Fig. 2a—c for spatial mesh refinement. The second-
order convergence rate is clearly established for the EQ Scheme and the SVM Scheme in
space. From Figs. 1 and 2, we conclude that the proposed schemes indeed possesses a second
order convergence rate in both time and space.

We next use the code based on the EQ scheme to study thermocapillary convection in a
binary immiscible viscous fluid in an adiabatic container.

5.2 Thermocapillary Convection in an Immiscible Binary Viscus Fluid System

We consider thermocapillary convection of two-layer, superimposed viscous fluids subject to
atemperature gradient at their interface without the gravity effect (b = 0). The flow geometry
is shown in Fig. 3, where immiscible fluids A and B are placed one on top of the other with a
flat interface initially. We note that the system we consider here has no heat exchange with the
outside, the adiabatic boundary conditions for the temperature (or the internal energy) and
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Fig.3 Sketch of the physical domain for the two-layer fluid system

phase variables are Neumann and those for the velocity are Dirichlet. The physical properties
of the fluids are described by their densities, temperature and viscosities, respectively. We
assume that only the fluid viscosities and the surface tension are affected by the temperature
variation in the range of temperature we consider in this study.

We identify fluid A as Acetonitrile and fluid B as n-Hexane in this study and consider the
computational domain in arectangle Q = [0, Ly x[0, Ly]with L, = L, = 20 mm. In Table
5.9, we list the values of the physical parameters of the two fluid components [16], where
v = 1 is the kinematic viscosity, C is the specific heat, o is the surface tension parameter.
Note that the melting and boiling points of Acetonitrile are 225 K and 354.4 K, and those
of n-Hexane are 179 K and 346 K, respectively. So both are in liquid phase between 225
and 346 K. In the following, we use characteristic length scale [p = 2 x 1072 m, time scale
fo = 2 x 10™* s, density scale pg = 0.776 x 10 kg - m~3 and temperature scale Ty = 230
K to nondimensionalize the equation system and then perform numerical simulations using
the dimensionless equations. We impose the initial temperature field, the velocity field and
pressure field as follows

T(x,y,0) =T, + Tp[1 + cos(wx)],
p(x,y,00=0;u(x,y,00)=0;v(x,y,00=0,0<=x<L,,0<y <Ly, (56)

where w = 2T”(O <[ < Ly) is a wave number parameter. By adjusting the parameter, we
can vary temperature in the horizontal direction to impose spatial gradients initially.

Since the problem setting is in an adiabatic container, the thermocapillary effect is going to
be induced by the initial temperature gradient. First of all, we consider an initial temperature
gradient parallel to the fluid interface and the initial condition of phase variable is given by

y—0.5

1 1
¢(x,y,0)=§+5tanh( >,0§y§1, (5.7

where € is the thickness of the diffuse interface. In addition, we set dimensional 7, = 230K
and 7, = 23K in (5.6). Then, the dimensionless temperature 7, = 1 and 7, = 0.1. In
addition, we use w = 27, 47 to impose the temperature gradient in the domain, respectively.
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Fig. 4 Snapshots of the temperature and phase field at selected times in thermocapillary convection with an
initial temperature gradient parallel to the interface (w = 4s). a The temperature fieldatr = 0, 3, 6,9, 12, 15,
respectively. b The phase field at + = 0 and r = 15, respectively. The interface becomes sharper as the
temperature gradient reduces while remaining flat during the process

Other model parameter values are chosen as follows

M=103L,=Ly,=1,C0=10°, p=1,C4 = 0.066, Tos = 1, e4(Tay) = 0, € = 0.02
Ap=5%x10"3By=1,Dy =178 x 1072, = 1073, = 10%, 3 = 1072, Ly = 0.5.
(5.8)

In the simulations, we use Ny = N, = 128 meshes in space, time step At = 1.0 x 10~% and
solve the problem until # = 40 for v = 27 and r = 15 for v = 47, respectively.

Observed from the temperature distribution at different moment in Figs. 4a and 7a for
different wave numbers, we notice that there are different patterns of temperature gradients
along the interface corresponding to different initial temperature profiles. Owing to both
convection and dissipation, the temperature gradient gradually reaches zero in the system.
Initially, each temperature fluctuation creates a circular fluid flow pattern, known as a roll
cell. For instance, at @ = 4, there are four roll cells initially, in which velocity fields in
each pair rotate in opposite directions. The roll cells merge into larger roll cells as the
temperature gradient dissipates. These phenomena are shown in Figs. 5a and 6a. Figure 4a
shows snapshots of numerical simulations of the temperature field at = 0, 3, 6, 9, 12, 15,
respectively, with wave number w = 4, and Fig. 5 presents the snapshots of the velocity field
att = 0.001, 3, 6, 12, respectively, with wave number w = 4. Analogously, Fig. 7a depicts
snapshots of numerical simulations of the temperature field at r = 0, 8, 16, 24, 32, 40, with
wave number @ = 27 while Fig. 6 presents snapshots of flow field at r = 1, 16, 24, 40, with
wave number w = 2. Figure 4b shows the phase field at the initial time t = O and t = 15
with w = 47, respectively. Figure 7b presents the phase field at the initial time ¢+ = 0 and
t = 40 with o = 27, respectively.

During the simulation, we notice that the interface between the two fluids remains flat,
which is also verified by the distribution of the velocity field in Figs. 5 and 6. Finally,
Figs. 8 and 9 confirm that the system preserves both the total energy, volume and the positive
entropy production rate. These numerical results demonstrate that the initial temperature
gradient in the horizontal direction induces a shear force along the interface, which leads to
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(a) t =10.001. (b) t=3.
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Fig.5 Snapshots of the velocity field at selected times in thermocapillary convection with an initial temperature
gradient parallel to the interface (w = 4w).avatt =0.00l.bvatt=3.cvatt=06.dvatt= 12. Initially,
there are four roll cells in the neighborhood of the interface shown in (a). As the temperature gradient reduces,
the number of roll cells reduces as well (see ¢, d). It demonstrates that the thermocapillary convection drives the
roll cell reduction. As the temperature reaches an average temperature after a long time, the roll cell reduction
phenomena ceases as well

Entropy
Total Energy

0 5 10 15 0 5 10 15 "o 5 10 15
Time Time Time

(a) Entropy S. (b) Total energy FE. (¢) The volume V.

Fig. 6 Evolution of the entropy, total energy and volume of the system over time (w = 4s). a The entropy
S. b The total energy E. ¢ The volume V. It demonstrates that the scheme preserves the thermodynamic
consistency and the volume
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Fig.7 Snapshots of the temperature and phase field at selected times in thermocapillary convection with an ini-
tial temperature gradient parallel to the interface (w = 27). a The temperature field att = 0, 8, 16, 24, 32, 40,
respectively. b The phase field at t+ = 0 and r = 40, respectively. The interface becomes sharper as the
temperature gradient reduces while remaining flat during the process

the formation of circulating roll cells. However, the shear force is so weak and parallel to the
flat fluid interface that it does not disrupt the fluid interface in this case.

Next, we simulate the binary fluid system with the fluid interface perpendicular to the
initial temperature gradient. In order to maximize the temperature effect to the system, we
set T, = 1 and T, = 0.25. So, in this case, the temperature gradient is the largest at x = %

and the dimensionless initial condition of the phase variable is given by

1 —0.375
¢(x,y,0) = = + - tanh (x7>,05xs 1, (5.9)
€

1

2 2
where € is the thickness of the diffuse interface. All the other initial values and parameters
are the same as in the previous case. Here, we choose Ny = N, = 128 meshes in space,
time step Az = 1.0 x 10™* and solve the problem until time # = 10. Figure 10a shows the
snapshots of numerical simulations of temperature field at t = 0, 2, 4, 6, 8, 10 and Fig. 11
presents the snapshots of flow field at r = 0.01, 2, 6, 8. Figure 10b presents the phase field
at time r = 0 and t = 10, respectively.

The interfacial tension is estimated using Antonow’s rule [1], which states that the inter-
facial tension between two liquids is equal to the difference between their surface tensions
in air. Thus, from Table 1, we include the interfacial tension at the interface between Ace-
tonitrile and n-Hexane at 1.077 x 10~2 N/m. Due to different temperatures on each side of
the interface, forces are generated in the direction perpendicular to the interface, resulting
in deformation of the interface. However, under the weak temperature difference in this par-
ticular case, the maximum viscous force numerically obtained is O (107>) (N/m), this value
is too small to overcome the surface tension. So, the temperature gradient induced viscous
force is not sufficient to cause any changes in the interface during the simulation. Since the
system is dissipative, the gradient dissipates over time so that interface remains flat all the
time in the simulation. From Fig. 11, we observe that the velocity direction in the roll cells
at the interface is parallel to the interface, verified by the distribution of the phase field in
Fig. 10b.

@ Springer



50 Page360f43 Journal of Scientific Computing (2020) 83:50

%10

(@ t=1 (b) t =16.

(c) t =24. (d) ¢ = 40.

Fig.8 Snapshots of the velocity field at selected times in thermocapillary convection with an initial temperature
gradient parallel to the interface (w = 27). avatt=1.bvatt=16.cvatt=24.d v att = 40. Initially,
there are two roll cells in the neighborhood of the interface shown in (a). As the temperature gradient reduces,
the number of roll cells reduces (see ¢, d). It demonstrates that the thermocapillary effect drives the roll
cell reduction. As the temperature reaches an average temperature after a long time, the roll cell reduction
phenomena ceases as well
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Fig. 9 Evolution of the entropy, total energy and volume of the system over time (w = 2x). a The entropy
S. b The total energy E. ¢ The volume V. It demonstrates that the scheme preserves the thermodynamic
consistency and the volume
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Fig. 10 Snapshots of the temperature field and phase field at selected times with an initial temperature gradient
perpendicular to the interface, where the interface is at x = %. a The temperature field att =0, 2, 4, 6, 8, 10,
respectively. b The phase field at + = 0 and ¢t = 10, respectively. Due to the relatively small temperature
difference across the interface, surface tension still dominates the temperature-induced viscous shear stress
so that the interface is intact in the simulation despite the existence of weak flows leading to roll cells in the
neighborhood of the interface

Finally, we consider a suspending circular drop of fluid B with radius 1/4 immersed in
fluid A to demonstrate the thermal effect on hydrodynamics of the binary fluid system and
in particular to the fluid interface. The initial condition of the phase variable is given by

1, r <0.25-35,
¢(x,y,0) = { tanh(2B=L), 025-8 <r <0.25+34, (5.10)
0, other,

where r = \/(x — 0.5)2 + (y — 0.5)2 and § = 0.01.

We take the dimensionless initial temperature field under the maximum temperature dif-
ference as T, = 1 and 7T = 0.25 in (5.6). All the other initial values and parameters are
chosen the same as before. From Fig. 12a, we observe the temperature gradient at moment
t = 0 and ¢t = 2. The corresponding velocity field are shown in Fig. 13a and b, respec-
tively. Owing to energy dissipation, the temperature gradient decays rapidly, during which
flow cells form at the interface instead of in the bulk. This phenomenon is also shown in
Fig. 13c, d. Figure 12a shows the snapshot of numerical simulations of the temperature field
att = 0,2,4,6,8, 10, respectively; (b) shows the snapshot of numerical simulations of
phase field atr = 0, 2, 4, 6, 8, 10, respectively. Figure 13 presents the snapshot of flow field
atr = 1,2, 8, 10, respectively.

The simulation documents the temperature field changes with time from Fig. 12a, b, which
are also verified by the distribution of the velocity field in Fig. 13. Figure 14 confirms that
the system preserves the total energy, volume and the positive entropy production rate. The
heat induced capillary flow is along the interface so that the interface becomes fuzzy during
some moment in the simulation and recovers after the temperature gradient reduces.
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Fig. 11 Snapshots of the velocity field at selected times with an initial temperature gradient perpendicular to
the interface, where the interface is at x = % avatt =0.0l.bvatr =2.cvatt =6.dvatr = 8. From the

velocity field at the interface depicted in (b—d), it shows that the velocity direction at x = % is parallel to the
interface, which is also verified by the distribution of the phase field in Fig. 10b. As the temperature gradient
reduces, the velocity field also ceases

Table 1 Physical properties of acetonitrile and n-hexane

Property Acetonitrile n-Hexane
p (103kgm™3) 0.776 0.655
v (107%m2s™1) 0.476 0.458
Do (1071 Jm~1s— 1K1 1.88 1.20
C (103 Tkg 1K1 2.23 227
o (1073 Nm™1) 28.66 17.89

Remark 5.1 The above numerical experiments are simulated using the EQ Scheme. We repeat
the simulations on thermocapillary convection case using the SVM scheme with the same
parameter values and initial conditions. The results are essentially indistinguishable. Fig-

@ Springer



Journal of Scientific Computing (2020) 83:50 Page390f43 50

t=2

0.8
06
0.4
0.2
0

= t=0

0 t=2 ]
126
14
125 05
2 1.24 |
123
i . 0

t=4

= t=6 t=4 t=6
1246

’ ‘ 1248 ' ‘ 08 08
1246 1:244 06 06
1244 1242 : :
1242 124 04 0.
124 02 02

.._A iz [ B 0 0

t=10

t=8 t=8 t=10
P ™ .. o o6
‘ 124 . 1.238 04 04
1238 ; :
‘ .‘ 1236 ; ‘ 1236 22 22

(a) Temperature field T'. (b) Phase field ¢.

Fig. 12 Snapshots of the temperature field and phase field at selected times. a The temperature field at
t =0,2,4,6,8, 10, respectively. b The phase field at t = 0, 2, 4, 6, 8, 10, respectively. At the onset of the
simulation, some mixing is going on at the interface region due to transverse motion of the fluid flow so that
the interface becomes fuzzy. As the gradient reduces, the interface motion ceases so that the interface becomes
sharp again at the end of the simulation

ure 15a—c present the L? error between the solutions computed using the two schemes in
¢, e, v/u? + v? over time, respectively. Both preserve the volume of each fluid phase, total
energy and positive entropy production rate. The supplementary variable is consistently in
the order of O(Ar?) shown in Fig. 15d. We note that we used Eq. (4.77) for computing
o (:"11/2) in the simulations using the SVM method.

6 Conclusion

In this article, we develop a new thermodynamically consistent, non-isothermal, incompress-
ible, binary viscous fluid flow model and show that the model is dissipative with a positive
entropy-production-rate when subject to appropriate boundary conditions. In order to devise a
numerical scheme that preserves the thermodynamic consistency, the entropy quadratization
method and the supplementary variable method are employed, which yields two semi-discrete
numerical schemes in time and their fully discrete versions while the spatial discretization
is carried out on the semi-discrete schemes using a finite difference method on staggered
grids subsequently. Both schemes are second order, energy conserving, volume-preserving
and entropy-production-rate preserving, in which one is weakly nonlinear while the other is
linear and decoupled. The structure-preserving property and linearity of the second scheme
is attained owing to the addition of the supplementary variable. We then carry out a series of
mesh refinement tests to confirm the order of the schemes in both space and time. A couple
of numerical examples are given to show the thermocapillary effect described by the hydro-
dynamic model in an immiscible binary viscous fluid system using the code implemented
with one of the schemes.
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Fig. 13 Snapshots of velocity field at selected times. avatt = l.bvatr =2.cvatr =8.dvatt = 10. At
the initial moment # = 0 and ¢ = 2, there are different temperature gradients, the corresponding velocity fields
are shown in (a, b), respectively. As the entropy increases in the dissipative system, the temperature gradient
only remains at the interface while there is literally no temperature gradient in the bulk. Hence, the roll cells
only survive at the interface instead of in the bulk as shown in (c, d)
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Fig. 14 Evolution of the entropy, total energy and volume of the system over time. a The entropy S. b The
total energy E. ¢ The volume V. It demonstrates that the scheme preserves the thermodynamic consistency
and volume
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Fig. 15 Evolution of the difference in the L? norm in b, e,/ 12 + v2 between the solution computed using
the two schemes over time. a Difference in ¢: [[¢go — ¢svm 2. b Difference in e: [legg — esymll2- €
Difference in velocity v: [[VEg — Vgy prll2- d The evolution of supplementary variable . This indicates that

« is consistently in the order of O(Ar?) in the simulation
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