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Abstract

Music and language are both inherently human, rule-governed systems. Language-

based music, including vocal music and musical surrogate languages, offers the opportu-

nity to look at how musical and linguistic grammars interact, and how lingusitic structure

is adapted to another modality. This article focuses on how this musical adaptation of lan-

guage can provide valuable evidence for phonological structure and theory, drawing on case

studies from textsetting (tonal and non-tonal), rhyme, and musical surrogate languages.

1 Introduction

Recognition of the connection between language and music is by no means new. Ancient

philosophers like Plato claimed that the power of music lay in its resemblence to the sounds

of speech (Neubauer 1986, cited in Patel 2008), and 18th century enlightenment thinkers like

Diderot and Rousseau speculated about the role of music in the emergence of human language

(Thomas 1995). The rise of generative linguistics in the 20th century saw those ideas spread to

the study of music, with foundational works like Lerdahl and Jackendoff’s (1983) A Genera-

tive Theory of Tonal Music. More recently, a thriving research program on the language-music

connection has been working to disentangle similarities and differences in cognitive and neural

processing (Patel 2012), ranging from pitch perception (e.g. Schön et al. 2004, Bidelman et al.

2010), to prosodic processing (e.g. Patel et al. 1998, Hausen et al. 2013), to syntactic parallels

(e.g. Fiveash and Pammer 2014, Asano and Boeckx 2015).

The broader literature on structural, cultural, and cognitive parallels between language and

music is vast and far beyond the scope of a single article. Here, I focus on connections between

music and phonology, and more narrowly on how phonologists can use data from music and
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musical adaptation to advance phonological theory.1 The comparison of music and phonology

in particular is a natural one. Both music and phonology involve the organization of sound into

structured units, following a set of either implicit or explicit rules. In what I call language-

based music (musical genres that involve the adaptation of linguistic form to musical settings),

we have the opportunity to see how these systems of organization (let’s call them grammars)

accommodate one another.

In many ways, musical adaptation of language is similar to metrical verse; in both systems,

linguistic structure must be properly chosen and aligned with an externally imposed system of

organization. In music, this is melody, phrasing, and rhythm, while in metrical verse, it is the

alignment of linguistic material to a metrical grid of strong and weak positions. Both metrical

verse andmusic are sources of so-called “external evidence” for phonological grammar (Churma

1979); external evidence can be crucial in determining the productivity of phonological patterns

and generalizations, especially when existing words or linguistic constructions displaying them

(“internal evidence”) may be limited.

Generative metrics—the formal study of the rules mapping linguistic structure to metrical

grids—has long enjoyed a symbiotic relationship with phonological theory; for an overview of

the topic, see Blumenfeld (2016). However, despite many commonalities, musical adaptation

of language has remained closer to the fringes of phonological theory. In this paper, I hope to

demonstrate that language-based music is a largely untapped source of evidence for phonolog-

ical structure and the phonetics-phonology interface. I consider three main areas of research

into the phonology-music connection. First, in §2, I address textsetting studies, both tonal and

non-tonal, showing how they have provided evidence for phonological constituents, syllable

weight, phonetic duration, and postlexical tone processes. Next, I turn to studies of rhyme in

§3. While rhyme in principle is tied to the text itself and not its musical adaptation, I show

how broadening the scope of studies from traditional poetics to more musical genres like rap

has resulted in novel findings on the role of perceptual similarity and the phonetics-phonology

interface. Finally, in §4, I look at musical surrogate languages, cases where musical form has
1For a comprehensive comparison of syntactic structure in language and music, see Katz and Pesetsky 2011

and references therein.
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become a medium of linguistic communication. Though less widely studied than textsetting or

rhyme, results of these studies provide evidence for psychologically real distinctions between

lexical and postlexical phonology as well as evidence for V-to-V intervals rather than syllables

in rhythmic organization. I lay out conclusions and directions for future research in §5.

Throughout the paper, I will not be focusing on the grammatical systems of these language-

based musical genres—that is, the subconscious rules that musicians follow to map linguistic

systems to musical form. These systems make an interesting field of study in their own right,

with universal tendencies emerging as the body of literature grows (see citations in each section

below). Mymain focus in this paper is how the study of language-based music fits into linguistic

and specifically phonological theory.

2 Textsetting

Studies of textsetting look at the way a linguistic text is set or aligned to a tune or a musical

melody. In musical traditions with explicit meter (with meter here referring to the regular alter-

nation of strong and weak beats), textsetting is the musical equivalent of generative metrics and

uses much of the same methodology;2 see, for instance, Halle and Lerdahl (1993) on matching

musical and linguistic grids, and Halle (2011) and Hayes and Schuh (to appear) as examples

of work explicitly referring to the two under a single heading. However, with the introduction

of a new modality (music), there are additional parameters modulating how a line is set. For

instance, music displays isochronous meter, where a cycle of strong and weak beats of varying

levels could in principle roll continuously for as long as the musician wants. The level of the

“beat” (what we tap along to) is often referred to as the tactus (Lerdahl and Jackendoff 1983),

but subdivisions and higher groupings can play a role musically and in textsetting. When texts

are set to this rhythmic grid, syllables can take up varying numbers of beats, resulting in notes

of varying durations; this duration parameter arguably plays no direct role in traditional metrics,
2The two traditions differ in that in traditional metrics, the rhythm is created by the syllables of the text itself

rather than from an independent musical beat, where syllables able to be stretched or compressed into its bounds.
Classic metrics evaluates the degree to which the actual attested lines of poetry match the abstract pattern of light
and heavy (or stressed and unstressed) syllables demanded by the meter.
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where a metrical template simply stipulates the distribution of stressed and unstressed or heavy

and light syllables with no explicit reference to duration. Musical syntax also introduces hierar-

chical structure at the melodic level such that certain notes are more prominent than others, and

this too can influence the ways in which a text is set to music.

As pointed out by Proto (2015), textsetting studies in tonal languages tend to focus on the

question of how linguistic tone is set to musical melody, while textsetting in other languages

tends to focusmore on questions of general prominence and phrasing, including a greater empha-

sis on rhythm, though see the discussion of Wee (2007) below in §2.2 for the role of prominence

in Mandarin folk songs. I will address these latter studies first under the heading of non-tonal

textsetting then return to studies of tonal textsetting.

2.1 Non-tonal textsetting

The rules governing textsetting have been studied for a great many non-tonal languages, in-

cluding English (e.g. Palmer and Kelly 1992, Halle and Lerdahl 1993, Hayes and Kaun 1996,

Hayes 2009), French (e.g. Dell 1989, Dell and Halle 2009), Spanish (e.g. Janda and Morgan

1988, Rodríguez-Vázquez 2010), German (e.g. Proto 2013), Italian (e.g. Proto and Dell 2013),

Japanese3 (e.g. Hayes and Swiger 2008, Starr and Shih 2017), Tashlhiyt Berber (e.g. Dell and

Elmedlaoui 2008, Dell 2011), Warlpiri (e.g. Turpin and Laughren 2013), among others. As

even this selection shows, there is a vast literature on this form of musical adaptation, including

comparative studies that seek to identify universals in the rules that govern how text is set to

music. For a good overview of the issues, I refer the reader to Proto (2015).

Here, I will provide two examples of how textsetting studies can shed light on questions of

phonological theory.

Hayes and Kaun (1996) investigated textsetting in English folk songs, including both their

original forms (as transcribed by Sharp 1916) and in extemporaneously chanted form by ten

native English-speaking consultants. Many of their results regarding the mapping between
3One could argue that Japanese is a tone language, given the presence of contrastive pitch accent, but I will

group it with non-tonal languages here as the studies that have focused on it look not at pitch but rather at rhythm
and the alignment of prosodic constituents.
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prosodic structure and the metrical grid mirror findings from generative metrics, including

stricter mappings within words than across them and stricter mapping at the ends of constituents

(with strictness increasing at higher levels of structure). As I outline here, their study also high-

lights how music (here, sung verse) can provide a source of data for phonological theory.

First, the textsetting data provide evidence for the layers of prosodic structure (word, clitic

group, phonological phrase, intonational phrase) proposed based on non-musical data; in the

mid-90s, at the time their study was published, the clitic group was a relatively recent (and some-

times controversial) proposal outside of metrics (e.g. Nespor and Vogel 1982, Zec 1988, Hayes

1989, Inkelas 1989)—Hayes and Kaun’s textsetting results bolster the arguments for its exis-

tence, as they find a boost in strictness of mapping at boundaries correlated with clitic groups,

i.e. intermediate between the word and the phonological phrase. For an overview of the role of

prosodic structure in textsetting, see also Palmer and Kelly (1992). Further, their results show

that textsetting is sensitive not just to phonological configurations but also phonetic details of

speech in those configurations. In particular, studies have shown that syllables are phonetically

lengthened at the right edge of constituents, with the amount of lengthening sensitive to the level

of the hierarchy of the boundary (higher constituents result in more lengthening); see Ladd and

Campbell (1991), Wightman et al. (1992), among others. Hayes and Kaun show that this pho-

netic lengthening plays a determining role in textsetting, with syllables found at the right edges

of progressively higher constituents more and more likely to be textset across multiple beats.

The effect of phonetic duration is likewise demonstrated for syllable weight; heavy syllables

like town are more likely to be textset on longer notes than light syllables, like the first syllable

of city. What makes the textsetting findings particularly interesting is that it shows that speakers

are at least subconsciously aware of gradient durational differences, which can exert an influ-

ence on how language is mapped to musical form. A similar sensitivity to phonetic duration in

textsetting has been demonstrated for Hausa rajaz (Hayes and Schuh in press).

Textsetting studies have also been used to provide evidence for phonological structure below

the word level, namely the syllable and the mora. The mora has played a key role in generative

metrics and textsetting, since it is often assumed that the distinction between heavy and light
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syllables arises from the presence of one vs. two moras associated with the syllable (see e.g.

Minkova and Stockwell 1994, Ryan 2011, Hayes and Schuh in press). Whether all languages

have the mora as a unit, regardless of evidence for phonological weight, remains an open ques-

tion, but it has long been assumed that the syllable level is universal (Selkirk 1982, Kubozono

2003, Hyman 2008, etc.). This is true even in a language like Japanese, where the mora has been

shown to play a more active role in phonological organization (Vance 1987, Otake et al. 1993,

Inaba 1998, etc.). Nevertheless, in a recent paper, Labrune (2012) made the provocative claim

that Japanese shows no evidence for the syllable, thus drawing into question its universality as

a prosodic constituent.

One of Labrune’s arguments against the syllable came from textsetting, where she claimed

that “the mora is the metric unit of Japanese verse in poetry and singing” (116). This is despite

the fact that earlier work on textsetting in Japanese children’s songs showed that both the mora

and the syllable play a role (Vance 1987). Following this earlier work, Starr and Shih (2017)

looked at textsetting in a corpus of songs from animated features including both native Japanese

anime theme songs and translated songs from Disney movies to determine which prosodic con-

stituents (syllables or moras) play a role in setting text to music. Both native and translated

songs were included in the corpus to vary the likelihood of finding moraic vs. syllabic set-

tings: Native Japanese singing is predicted to be more moraic, since moraic textsetting (e.g.

singing sɯki ‘like’ across two notes) is more sonorous (avoiding consonant clusters and real-

izing each vocalic mora on a note) than a syllabic setting like ski on a single note, though this

more closely approximates the spoken realization [sɯ̥ki], where the high vowel devoices and

becomes nearly inaudible between the two voiceless consonants. The translated songs, on the

other hand, face the challenge of fitting the same meanings into roughly the number of notes

and syllables used for English, which has a much higher syllable-based information density and

hence shorter words. Thus, it may be predicted that translated songs will rely on syllabic textset-

ting in an effort to pack more meaning into the available space. In order for this to be possible,

though, Japanese must have the unit “syllable” as part of its prosodic hierarachy.

These predictions are borne out: translated songs show greater proportions of syllabic textset-
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ting, but interestingly, even native Japanese songs can sometimes have upwards of 25% syllabic

textsetting, depending on the kind of bimoraic sequence being considered (e.g. long vowels vs.

Vi sequences); see Figure 1, reproduced with permission from Starr and Shih (2017).

[Figure 1 here]: Proportion of syllabic and moraic settings in Disney and animated songs;

reproduced from Starr and Shih (2017:17)

The authors take these results as evidence that contra Labrune (2012), Japanese phonology

must have the syllable level as part of the prosodic hierarchy, and as such, the proposed uni-

versality of the syllable remains (for the time being) unchallenged. See Kawahara (2016) for a

review of other evidence for the syllable in Japanese.

Most textsetting studies are based on relatively well studied languages, like English, French,

Italian, or even Hausa (see references to each above), allowing them to presuppose the prosodic

structure of the language and hence focus on the mapping between that structure and the metrical

grid. But as the Starr and Shih (2017) study shows, we can use patterns of textsetting to work

backwards and adduce those very stuctures. If a larger body of work emerges showing strong

trends or even universals in how prosodic structure is mapped to musical structure, then we

could confidently take textsetting data as evidence for prosodic structure in the phonology of a

wide range of languages, including underdescribed languages.

2.2 Tonal textsetting

While studies of textsetting in non-tonal languages focus on questions of phrasing and promi-

nence, correlated with rhythm and duration, studies of tonal languages tend to look instead at

how linguistic tone interacts with or is set to musical melody. Hence, these studies often leave

aside rhythm in favor of looking at the notes of the music. The general question remains the

same: How is linguistic structure, in this case tone, matched with musical structure, and what

do these mappings tell us about either the language, the music, or the grammar of textsetting?

Studies in tonal textsetting date back nearly a century. In a foundational paper, Herzog

(1934) investigated the relationship between speech tone and musical melody in Jabo (Kru)

and Navajo (Athabaskan) music. His was one of the first studies to show that tone is neither
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“slavishly” adhered to by the singer nor is it irrelevant in textsetting, but also that the degree

of correspondence varies by song genre. Studies of tonal textsetting in a variety of languages

spanning the continents have followed, with an equally wide range of results, from languages

like Cantonese with 92% parallel4 mappings between tone and tune (Wong and Diehl 2002) to

Shona with only 53% parallel mappings (Schellenberg 2009). For literature reviews of tonal

textsetting, see Schellenberg (2012a), McPherson and Ryan (2018), and Ladd and Kirby (forth-

coming).

Investigation of tonal textsetting can provide insights into the tonal structure of the language.

First, textsetting studies reveal that in many languages, it is a surface or postlexical level of tone,

rather than a deeper underlying or lexical level, that determines the musical match. For instance,

in an early study of Hausa tonal textsetting, Richards (1972) argued that Hausa singers pay little

attention to the relationship between tone and tune, with only 49% of tonal sequences matched

bymusical trajectory. However, Leben (1983) reassessed the data and showed that if we consider

not the underlying tone, as Richards did, but rather the surface realization of that tone in speech,

then the match is close to 100%. There are two crucial facts about Hausa intonation that he

argues account for the supposed “non-matches”: the first is downdrift, where the second H in a

HLH sequence is pronounced substantially lower (often at the same level as the preceding L).

The second is that L tones are quite variable in their pronunciation in Hausa, falling somewhere

in an acceptable range rather than being clearly tied to a target. Leben proposes that singers are

sensitive to this phonetic range and assign a L tone to an extreme within it when singing. If this

is the case, we may be able to use data from Hausa textsetting to examine whether there is a

pattern to where in the range a L tone is assigned and make predictions about the realization of

L tone in spoken Hausa (to be corroborated by further study). Evidence for similar sensitivity

to surface rather than underlying tone can be found in a preliminary study of Seenku (Mande,

Burkina Faso) vocal music (McPherson and James 2019), which I will briefly return to in §4

below.

In a study of tonal textsetting in Tommo So (Dogon) folk songs, McPherson and Ryan (2018)
4In the tonal textsetting literature, “parallel” refers to the configuration in which the pitch change between two

tones and their corresponding notes goes in the same direction, e.g. a rising tonal transition from L to H sung on a
rising melody or a falling tonal transition sung on a falling melody.
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show two other tonal phenomena brought to light by textsetting. Tommo So is a two tone lan-

guage, contrasting H and L tone (along with surface underspecified syllables, McPherson 2011).

Though the authors looked at the mappings of all tonal bigrams (i.e. L-H, H-H, H-L, L-L), statis-

tical analysis revealed that singers appear to be sensitive instead to a binary distinction between

rising tonal sequences (L-H) versus non-rising (everything else); the former can be sung on a

rising or level melody, and the latter can be sung on either level or falling melodies. Looking

back at spoken language data, this effect could be explained either by the largely binary pattern

of lexical tone melodies (/LH/ vs. /H/, McPherson 2013) or by the phonetic realization of tone,

wherein both level and falling tone sequences tend to fall in f0 and only rising sequences are

allowed to rise; both rising sequences and level sequences can, depending upon the environ-

ment, be pronounced with level f0. Further study could tease apart what exactly Tommo So

speakers are sensitive to when singing. For instance, systematic study of how the tones of lyrics

are pronounced when speaking could show it is the phonetic realization of tone that determines

tonal textsetting. Conversely, psycholinguistic experiments on perceived similarity between

rising, level, and falling tonal melodies could reveal that the binary categorical distinction be-

tween rising and non-rising tone sequences is psychologically real and part of the phonological

grammar.

The second phenomenon found by McPherson and Ryan (2018) is that singers show stricter

adherence to lexical tone than grammatical tone. Grammatical tone in Tommo So takes the

form of replacive tonal melodies that overwrite lexical tone in different syntactic configurations

(Heath and McPherson 2013, McPherson 2014, McPherson and Heath 2016). For instance, the

LH-toned noun bàbé can surface with an all {H} melody after a pronominal possessor (mí ᴴbábé

‘my uncle’) but an all {L} melody before an adjective (bàbèᴸ kómmó ‘skinny uncle’). Deeper

analysis of grammatical tone sequences in the sung corpus shows that many of the mismatches

can be explained by taking into consideration the underlying lexical tone of the words in ques-

tion. For instance, a grammatically (surface) L-toned word with underlying LH tone is more

likely to be sung on a rising melody than a grammatically (surface) L-toned word with under-

ying HL tone. This result raises interesting questions about the mental representation of gram-
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matical tone, particularly the replacive grammatical tone that characterizes Dogon languages.

Are both lexical and grammatical melodies activated when speaking a word with a replacive

overlay? Is there a surface phonetic effect (incomplete neutralization) of this dual activation in

speech? And if so, are singers sensitive to surface phonetics or to the activation that underlies it?

This example highlights how results of musical study can provide direction for deeper study of

phonetic and phonological structure in spoken language. For further discussion, see McPherson

(2019b).

In some languages, tonal textsetting provides evidence of prominence effects, both tonally

and metrically. Drawing on a study of textsetting in ten folk songs, Wee (2007) argues for the

notion of “tonal headedness” in Mandarin Chinese. He shows that the four tones of Mandarin

can be understood in terms of low and high ([l] and [h]) elements, such that Tone 1 is [h], Tone

2 is [lh], Tone 3 is [l], and Tone 4 is [hl]. He takes the rightmost pitch element in each case

as the head of the tone, as evidenced by the fact that it is this latter pitch that is held when

the syllable is lengthened. This divides the tones into two classes, +H (1 and 2) and -H (3

and 4). Wee shows that textsetting in Mandarin folk songs is sensitive not to every tonal and

melodic transition but rather to transitions to and from the head tones on metrically prominent

syllables (head syllables) in the music, unless the head syllable is reduplicated, in which case

it has greater melodic freedom; 97% of the corpus adheres to these rules. Thus, even in tonal

textsetting, metrical prominence may play a role.

In all of these studies, it should be noted that the degree of tone-tune association depends

not just on the language but also on the genre. To take Mandarin as an example, other authors

have found no effect of lexical tone on melody in popular music (Ho 2006, Schellenberg 2012b),

while lexical tone essentially defines the melody in genres like chants or Beijing opera (Chao-

Pian 2000), though even in this latter case, musical considerations may override linguistic ones

(Stock 1999). Thus, while there is a clear connection between a language’s phonology and its

music, this connection may be mediated by cultural considerations.

Many open questions remain regarding tonal textsetting: First, how should contour tones

be treated in calculating tone-tune association? Do both initial and final components play a
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role? Results thus far have been varied, with Wong and Diehl (2002) arguing that Cantonese

textsetting is sensitive to the endpoint of contours, while Schellenberg and Gick (2018) show

that singers actually represent rising contour tones with microtonal variation; for Mandarin, on

the other hand, Wee (2007) points to the role of tonal heads rather than endpoints per se. More

studies across a more typologically diverse set of languages will be required to identify any uni-

versal trends in the textsetting of contour tones. Second, is the sensitivity to surface rather than

underlying melodies universal? In other words, can we generalize Leben’s (1983) findings on

the role of intonation in Hausa? Third, is there a correlation between tonal and musical interval

size (i.e. are larger tonal intervals mapped to larger musical intervals)? Preliminary results from

Seenku suggest this is the case (McPherson and James 2019), and Tommo So tonal textsetting

likewise showed that contrary mappings were more heavily penalized on larger musical inter-

vals (McPherson and Ryan 2018). Finally, does musical syntax and its resulting prominence

asymmetries between notes play any role in tonal textsetting? That is, do singers show any

special treatment of the tonic vs. the leading tone, etc. that would influence the way in which

the text is set to music? This last question also suggests that prominence, phrasing, and rhythm

ought to be considered together with melody in the textsetting of tonal languages, where, with

some exceptions (e.g. Wee 2007), such questions are typically set aside.

3 Rhyme

The topic of rhyme falls partially outside of the scope of music and phonology, since it is in

large part a question of the text itself and not of music per se. I will briefly summarize two

studies looking specifically at rhyme in musical genres rather than written poetry, specifically

studies of rap lyrics. These examples further highlight the role that data from music can play in

phonological analysis.

We can divide rhyme into two classes, perfect rhyme and imperfect or half rhyme. For a

perfect rhyme, the material in the two “rhyme domains” (typically the rime of a stressed syllable

and any unstressed syllables following it, Holtman 1996) must be an exact match, e.g. toaster

and poster . Half rhymes show some mismatch between the corresponding rhyme domains. For
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instance, Katz (2015) gives the example of right vs. pipe (from Nas, The World is Yours), which

share the same nucleus but whose coda consonants differ in place (but not manner or voicing).

Rhyme is a particularly good source of external evidence for phonetic perceptibility, i.e. that

perceptual similarity can shape phonological patterns (see Steriade 2009 [2001] et seq.). Steriade

(2003), for instance, shows that half rhyme in Romanian poetry systematically reflects common

cross-linguistic phonological processes like final devoicing, even though those patterns are not

an active part of Romanian phonology. She takes this as evidence that phonetic perceptibility

must be part of a speaker’s linguistic competence.

In themoremusical domain, this result is echoed in studies of rap lyrics. Looking at Japanese

rap, Kawahara (2007) shows how phonetic similarity (calculated in part by looking at shared

features) positively correlates with the observed over expected values for the correspondence

between consonants in rhyming environments. In other words, the more phonological features

a pair of consonants like [s] and [h] share (looking at surface allophones rather than underlying

forms), the more likely they are to be found standing in rhyming correspondence. He goes on to

show that all features contribute to phonetic similarity and hence rhymability; in other words,

it is not the case that place, manner or voicing features are privileged in determining similarity.

However, similarity can also be acoustic; for instance, rhyming correspondence is more likely

between dorsals and pharyngeals, despite the fact that they are not featurally similar. Finally,

the half rhyme data from rap corroborate a finding from cooccurrence restrictions in Yamato

Japanese vocabulary: while homorganic consonants are generally underrepresented in adjacent

onset positions, coronal sonorants and obstruents are not underrepresented, suggesting that they

are treated as different classes of sounds in Japanese grammar. This would predict that coronal

sonorants and obstruents make a worse rhyming pair than other homorganic consonant pairs,

a prediction that is upheld by the data. In the conclusion, Kawahara highlights an important

point: Japanese folk tradition for rhyme states that consonants do not play any role, hence the

attested distribution of half rhyme is not the result of explicitly learned poetic rules. Rather, rap

artists’ sensitivity to principles of phonetic similarity tells us something about their underlying

linguistic system and their subconscious knowledge of it.
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Katz (2015) undertakes a similar study looking at African-American English rap lyrics. His

general finding echoes that of Kawahara (2007), namely that sounds that are phonetically similar

are more likely to stand in rhyming correspondence. However, he argues that what is behind the

patterns of half rhyme is perceptual rather than featural similarity, with the interesting result that

pairs that are more likely to be treated as rhyming are the same pairs that are cross-linguistically

likely to display neutralization. For instance, languages are most likely to neutralize voicing

distinctions in obstruents before other obstruents, followed by word-final position, and they are

the least likely to lack a voicing distinction between sonorants. In the rap corpus, this typology

is mirrored: words with a voicing mismatch before obstruents were the most likely to form half

rhyme pairs, followed by words with a voicing mismatch word-finally, and only then by words

with a voicing mismatch between sonorants. In short, like Steriade (2003), this study shows that

musical adaptation of language (here, rhyme in rap) provides evidence for perceptual universals,

even in a language where their effects have not been phonologized (English).

For other studies of rhyme in musical genres (as opposed to non-musical poetic form), see

Zwicky (1976), Holtman (1996), and Horn (2010).

4 Surrogate languages

The last form of musical adaptation I will consider is more musical in form if less musical in

function: musical surrogate languages. In amusical surrogate language (Stern 1957, Sebeok and

Umiker-Sebeok 1976, etc.), linguistic form is mapped to a musical modality, with the resulting

system used for communication. Thus, its substance may be purely musical but its purpose is

largely communication rather than artistic.

Speech surrogates are found all around the world on a wide variety of instruments. The best

known cases involve drums (e.g. Beier 1954 on the Yorùbá of Nigeria, Locke and Agbeli 1981

on the Ewe of Ghana and Togo, Winter 2014 on the Sabar of Senegal, Thiesen 1969, Seifert et

al. 2018 on the Amazonian Bora), giving rise to the moniker “talking drums”. But surrogate

systems are also attested on flutes (e.g. Hurley 1968 on the Mexican Kickapoo, Moore and

Meyer 2014 on the Amazonian Gavião, etc.), jaw harps (e.g. Khmu, Proschan 1994; Hmong,
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Falk 2008, etc.), horns (e.g. Asante, Kaminski 2008, Sambla, McPherson in press), xylophones

(e.g. Senoufo, Zemp and Soro 2014, Sambla, McPherson in press) and fiddles (Bebey 1975

quoted in Arhine 2009). There is also a sizable literature on whistled surrogate languages, which

I will not focus on here; for an overview, see Rialland (2003, 2005).

Stern (1957) divides speech surrogate systems into two types: “abridging” systems that

encode phonemic aspects of the language (stress, rhythm, pitch, etc.) and “lexical ideogram”

systems that encode meanings directly without any explicit reference to the way the language

sounds. For the purposes of this article, I focus on the former, which stand to shed light on the

nature of phonological representations.

Until recently, surrogate speech has remained more of an area of study for ethnomusicolo-

gists than for linguists, but this is a missed opportunity (see also McPherson 2019b, McPherson

in press). Not only can linguists offer valuable insights into what phonological aspects are be-

ing encoded, but the surrogate data themselves can be a source of evidence for phonological

representations and theory, analagous to data from textsetting. I will highlight two case studies

here.

The first case study looks at surrogate speech of the Sambla balafon, a kind of resonator xy-

lophone (McPherson in press). The system is based on the spoken language, a Mande language

known as Seenku, whose complex tone systems includes four phonemic levels and multiple

contour tones (McPherson 2019c). These tones are mapped to the notes of the Sambla penta-

tonic scale (consisting of roughly notes 1, b3, 3, 5 and 6 of a Western major scale), with the

exact relationship between tone and notes dependent on the mode of the song. In addition to

encoding the language’s tone system, balafon surrogate speech also encodes rhythmic aspects

of the language, including the distinction between short and long vowels as well as the distinc-

tion between monosyllables and “sesquisyllables” (words like məni̋ ‘woman’ or kərɛ̂ ‘man’,

which begin with a short half syllable, Matisoff 1990, Pittayaporn 2015). Characteristically of

many musical surrogate systems (at least tone-based systems), segmental identity (consonants

and vowels) is not encoded. For details of the grammar of the speech surrogate, see McPherson

(in press).
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Most of the textsetting and rhyme studies discussed above highlighted speakers’ sensitiv-

ity to phonetic details of the language—gradient lengthening, perceptual similarity, intonational

effects in tone. The balafon surrogate language provides evidence for deeper phonological struc-

ture, namely a level like the underlying form or lexical representations. In surrogate speech, both

lexical tone melodies and grammatical tone (including ostensibly meaningless but morphosyn-

tactically constrained sandhi alternations, McPherson 2019c) are exceptionlessly encoded in the

notes of the balafon. In contrast, postlexical tonal alternations, including downstep and tonal

absorption, are never encoded despite being almost obligatory in spoken language. Thus, if the

studies summarized above would suggest that artistic adaptation applies to a surface level of

language, the Sambla balafon surrogate demonstrates that this is not universal and that deeper

levels of phonological structure are both psychologically real and accessible to speakers; see

McPherson (2019b).

Interestingly, this may be a matter of musical modality rather than a language- or culture-

wide parameter. Preliminary work by McPherson and James (2019) compares the Sambla bal-

afon to Sambla vocal music, showing that in this modality, singers do encode a surface level of

tone, including the output of postlexical tone rules like downstep and tonal absorption. These

results are consistent with tonal textsetting principles seen in other languages, which suggests

that the same linguistic system can give rise to different levels of musical encoding depending

upon modality. In short, this study points to the benefit of analyzing multiple facets of musical

adaptation within a single language, which can reveal a highly nuanced structure, with speakers

able to tap into different layers depending upon the demands of the task.

Other musical surrogate systems show more evidence for phonetic detail. Seifart et al.

(2018) study a drum surrogate system used by the Bora people of the northwestern Amazon.

It is similar to the Sambla balafon system in that it encodes tone (in the case of Bora, only

two tones, Low and High) and rhythm. Broadly speaking, the number of drum beats equals

the number of syllables in a word, but the interbeat durations differ based on syllable shape.

In a quantitative study of interbeat duration, the authors show that Bora drummers are closely

matching the length of V-to-V intervals in the spoken language (V, VC, VVC, VCC) rather than
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syllable types (V, CV, CVV, CVC, VV, VC). They argue that this adds to the growing body

of evidence that rhythmic structure in language, including stress systems, is based around V-to-

V intervals rather than syllables, given the perceptual and acoustic prominence of the vowel as

compared to its surrounding consonants (Steriade 2012, Hirsch 2014, Ryan 2014, Lunden 2017).

From a rhythmic perspective, the Bora drumming system confirms results from textsetting, that

is that speakers (and musicians) are sensitive to fine-grained duration distinctions in the spoken

language, though in the case of the Bora V-to-V intervals, these represent potentially contrastive

categories whereas in the case of textsetting, the lengthening effects were non-contrastive and

non-categorical, tied instead to phrasing. From a tonal perspective, Bora drumming corrobo-

rates the findings from the Sambla balafon system, with intonational effects like downdrift not

represented, though unlike the balafon with its wide range of possible notes, the Bora slit log

drums set strict limits on how tones can be produced.

Compared to textsetting, detailed linguistic study of musical speech surrogates remains in

its infancy. These systems are likely to provide fertile ground for future discoveries on what

musicians are sensitive to when encoding linguistic form.

5 Conclusions

With language and music both universal aspects of human expression, it should come as little

surprise that there is a tight connection between the two. In this paper, I have shown how mu-

sical adaptation of linguistic form can provide valuable data for phonological theory and the

phonetics-phonology interface. Studies of textsetting, for instance, give evidence of phonolog-

ical constituents, from phonological phrases down to the level of the syllable or the mora. In

cases where the prosodic hierarchy for a particular language is called into question, textsetting

can help settle the score, as Starr and Shih (2017) showed for Japanese. Many studies also reveal

a high level of sensitivity to phonetic detail of rhythm and duration, whether due to segmental

make up (as in the V-to-V intervals in Bora drumming, Seifart et al. 2018) or phrasing effects

(as in English folk songs, Hayes and Kaun 1996). Speakers’ behavior with respect to tone ap-

pears to depend in part on the genre of musical adaptation: tonal textsetting appears to apply to
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a relatively surface level of tone, taking into account intonational effects and postlexical rules

(as in Hausa, Leben 1983), while speech surrogate systems encode a deeper phonemic level of

tone (as in Seenku, McPherson in press).

Much work remains to be done on the relationship betweenmusic and phonology. More case

studies will allow us to develop a better typology of cross-linguistic musical adaptation and iden-

tify potential universals. These universals can then in turn be used to “work backwards” from

musical adaptation to identify constituents, structures, and phonological rules in the languages

themselves, especially understudied languages or languages for which only a limited range of

(mostly musical) data are available.
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