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ABSTRACT:  An attractive strategy for harvesting solar 
energy is to use dye-sensitized solar cells employing 
earth-abundant Fe(II) chromophores. These dyes need 
to meet several criteria to be effective for this purpose, 
including air stability, and an ability to be regenerated 
by common electrolytes. Both of these properties are re-
lated to the Fe(III/II) reduction potentials. Here we show 
how the Fe(III/II) reduction potentials of Fe(II) com-
plexes can be estimated from a single experimental 
Fe(III/II) reduction potential and computationally cheap 
calculations on single isolated ligands. This method re-
quires refinement, but could prove highly useful for 
large-scale computational screening and design of Fe(II) 
dyes. 

Introduction 
One of the problems facing mankind today is 

our rapidly diminishing energy resources. The most ef-
fective solution to this problem is the one already devel-
oped by nature: Harnessing the energy of light from the 
sun to perform useful work.1 Traditional silicon based 
solar cells are effective, but they have complex manu-
facturing processes that are expensive in terms of both 
money and energy.2 Dye-sensitized solar cells (DSSCs) 
are an alternative way to harvest solar energy, where a 
molecular chromophore (dye) becomes excited by a 
photon of light and transfers the resulting high energy 
electron to a TiO2 semiconductor.1-3 Eventually, the ox-
idized dye is regenerated by reduction via an electrolyte 
(typically I3

-/I-). There are many working parts in a 
DSSC that require careful tuning to be effective, and 
several of these concern the dye itself. An ideal dye will 
display high-intensity long-wavelength absorbance, 
long-lived excited state lifetimes, and efficient interfa-
cial electron transfer to the semiconductor.4,5 The dyes 
also need to be both air stable6 and the oxidized dyes 
should have a reduction potential similar to that of the 
electron-transfer agent to minimize overpotential; the 
oxidized dye should readily accept an electron from the 
electrolyte source. Hence, being able to control and pre-
dict the redox potentials of dyes can greatly assist in the 
process of developing efficient DSSCs. 

Transition metal complexes naturally make 
good dye candidates, as they have widely tunable ab-
sorbances, often in the visible range. Ruthenium dyes 
have found great success for this purpose, but it would 
be desirable to replace ruthenium with earth-abundant 

iron to lower the cost of making the DSSC.7 Recently, 
we have explored the connection between the Fe(III) to 
Fe(II) reduction potential (EFe), spin-state energetics 
(important for excited state lifetime) and oxidative sta-
bility.8 The combination of modern density functional 
theory (DFT) and implicit PCM solvation models has 
been shown in numerous instances to accurately predict 
the redox potentials of transition metal complexes.8-10 
While DFT is a highly affordable electronic structure 
method, it can still become computationally expensive 
for large systems, or for screening over a large set of 
complexes. It would be ideal if DFT could be used on a 
smaller fragment of the complex to make the same pre-
dictions, and below we detail the early successes and 
failures we have had in this regard. 

In this work, we explore an approach to predict-
ing redox potentials of Fe(II) complexes based on the 
properties of individual ligands by re-examining a series 
of substituted [Fe(bpy)3]2+ complexes, where EFe has al-
ready been calculated and/or measured. Our previous 
work showed that metal-ligand electrostatic interactions 
play a large role in dictating EFe.8 These interactions cor-
relate well with the donor strength of the ligand, which 
was estimated from the standard Hammett parameter 
(s) for the functional group on the ligands. Ligands with 
more negative Hammett parameters (i.e. greater donor 
strength) induced greater destabilization of the metal t2g 
orbitals, thereby making the Fe(II) complex easier to ox-
idize. It stands to reason then that if the metal is held 
constant (i.e. if it is always taken as divalent iron), the 
change in EFe can be estimated from the changes in do-
nor strength of the ligand. From a practical standpoint, 
Hammett parameters could be used for screening poten-
tial Fe(II) complexes without time-consuming calcula-
tions or measurements, however, such a method is lim-
ited by the availability of experimentally measured 
Hammett parameters. Standard molecular orbital theory 
suggests that the orbitals on the isolated ligand should 
be higher in energy (more basic; more donating) if the 
ligand itself is functionalized with a less electronegative 
substituent. It follows then that calculated ligand orbital 
energies could be used to predict the redox properties of 
their corresponding Fe(II) complexes.   

The goal in this work is to use selected molec-
ular orbitals (f) of isolated ligands from the Fe(II) com-
plexes (in this case they are all substituted bpys, where 
bpy = 2,2′-bipyridine) and compare how much the ener-
gies of these molecular orbitals (e) shift relative to the 
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molecular orbital energies of the reference ligand (the 
corresponding molecular orbital and its energy in the 
reference complex are referred to as f ref and eref, respec-
tively). This reference ligand is selected to belong to a 
complex with a known value of EFe, in this case the un-
substituted [Fe(bpy)3]2+ complex, and the magnitude of 
the shift in orbital energy is taken as the estimate of the 
magnitude of shift in EFe (Eest – Eref) as shown in Equa-
tion 1: 
𝐸"#$ = 𝐸&'( − *𝜖 − 𝜖&"(,                             (1) 

Here this idea was tested utilizing different 
methods of structure optimization, solvent models, and 
choice of f to evaluate if it holds promise for large-scale 
screening of transition metal complexes for their use in 
DSSCs or other applications. 
Computational methods 

All DFT calculations were performed with the 
BP8611-13 functional. The 6-311+G** basis set was uti-
lized on all atoms,14-17 with the exception of iodine, 
where the SDD basis sets and accompanying pseudopo-
tentials were used.18 The ligand structures were either 
taken directly from an optimized metal complex (com-
plex) and used as is, or they were optimized by starting 
from that geometry (relaxed). Calculations were per-
formed either in the gas phase or incorporating solvation 
through the IEF-PCM implicit solvation model (ace-
tonitrile, e = 37.5). An ultrafine integral grid was em-
ployed for all calculations. Frequencies were calculated 
for all optimized structures using the harmonic oscilla-
tor approximation to verify that the structures were true 
minima with no imaginary frequencies. Wavefunctions 
for all calculations were ensured to be minima through 
stability analysis. All DFT calculations were performed 
with the Gaussian 09 software package Revision D.01.19 
Results and Discussion 

Twenty-one substituted [Fe(bpy)3]2+ com-
plexes were considered and are shown in Figure 1. All 
values of EFe were calculated with DFT and are taken 
directly from Ref. 8. The unsubstituted complex (Y=H) 
was used as the reference compound, and Eref was set to 
the experimentally determined value of EFe, 1.27 V vs. 
NHE.8,20 The structure of the ligand could be taken di-
rectly from the optimized coordinates of the iron com-
plex (complex) or those coordinates could be used as 
the starting point for a geometry optimization (relaxed). 
Note that these optimized structures correspond to the 
local rather than global minima, as the bipyridine mole-
cules were always in a cis conformation with the nitro-
gen atoms pointing in the same direction (see Figure 2a). 
This was done intentionally so as to maximize the simi-
larity between the relaxed and complex structures with-
out imposing any artificial constraints. The global min-
imum for a substituted bipyridine corresponds to the 

trans conformation, with the energy difference between 
the cis (relaxed) and trans conformations being calcu-
lated as ~5-8 kcal/mol throughout the series. Addition-
ally, a choice needed to be made as to whether or not 
solvent should be modeled in the calculation, given that 
accurate calculation of reduction potentials requires in-
clusion of solvation effects. As such, both solvated sin-
gle points on gas-phase optimized structures and opti-
mizations performed with the solvent model were also 
performed. 

 
Figure 1. Substituted [Fe(bpy)3]2+ series considered in 
this study. 
 

 
Figure 2. a) Examples of the complex and relaxed 
structures for unsubstituted bpy. b)  The two relevant 
lone pair (LP) orbitals (isovalue = 0.03 e/Å3) of relaxed, 
unsubstituted bpy. 

Equation 1 also requires choosing what molec-
ular orbital will be taken as f. Three different choices of 
f were made in this study. The simplest (advantageous 
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for screening over large datasets) is to simply take the 
HOMO from each ligand as f. The HOMO has a distinct 
physical meaning in DFT, as it is the negative ionization 
potential of the complex.21 The other choices of f ne-
cessitated examining the ligand orbitals themselves, 
specifically to locate the molecular orbitals that corre-
sponded with the in-phase and out-of-phase combina-
tions of nitrogen-lone pairs (LPs) from each pyridine 
ring (see Figure 2b). The second option for choosing f 
is to use the out-of-phase LPs, as this pertains to picking 
the highest energy orbitals that are also relevant for elec-
trostatically perturbing the metal-based orbitals. Note 
that often, but not always, the highest energy LP was 
also the HOMO. The final option explored was to aver-
age the energy of the two LP orbitals. 
Table 1. Mean signed error (MSE) and the standard devi-
ation of the error (SDE) for Eest using different structures, 
solvation models and choices of f. Also listed are the cor-
relation coefficients (R2) determined from the relationship 
of Eest with EFe. 

Struc-
ture 

Solva-
tion 

Choice of 
f 

MSE 
(eV) 

SDE 
(eV) 

R2 

Com-
plex 

Gas 

HOMO 0.14 0.15 0.96 
Highest 

LP 0.14 0.15 0.96 

Average 
LP 0.15 0.16 0.95 

Solvent 

HOMO -0.02 0.31 0.91 
Highest 

LP 0.01 0.35 0.94 

Average 
LP 0.03 0.37 0.92 

Re-
laxed 

Gas 

HOMO 0.12 0.21 0.89 
Highest 

LP 0.19 0.20 0.95 

Average 
LP 0.19 0.19 0.95 

Solvent 

HOMO -0.11 0.31 0.78 
Highest 

LP 0.05 0.40 0.92 

Average 
LP 0.05 0.40 0.91 

Table 1 collects the mean signed error (MSE) 
and the standard deviation of the error (SDE) for each 
combination of methodology choices. Here error is de-
fined as Eest – EFe, always using the calculated value of 
EFe. The MSE reflects how accurate the method is over-
all at predicting EFe, while SDE informs on how reliable 
and consistent the error is. Several observations can be 
made from this data. Regardless of the choice of f, the 

effect of relaxing the geometry is always to modestly 
increase SDE (by ~0.05 eV) and usually increase MSE 
(the largest increase is by ~0.09 eV but in most cases, 
this is closer to ~0.05 eV). This shows that optimizing 
the geometry has a deleterious effect on the prediction 
of EFe, an expected result as the relaxed ligands are not 
replicating their environment in the metal complex as 
accurately. The decrease in accuracy and reliability is 
not so large as to absolutely necessitate using the com-
plex geometries, however, which is ideal considering 
there can be instances where it would be desirable to 
predict EFe for a complex where the structure is not 
known experimentally or computationally. Conversely, 
an alternative usage of this methodology that exploits 
the higher accuracy of the complex geometries would 
be to use ligand structures from crystal structure data for 
given metal complexes. This would only require some 
minimal geometry clean-up (using cheap force-field 
based methods for example) before performing a DFT 
single point energy calculations, and would hence max-
imize efficiency and accuracy.  

The effect of solvation is less straightforward. 
Solvation tends to decrease the MSE, but this may not 
be a reflection of higher accuracy, but rather that the er-
ror is less systematic, and the overestimation of some 
values is cancelled out by the underestimation of others. 
Evidence for this is that the SDE always increases upon 
inclusion of solvation, sometimes so much as doubling 
in the process. Overall this large drop in predictability 
suggests that Eest is best determined in the gas phase. 
Note that the ligands in this study are neutral, and that it 
is possible that inclusion of solvent will be more bene-
ficial for charged ligands. The last factor is choice of f. 
In the gas phase this has no effect on SDE, but for re-
laxed geometries the choice of HOMO results in a 
smaller MSE by 0.07 eV. It is unclear if this is a mean-
ingful result given that there are only a few complexes 
where the HOMO is not the highest energy LP (see Ta-
ble S1 for full list of relevant orbital energies). This may 
be a fortuitous cancellation of error, or it may reflect that 
the HOMO energy is the best indicator of the ligand’s 
donor strength, regardless of whether or not the types of 
orbitals being compared are consistently chosen. It is 
probably most prudent to specifically choose the highest 
LP as f until this analysis can be repeated with a larger 
test set. 

Figure 3 shows the correlation between Eest and 
EFe for the gas phase relaxed geometries using the high-
est LP as f (other methodologies and orbital choices are 
shown in Figures S1-S6). If the method was perfect the 
slope would be equal to one, the intercept would be zero, 
and R2 would be one. While the slope and intercept can 
be used to gauge accuracy and precision as well as the 
MSE and SDE, R2 is particularly useful, as it gives a 
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measure of correlation, and a gauge of how good Eest is 
at predicting the trends in EFe. Note that R2 is larger than 
0.80 for all cases but one, and in most cases, is above 
0.90 (See Table 1), demonstrating that although this 
general method still has considerable errors in predict-
ing absolute values of EFe, it seems to be highly useful 
for predicting trends in EFe. Note that using the highest 
LP of the gas phase complex geometries predicts trends 
in EFe (R2 = 0.96) equally well as using the highest LP 
of the gas phase relaxed geometries (R2 = 0.95) despite 
the former having smaller MSE and SDE.  

Figure 3 also shows where using orbital energy 
shifts is most effective and where it breaks down. The 
agreement between Eest and EFe is best for complexes 
with significantly positive EFe (greater than 1.5 V vs. 
NHE). As the reduction potentials become more nega-
tive this error progressively increases, with the trend 
lines for each data set increasingly deviating from the 
perfect fit. In fact, the improved performance of the 
complex geometries arises from these geometries being 
more accurate for complexes with more negative reduc-
tion potentials. From a practical standpoint, this data 
shows that the orbital energy shift method of estimating 
EFe will be more reliable for more electron-deficient, 
strongly oxidizing complexes. Note that the relationship 
between the complex and relaxed geometries is not uni-
versal for all methodologies, and is significantly differ-
ent in some cases (Figure S4). Finally, when considering 
calculations employing solvent. Figures S4-S6 confirm 
that the low MSE discussed above is not a reflection of 
high accuracy, but rather a cancellation of errors be-
tween complexes that significantly overestimate and 
significantly underestimate EFe. 

 
Figure 3. Correlation of Eest with EFe for the relaxed (blue 
squares) and complex (red circles) geometries determined 
in the gas phase using the highest LP as f. The thick black 
line represents a perfect fit. All potentials are given in eV 
vs. NHE. 
 The data presented thus far has been for com-
pounds that are highly similar to the reference com-
pound, unsubstituted [Fe(bpy)3]2+. To see how success-
ful the proposed methodology is for Fe(II) complexes 

with more diverse ligand environments, Eest was calcu-
lated for seven different homoleptic Fe(II) complexes 
where EFe and the crystal structure are experimentally 
known.22-29 The results of these calculations are pre-
sented in Table 2 and the ligands used are shown in Fig-
ure 4. The only data used to determine Eest for this set of 
complexes was the experimental Eref and calculated eref 
for [Fe(bpy)3]2+, and the calculated e for the ligand in 
question. The complex geometries for the ligands were 
taken directly from the crystal structures of the Fe(II) 
complexes themselves, after allowing all of the hydro-
gen atoms to optimize (due to the low accuracy of hy-
drogen atom placement in the crystal structures). Full 
optimization of the complex geometry generated the re-
laxed geometry, as before. Based on the previous re-
sults, the analysis was only conducted in the gas phase, 
using the highest LP as f. 

 
Figure 4. Structures and abbreviations of additional lig-
ands considered. 
Table 2. Reported are the experimental values of EFe for 
the given complexes and the error when calculated with the 
given geometries (error is still defined as Eest – EFe). All 
values are calculated in the gas phase using the highest LP 
as f. All potentials are reported vs. NHE and all values are 
given in eV. 

Compound EFe error   
complex 

error   
relaxed 

error 
trans 

[Fe(phen)3]2+ 1.41 -0.03 -0.32 -- 
[Fe(tdzp)3]2+ 1.19 0.45 0.17 -- 
[Fe(btz)3]2+ 0.07 -0.89 -- 0.17 
[Fe(tpy)2]2+ 1.36 -0.62 -0.16 -0.10 
[Fe(L4)2]2+ 1.63 -0.36 -0.20 -0.08 

[Fe(CNC)2]2+ 0.96 -1.26 -0.78 -0.49 
[Fe(dcpp)2]2+ 1.94 -0.94 -0.89 -0.62 
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 While the complex geometries gave superior 
results for the substituted [Fe(bpy)3]2+ series (when the 
highest LP was chosen as f the MSE and SDE were 
~0.05 eV smaller), for the test set they only gave good 
results for [Fe(phen)3]2+ where the error was only -0.03 
eV, likely because of the strong resemblance between 
phen and bpy. All other values of Eest were in error by 
amounts ranging from 0.45 to 1.26 eV. The reason for 
this is likely that even though the complex geometries 
are better reflections of the actual ligand environment in 
the metal complex, for ligands that are drastically dif-
ferent from bpy they do not benefit from the error can-
cellation of comparing one strained substituted bpy lig-
and to another. Using the relaxed geometries produced 
substantial improvements in the calculated values of EFe 
(values of Eest were now only in error by amounts rang-
ing from 0.16 to 0.89 eV) for every complex except 
[Fe(phen)3]2+, again due to phen’s similarity to bpy. 
 Optimization of the highly strained btz ligand 
automatically converged to the trans orientation de-
scribed earlier, which prompted consideration of the 
trans arrangement of donor atoms for the other ligands 
when possible (the fused ring structure of phen and tdzp 
prevents this). Note that using the trans geometry on the 
substituted [Fe(bpy)3]2+ series gave almost identical 
MSE, SDE, and R2 to the gas phase relaxed geometries 
using the highest LP as f (0.22 eV, 0.20 eV, and 0.93 
respectively). For the remaining compounds of the test 
set, however, it gave further improved results (values of 
Eest were now only in error by amounts ranging from 
0.08 to 0.62 eV). Overall, this shows that complex ge-
ometries should be used for calculating Eest if the com-
pound in question is highly similar to the reference mol-
ecule; otherwise partially (relaxed) or fully (trans) op-
timized ligands will be more successful. It is encourag-
ing to see that the method is able to perform well for the 
diverse ligands tested, with errors below 0.2 V often be-
ing achieved, but some ligands are still too different 
from bpy to yield accurate results. While using the trans 
geometries does significantly improve the accuracy of 
Eest, Eest was still off by ~0.5 V for [Fe(CNC)2]2+ and 
[Fe(dcpp)2]2+.  
Conclusions  

DFT calculations on isolated ligands can be 
used to estimate the changes in Fe(III/II) reduction po-
tentials of Fe(II) bipyridine complexes. This is accom-
plished by assuming that the energy shifts of the HOMO 
and/or s-donor orbitals on the isolated ligands corre-
spond to the shifts in reduction potentials of the corre-
sponding metal complexes. This follows because the or-
bital energy shifts of the ligand are related to the donor-
strength of the ligand, which heavily dictates metal-lig-
and electrostatic interactions. Using the ligand struc-
tures exactly as they are in the optimized metal complex 

is ideal, but optimized ligands also perform reasonably 
well. In general solvation corrections make the predic-
tions erratic, and better results are obtained in the gas-
phase, although this may not be true for charged ligands. 
Using [Fe(bpy)3]2+ as a reference compound, reasonably 
accurate (errors amounting to no more than 0.2 eV) pre-
dictions of Fe(III/II) reduction potentials could be made 
when using several other different ligand types, but 
there were some instances where the ligand was too dif-
ferent from bpy for the errors to be less than ~0.5 eV. 
While the estimations of reduction potentials from this 
methodology are generally not quantitative, they per-
form well for predicting qualitative trends in chemical 
behavior, and as such they could be useful for large-
scale screening of ligands for tuning metal complex re-
duction potentials. Overall, the results presented here 
show potential for predicting the redox behavior of 
Fe(II) complexes, which can aid in designing transition 
metal dyes with appropriate criteria to function in 
DSSCs or other photochemical devices.   
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