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ABSTRACT: The quintet—singlet energy difference (AEq;) in Fe(II)
polypyridine complexes is often interpreted in terms of metal—ligand =
interactions. DFT calculations on a series of substituted [Fe(bpy);]** (bpy =
2,2'-bipyridine) complexes show the disparate magnitudes of substituent
effects on tuning AEs and reduction potentials (E°). In this series, E° spans
a much larger range than AEqs (2.07 vs 0.29 eV). While small changes in
AEs are controlled by metal—ligand 7 interactions, large changes in E° arise
from modification of the electrostatic environment around the Fe center.
Molecular orbital analysis reveals that, contrary to the typical description of
bpy as a m-acceptor, bpy is better described as acting as both a z-donor and 7-
acceptor in [Fe(bpy);]*" complexes, even when it is substituted with highly
electron withdrawing substituents. Overall, substituent modification is a useful
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strategy for fine-tuning the ligand field strength but not for significant reordering of the spin-state manifold, despite the large

effect on metal—ligand electrostatic interactions.

B INTRODUCTION

Iron(1I) polypyridines have been extensively studied for their
numerous applications in the fields of spin crossover (SCO)
and photochemistry.' > The ability to precisely control and
predict the SCO behavior of transition-metal complexes would
have a tremendous effect on multifunctional material design.”
Knowledge of spin-state energetics is generally useful for
understanding  excited-state photophysics”~ and problems
involving two-state reactivity.”” While SCO often involves
solid-state effects, at its core it is ultimately a molecular
problem' and as such is amenable to interpretation through
traditional electronic structure theory concepts in tandem with
experiment.'"'> A recent study by Halcrow and Deeth
examined a series of substituted [Fe(bpp),]*" (bpp = 2,6-
di{pyrazol-1-yl}pyridine) complexes and investigated the effect
of changing substituents at differing positions on the bpp
ring(s)."” This work concluded that the substituent effects on
the quintet—singlet energy gap (AEq,s) were due to
modification of both - and z-donor properties of the bpp
ligand, with substituents at the para position of the pyridyl ring
primarily affecting AEq/s by altering ligand 7-back-bonding.
The dependence of AEys on ligand donor strength made
chemical sense, and it inspired us to explore the related issue of
quantifying how sensitive these spin-state energetics are to
changes in substituent electron-donating/-withdrawing char-
acter.

Ligand substitutions at sterically unhindered positions are
sometimes utilized as a strategy to tune the spin-state
energetics of first-row transition-metal complexes via electronic
effects.'*'° For example, one would expect that, in a complex
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where the ligand acts as a & acceptor, substitution of an
electron-withdrawing group onto the scaffold will stabilize the
energies of ligand #* orbitals. This will bring the #* orbitals
closer in energy to the t,, orbitals, increasing interaction
between them and, as a result, stabilize the energy of the
bonding combination of t,,—z* (HOMO) and increase the A,
value (t,—e, gap). A change in the redox potential that
corresponds to the oxidation of the metal center (i.e., removal
of the electron from the HOMO of the transition-metal
complex) can then be taken as a measure of this stabilization
and the change in the A, value of the complex.'® Addition of
the electron-withdrawing and -donating groups, however,
modifies the electrostatic environment of the metal center as
well, affecting energies of all molecular orbitals of the complex,
which will also be reflected in the change in the metal-centered
oxidation potential (see Figure 1). The change in redox
potential therefore reflects both effects—the electrostatic effect
of stabilization/destabilization of all orbital energies as well as
the changes in the HOMO energy due to the changes in the
bonding interactions with the ligand. Hence the question we
are aiming to answer is as follows: to what extent is the change
in the measured redox potential due to changes in the metal—
ligand orbital interactions as a function of ligand substitution?
In other words, should large changes in substituent electron-
donating/-withdrawing character elicit large changes in ligand
n-donor/-acceptor strength and AEq,s? Is a change in the
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Figure 1. MO interaction diagram illustrating how both metal—ligand orbital and electrostatic interactions lead to the change in E° upon ligand

substitution.

redox potential of the metal center a good quantitative measure
of the change in AEs?

To address this, density functional theory (DFT) calcu-
lations were performed on a series of substituted (Y)
complexes based on the complex [Fe(bpy");]** (bpy = 2,2'-
bipyridine; see Figure 2), with substituents spanning a large
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Figure 2. Complexes examined in this study.

range of electron-donating and -withdrawing groups. The goal
was to investigate the effect of the ligand modifications on
AE s, as well as the standard reduction potentials (E°) of the
Fe(IlI/II) couple of the series, with more positive reduction
potentials corresponding to more electron deficient Fe(II)
centers. Interestingly, we found that, while large changes in
substituent electron donor strength caused large changes in E°,
they only had a minor effect on AEq in this system. This is a
consequence of substituent effects affecting M—L electrostatics
more substantially than orbital interactions, as shown by
energy decomposition analysis (EDA). In the course of this
investigation fragment molecular orbital analysis (FMOA)
showed that classifying bpy as a 7 acceptor, as is commonly
done in the literature and textbooks,'’’™*° is potentially
misleading. Rather, the bipyridine ligand in Fe(II) complexes
has a dual z-acceptor/z-donor character, with neither
interaction being small enough to outright ignore.

B COMPUTATIONAL METHODOLOGY

All structures were optimized with the BP86>**” functional. The 6-
311G* basis set was used on all light atoms,”*~>* while the SDD basis
sets and accompanying pseudopotentials were used for Fe and 1.>***
An ultrafine integral grid was employed for all calculations. All
calculations incorporated solvation via the IEF-PCM implicit
solvation model to simulate the effect of acetonitrile (¢ = 37.5).
Singlets were run as unrestricted calculations, and stability analysis
was always performed to confirm that the closed-shell solution was
the lowest in energy. Frequencies were calculated for all optimized
structures using the harmonic oscillator approximation to verify that
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the structures were true minima with no imaginary frequencies. The
results of these frequency calculations were also used to calculate
zero-point energy and entropic corrections to the free energy at
298.15 K and 1.0 atm using standard statistical mechanical
conventions. All DFT calculations were performed with the Gaussian
09 software package (Revision D.01).*>> Mulliken population analysis
(MPA), EDA, and FMOA were performed using AOMix 6.90.°%%7
Natural bond orbital (NBO) analysis was also conducted to support
the FMOA, and this was performed with NBO 6.0.> For analysis of
orbital energies it was always very easy to identify three orbitals that
were “t,,-like” and their energies were averaged. These three orbitals
were not degenerate due to the lower symmetry of the complexes,
with the spread in their orbital energies ranging from 0.15 to 0.25 eV.
Usually it was simple to identify two orbitals that were “elike” as
well, but in some cases the “e,” character was broken up over several
additional orbitals. All orbitals with the “e,” character and %Fe
composition more than ~10% were included when the energy was
averaged.

Note that both EDA and FMOA involved calculations on an
isolated Fe(II) ion. As these particular analyses were focused on the
singlet state of [Fe(bpy");]*" complexes, the Fe(II) ion was calculated
as a singlet, rather than a quintet. This was done to avoid having to
invoke an irrelevant spin flip when the metal complex was formed in
the singlet state. Technically, a spin flip must now be invoked at some
point for the binding energy calculations of the quintet case, which is
analyzed briefly for the EDA. However, as this only causes a constant
shift in the calculated values, issues related to the reference state of the
Fe(II) ion are ultimately inconsequential for analysis of the trends in
our data, which is the goal of the paper.

Reduction potentials (E°) were determined relative to the normal
hydrogen electrode (NHE) through eq 1:

sol

A
E° (eV) = ——L _ 443

(1)

Here, AG,, is the change in solvated free energy upon reduction, n
is the number of electrons transferred (in our case this is always 1),
and F is Faraday’s constant. The specific reaction in question is the
reduction of the Fe(III) complex (in the doublet state) to the Fe(II)
complex (in the singlet state). The calculated potentials are referenced
to NHE by subtracting the estimated absolute reduction potential of
NHE, 4.43 V.*’ Note that there have been newer estimates of this
value and not all of them agree;wi43 hence, our calculated values may
be subject to a modest systematic error. This will have no significant
effects on our major conclusions, however, and this general procedure
has been shown to work well in previous computational studies.*®
Furthermore, the calculated reduction potentials were shown to have
good agreement with experimental results when the data were
available for comparison (see Table S1 and discussion below).

AEqs was calculated as the electronic energy of the optimized
quintet state minus the electronic energy of the optimized singlet
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state. The more positive the AEq g value, the greater the stability of
the singlet state. AEq g is notorious_lZ difficult to accurately determine
computationally with DET.'®""*'73* Jakubikova and co-workers have
demonstrated that, for complexes which undergo similar structural
changes upon spin-state interconversion, the functional dependence
and hence the relative values of AEq,s should be accurate and
consistent regardless of functional choice.”® Unless mentioned
otherwise, AEq,s will always be reported relative to the value for
the unsubstituted [Fe(bpy);]**. Note that it is expected®* that BP86
will overstabilize the singlet state, making the “absolute” values of
AEq s less useful to analyze. For this system we do note a subtle, but
important, functional dependence that did significantly affect the
relative values of AEqs. This phenomenon was very complex and
beyond the scope of this study and hence will be published separately;
however, for functionals with reasonable amounts of Hartree—Fock
exchange (less than 25—30%) the general conclusions remained the
same. The BP86 functional was chosen on the basis of the previous
study by Halcrow and Deeth," in which it was shown to be highly
effective at obtaining a similar relative ordering of AEqs in
comparison with experimental values.

B RESULTS AND DISCUSSION

The results of this study are organized as follows. First, the
relationship among AE s, Fe(III/II) reduction potentials, and
substituent donor strength is established. This is followed by a
discussion of the qualitative electronic structure of the Fe(II)
complexes studied to help us interpret the observed depend-
ence of the AEy,s on reduction potentials and substituent
donor strength in terms of metal-ligand bonding. A more
quantitative population analysis and fragment orbital analysis
are presented next, to provide a more rigorous interpretation of
the metal—ligand bonding arguments from the previous
section. The final section details the results from energy
decomposition analysis, which are used to describe the
relationship between the metal—ligand bonding and AEq .
Redox Potentials and Ligand Field Strength. The
redox potential, E°, is a physically intuitive way to quantify
how the electronic and electrostatic environment of the metal
center is affected by the substitution of the bpy ligands. The
calculated E° can be then compared to experiment when
possible. The computational methodology was found to
reproduce experimentally measured values of E° with an
excellent agreement (see Figure 3 and Table S1). The DFT
calculated values of both E° and AEq/s were then considered
as a function of the electron donor strength of the substituent
using experimentally known Hammett parameters’>° (0,
which will simply be referred to as o throughout), as shown in
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Figure 3. Calculated Fe(III/II) standard reduction potentials vs
experimentally determined*>*” standard reduction potentials shown
for all complexes where this comparison was possible. All reduction
potentials are reported vs the NHE.

Figures 3 and 4, respectively. As the donor strength of the
substituent increases, the Fe(II) center becomes more electron
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Figure 4. Calculated E° (reported vs NHE) vs 0 Hammett parameter
of ligand substituents for all complexes considered.

rich, and as such E° becomes less positive (Figure 4) in a
highly linear fashion, as might be expected. A large range of E°,
spanning 2.07 eV, was determined for the compounds studied
here. Therefore, if there is a strong connection between
substituent electron donor strength and AEq, it should be
readily apparent in this system, as the large range of donor
strengths should elicit a correspondingly large effect on AEqs.

The range of AEq s values determined (Figure S), however,
is not particularly large: 0.29 eV (6.69 kcal/mol). Given the
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Figure S. AEqs as a function of ¢ (top) and R (bottom). All values
are reported relative to the unsubstituted [Fe(bpy);]** by treating its
AEq g value as zero.

massive changes in the E°, this is a relatively small “payoff”.
These results show that modifying the ligand field strength
through bpy substitutions, even when they dramatically change
the E° value of the metal center, is not necessarily an effective
strategy for inducing large changes in the spin-state manifold.
The correlation between AEqy/s and o is rather poor; a better
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correlation is seen when Hammett parameters that explicitly
reflect 7 interactions are considered. Halcrow and Deeth saw a
modest improvement in R* on going from ¢ to ¢* (0.86 to
0.92),"* which was seen here as well (0.62 to 0.77). Further
improvement is found by using the Swain—Lupton resonance
parameter R, which is one way to quantify the contribution of
resonance effects to 6.°>°° Note that R is closely related to
Hammett parameters and, like them, is dimensionless. A
detailed description of R can be found in ref SS.

Figure 5 shows an increase in the correlation with AEq g
from R* = 0.62 (AEqs vs 0) to R*=0.88 (AEqs vs R), which
can be taken as evidence that AEq g is being largely controlled
by changes in the Fe—bpy z-interactions. Note that this does
not mean that Fe—bpy # interactions are the ones solely
responsible; Halcrow and Deeth suggested that there is a
competition between Fe—bpp 7 interactions and o inter-
actions, with the dominant interaction being related to the
position of the substituent.'”> Additionally, work by Shatruk
and co-workers has shown evidence for ¢ interactions bein:
the dominant factor in dictating spin-state energetics,’
although their work investigated a broad range of diimine
ligands across which ¢ interactions are expected to vary more
widely than in our substituted bpy series. Regardless, given the
higher correlation R will generally be used throughout the rest
of the paper, but plots of AEq s using alternative Hammett
parameters are available in Figures S1 and S2 in the Supporting
Information.

Electronic Structure of Fe(ll) Complexes. To under-
stand the disconnect between the changes in E° and AEq g, an
analysis of the electronic structure of [Fe(bpy");]** was
conducted. It was expected that the trends in Figure S resulted
from an increase in donor strength leading to a decrease in the
ability of the bpy" ligands to effectively remove electron
density from the Fe(II) center through 7 back-bonding. Such a
relationship should be readily visible from analyzing the t,,
MOs,*® which should show m-bonding interactions with the
bpy” ligand. Although symmetry was not strictly enforced in
our calculations, the complexes shown in Figure 2 are all
formally of Dy symmetry, which means that the “t,,” orbitals
are not actually degenerate; rather, the HOMO is of a,
symmetry and the HOMO-1 and HOMO-2 are of e symmetry.
Because of this, the HOMO-1 and HOMO-2 behave virtually
identically in most cases, but differently from the HOMO. The
HOMO-1 will be taken as representative of the e pair. For the
sake of simplicity, they are still referred to as t,, orbitals
belonging to a pseudo-octahedral complex.

Isosurfaces of the calculated t,; MOs of [Fe(bpy),]** do not
readily show the aforementioned z-bonding character (Figure
6). Instead, it appears that there is significant z-antibonding
character between the metal and the ligands (a feature that can
be seen much more clearly in 2D slices also shown in Figure
6). Note that this antibonding interaction is between the metal
and the ligands, not necessarily the metal and nitrogen, as there
is very little nitrogen character at all, especially in the HOMO-
1 (see Figure 7). m-antibonding character itself is consistent
with a ligand that acts as a 7 donor. This is a surprising result
in light of the fact that bpy is frequently described as a 7-
acceptor ligand,'’~>* where this back-bonding is usually
considered essential for understanding Fe(II) polypyridine
complexes. On the other hand, more in line with the
“traditional” view of bpy, there are several low-lying virtual
orbitals that are heavily ligand dominated and show z-
antibonding interactions as well, which is what would be
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Figure 6. t; MO isosurfaces (isovalue 0.03 e/A%) and 2D slices for
the HOMO (left) and HOMO-1 (right) of singlet [Fe(bpy);]**.
Molecules have been positioned to provide an optimal view of the 7
character for each orbital.
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Figure 7. t,, MO isosurfaces for bpy (isovalue 0.03 e/A*) and singlet
[Fe(bpy);)* (isovalue 0.015 e/A? to make the ligand character more
easily visible). The symmetry labels for the bpy orbitals correspond to
their irreducible representations in C,, symmetry.

expected for a ligand that acts as a 7 acceptor. Further adding
to the confusion is that the ligand character of the t,, orbitals
does not strongly resemble any one of bpy’s frontier MOs
(Figure 7). This collection of contradictory evidence suggests
that bpy is simultaneously acting as a 7 donor and 7 acceptor.
This possibility was surprising but required deeper analysis to
demonstrate its veracity.

If the t,, orbitals result from pure metal orbitals mixing with
a combination of filled and unfilled 7 orbitals due to 7z-donor/-
acceptor interactions, it should be possible to approximate
these orbitals from appropriate linear combinations of isolated
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bpy orbitals (Figure 7). The bpy LUMO is of b, symmetry (in
C,,), and subtracting it from the sum of the two highest energy
filled 7-bonding orbitals of b; symmetry results in an orbital
(labeled as Sb,) that looks similar to the ligand character in the
HOMO-1. The ligand character in the HOMO is different, as
the HOMO itself is of different symmetry from the HOMO-1
and HOMO-2 in D;. A different combination of a, orbitals can
be generated to make Sa,, which looks similar to the HOMO.
Note that these orbitals are not “perfect matches” because they
are highly oversimplified (all orbitals contribute equally, no
other orbitals contribute, etc.). In general, the complicated
ligand character of the t,, orbitals is consistent with both 7-
donor and z-acceptor interactions with bpy.

Population Analysis. The visual analysis above is highly
qualitative, and hence a more quantitative analysis was
performed. The trends in AEyg are consistent with stronger
electron donors decreasing 7 back-bonding, or increasing &
bonding, and these data by themselves cannot resolve which is
a better description of the actual bonding behavior. A Mulliken
population analysis (MPA) of the t;; MO compositions across
the entire series was conducted to further probe the character
of this interaction (Figure 8). It was seen that as the donor
strength decreases (R becomes more positive) the ty, MOs
become increasingly metal dominated, eventually leveling off at
the larger R values.
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Figure 8. Percentage of Fe character in the t,, KS-MOs for all studied
complexes. The percentages of all three “t,,” orbitals were averaged to
produce each point on the plot.

Such changes are only consistent with bpy primarily acting
as a m donor: making the ligand a weaker donor serves to
lessen the Fe—bpy interactions and therefore increases the
metal character of the t,, orbitals. The exact opposite effect
would be expected if bpy were primarily a 7 acceptor. Figure 9
illustrates these two trends for simplistic depictions of bpy
acting as a pure 7 acceptor or a pure 7 donor. Our results
suggest, however, that bpy has dual #-donor/z-acceptor
character.

There are several clear outliers from this trend in Figure 8:
namely, the compounds with Y groups that have lone pairs on
sulfur capable of 7 donation into the bpy ring. The larger
halogens can be seen to slightly deviate from the trend as well.
Deviations are likely the result of these Y groups being
inductively withdrawing (or at least not largely inductively
donating) in addition to being able to z-donate through
resonance. The data in Figure 8 are averaged for all three t,,
orbitals, as they all behave very similarly, with the exception
being that for the HOMO orbitals Y = SOMe is much less of
an outlier.
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Figure 9. Predicted changes in %Fe composition of t,, MOs and
relative MO energies as a function of donor strength for a (a) purely =
acceptor ligand and (b) purely z donor ligand. The largest donor
strength is shown in red, while the smallest donor strength is shown in
blue. Note that, for the z-donor ligand, increasing the donor strength
would predict smaller %Fe character in the t), orbitals, and the
opposite is predicted for the z-acceptor ligand.

Fragment Molecular Orbital Analysis (FMOA). A
fragment molecular orbital analysis (FMOA)>? was conducted
to more directly demonstrate the z-donor capabilities of bpy in
these complexes. The [Fe(bpy');]** molecules were each
divided into two fragments, as shown in Figure 10: the Fe(II)
ion itself and the supermolecule comprised of all three bpy
ligands, referred to as (bpy”);. The composition of the tyy MOs
was again examined, but now in terms of what types of
fragment orbitals from (bpy"); were contributing to the final
MOs. The ligand fragment orbitals can either be filled or
unfilled, and it is this distinction which provides insight into
the nature of the metal—ligand interaction. Occupied fragment
orbitals (OFOs) chiefly contribute to ligand donation to the
metal, while unoccupied fragment orbitals (UFOs) are related
to electron acceptance by the ligand from the metal. These
fragment orbitals are also indicated in Figure 9.

The OFO and UFO compositions are plotted as a function
of Rin Figure 11 for the HOMO and the HOMO-1. There is a
large decrease in OFO character for both orbitals as R becomes
more positive and a simultaneous modest increase in UFO
character, consistent with what is expected for less electron
rich ligands. For all cases, even for the complexes with the
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Figure 11. Contribution of OFOs (blue squares) and UFOs (red
circles) of the (bpy"); fragment to the HOMO (top) and HOMO-1
(bottom).

highly electron withdrawing bpy" ligands, the ligand has z-
donor character comparable to the m-acceptor character, as
indicated by the plotted OFO and UFO values (see Figure 11).
In fact, the n-donor character is significantly larger than the 7-
acceptor character in many cases, especially for the HOMO.
Therefore, bpy technically acts more like a 7 donor throughout
the entire series. The more important interpretation, however,
is that it is not appropriate to discount the dual z-donor/z-
acceptor character of bpy. In fact, a similar result has been seen
in the composition of the t,, orbitals of [Ru(bpy);]** as
well>*®° In the present study the combined z-donor/z-
acceptor character of bpy is especially evident for the HOMO-
1 with highly electron withdrawing ligands, where the OFO
and UFO compositions are essentially the same. Note that all
of these results are entirely consistent with the qualitative
analysis provided earlier, in that the shapes of the t,; MOs are
the consequence of both donor and acceptor interactions. The
same outliers seen in Figure 8 are present in Figure 11 as well.
To investigate whether the results from Figure 11 were an
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artifact of the MPA, a comparable analysis was performed
using NBOs (details in Figure S3 in the Supporting
Information and accompanying discussion), and very similar
conclusions were reached. One more interesting point is that,
for the more electron withdrawing ligands, the HOMO-1 has
almost equal 7z-donor/m-acceptor character. The HOMO
however does not and keeps a much larger ratio of 7-donor
to m-acceptor behavior.

The FMOA also gave another way to quantify z-donor/z-
acceptor behavior by providing overlap populations (OPs)
between the previously defined fragments in the t,, orbitals
(see Figure 10). A positive OP indicates a bonding interaction
between two fragments, while a negative value indicates an
antibonding interaction. The net OPs for every t,, orbital
examined in this study are always negative, demonstrating net
antibonding interactions between the Fe(Il) ion and the
(bpy"); fragment, as previously seen in the 2-D slices in Figure
6. Further decomposition of these net OPs reveals that they are
mainly composed of positive OPs arising from interactions
with ligand UFOs (7 back-bonding) and negative OPs arising
from interactions with ligand OFOs (z donation). The net
OPs in the HOMO have a relationship to the substituent
donor strength (Figure 12), with the net OPs becoming more

-0.09
|
-0.095 | .
0.1 nle
0. . YN
-0.105 | o
a v ™ u n
© oq1f™ ’
[}
“.0.115 .
-0.12 % %.°
) e ° ® o Mb
-0.125 °
-0.13
-1 08 06 -04 -02 0 02
R

Figure 12. Net OPs calculated for the HOMO (blue squares),
HOMO-1 (red circles), and HOMO-2 (green triangles).

positive as the substituent becomes more electron with-
drawing: consistent with less 7 donation and/or more #
acceptance. The correlation is not strong, R* = 0.68, but it is
much larger than it is for the HOMO-1 and HOMO-2, which
have R? values close to 0. While one point appears to be a large
outlier for HOMO-1 and HOMO-2 (corresponding to Y =
SOMe, the largest outlier in the previous data sets), removal of
this point offers little improvement in the correlation. It is
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possible that the HOMO alone shows a trend because it
maintains a higher 7-donor/s-acceptor character for the more
electron withdrawing substituents, as seen in Figure 11.

Energy Decomposition Analysis (EDA). Having clarified
the nature of the covalent interactions between the bpy ligands
and Fe(Il), the task still remains to determine why the trends
in AEqys are so small in comparison to the trends in E°. This
can be understood by recognizing that the substituents have
very different effects on the electrostatic component of Fe—
ligand bonding in comparison to the covalent component,
which is demonstrated here using EDA.

Figure 10 shows how Ziegler—Rauk/Morokuma®"®* EDA
may be used to analyze the simultaneous binding energy of all
three bpy ligands to Fe (AEy,q). AE,4 is the sum of the
preparation energy (AEPrep) and the interaction energy
(AE,,). AE,,, is the energy required to distort the isolated
fragments into their final geometries in the optimized complex.
As the Fe** ion cannot structurally change, AE,,, is only
related to the energy involved in arranging the three isolated
bpy ligands into the geometry of the (bpy"); fragment. AE,,.,
will always be positive and unfavorable for any system. In this
case it is primarily because it involves pointing the lone pairs of
all three bpy ligands toward each other without the Fe** ion to
mitigate unfavorable electrostatic repulsions. The definition of
AE,,., also includes the energetic penalty of distorting the bpy
ligands from their natural geometries as isolated molecules, but
this effect will be less significant in this case in comparison to
the energy involved in bringing the distorted ligands
together.”

The energy released upon the two static fragments, (bpy"),
and Fe?*, coming together to form the actual metal complex is
referred to as the interaction energy (AE,,). AE,, is divided
into three additional terms, AE,;, AEp,;, and AE_ (see Figure
10). AE, and AEp,, reflect the electrostatic and Pauli
repulsion interactions, respectively, and arise from bringing
the two fragments together, but without allowing the electronic
structure of the molecule to relax (i.e., no orbital
optimization). The interaction of the nitrogen lone pairs
with the Fe** center will always be favorable from an
electrostatic standpoint (negative AE,) but will be compen-
sated to some extent by the Pauli repulsion necessary to bring
any two electron-containing fragments together (positive
AEp. ;). The sum of these two terms is sometimes referred
to as AE, for “steric” interactions, as will be done here.”* AE,,
accounts for the energy released (it will always be negative) by
allowing the orbitals to interact with each other and form the
final optimized KS-wave function.

The calculated AE,, values are plotted alongside AE g, in
Figure 13 as a function of R. As R becomes more negative
(donor strength increases), AE,, becomes significantly more
favorable, spanning approximately 80 kcal/mol. AE;, is the
sum of AE, and AE_,, but the plot of AE_; shows a
completely different trend where AE_; becomes less favorable
as R becomes more negative. This is consistent with more
electron deficient ligands minimizing the repulsive filled—filled
interaction associated with 7 donation and/or maximizing the
stabilizing interaction associated with 7 acceptance. In addition
to showing an entirely different trend, the magnitude of the
changes in AE,, is much smaller (compare the slopes of the
lines), spanning approximately 15 kcal/mol. Necessarily this
means that the trend in AE, is largely dictated by AE,. While
we have not separated the electrostatic effect from the Pauli
repulsion in this study, it is likely that changes in AE, are more
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Figure 13. AE,, (blue squares) and AE_ (red circles) plotted as a
function of R.

important than changes in AEp, ;. An increase in donor
strength should lead to more favorable electrostatic inter-
actions but also more unfavorable Pauli repulsion. As AE
becomes substantially more favorable with increasing donor
strength, it is clear that the increased electrostatic attraction
more than compensates for the increased Pauli repulsion
between the two fragments. It will then be assumed from here
on that the most important term for interpreting AE,, is AE,
and that the changes in AEp,,; are not relevant for the
questions at hand.

Electrostatic effects and covalent effects all contribute
significantly to the Fe—ligand interactions. However, sub-
stituent effects only cause small changes in the covalent
component and much larger changes in the electrostatic
component of the interaction energy. The ligand substituent
effects have large consequences for the electrostatic nature of
bonding, and hence the electrostatic environment of the Fe(II)
center, which results in the large range of reduction potentials.
The covalent substituent effects are less dramatic and are
connected to the 7 interactions responsible for tuning the spin-
state energies, resulting in a smaller range for AEqs.

From an MO standpoint, the electrostatic effects of ligand
substitution shift the energies of the t,, and e,* MOs
significantly but by similar amounts (see Figure 143, which
results in large changes in the electron affinity of the
complexes, but not the actual ligand field splitting itself. A
similar shifting of MO energies was shown in Halcrow and
Deeth’s work, where they focused on the slopes of the lines to
indicate whether 7 or o donation was dominant, and we saw
good agreement with their results.”* Just as in their study, the
slope of the t,, energies is slightly more negative than it is for
the e,* energies, showing that the t,, orbitals are more affected
by changes in donor strength. It is possible to interpret these
changing orbital energies as being largely unrelated to
electrostatic effects and instead assume that they are the result
of less electron donating ligands exhibiting weaker 7 donation
and/or stronger 7 back-bonding and weaker ¢ donation, which
together would produce the same qualitative effect. If the
effects are similar in magnitude, then they can also partially
cancel each other out, resulting in the small changes observed
for AE,.

While such compensating effects are no doubt present, it is
highly unlikely these are responsible for the large changes in
MO energies and reduction potentials. It makes sense that a
significant electrostatic shift should be present, given the
massive effect ligand substitution has on AEg . One way to
confidently demonstrate this electrostatic effect, and separate it
from orbital-covalency effects, is to analyze the energies of
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Figure 14. Calculated MO energies as a function of o. Energies of each set were averaged to produce the values on the plot.

metal-based orbitals that are unambiguously nonbonding.
Nonbonding orbitals such as these should still be influenced
by the electrostatics but will not undergo any covalent
interactions with the ligand. Figure 14 shows the effect of
donor strength on the low-lying, nonbonding Fe 3p orbitals,
which is remarkably similar to what is seen for the t,; and e,*
orbitals. In fact, no matter which orbital set is considered, they
all vary by ~2.2 V across the entire series, a magnitude which
excellently predicts the range of reduction potentials
calculated. In terms of AEq, however, it is interesting to
note that the calculated e *-t,, gap covers a span of 5.3 kcal/
mol, similar to the 6.6 kcal/mol range of AEq calculated, and
the two parameters actually correlate quite well (R* = 0.92; see
Figure S4).

The different trends in AE,, and AE,,;, (see Figure 13) offer
simple explanations for why changes in substituent donor
strength can have a large effect on redox potentials and
interaction energies but only a small effect on AEq/s. Another
explanation is available, however, by focusing on the so far
neglected component of AE,;,q, which is AE,. Because the
binding energy for the singlet and quintet (see eqs 2 and 3) are
both calculated using the same fragments, it is possible to
express AEq s in terms of the difference in binding energies for
each spin state, referred to as AAE,; ;(Q/S) (eq 4). As before,
AAEy;,4(Q/S) itself can be separated into AAE,,(Q/S) and
AAE,(Q/S), which are the differences in preparation and
interaction energies for the quintet and singlet, respectively:

AEbincl(s) = AEprep(s) + A‘Eint(s) (2)
AEbind(Q) = AEprep(Q) + AEint(Q) (3)
AEqs = AEq(Q) — AE,(S) = AAE,;4(Q/S)

= AAE,(Q/S) + AAE,(Q/S) (4)

AAEPrep(Q/S) and AAE, . (Q/S) do not consider the
isolated bpy ligands, as they are the same for each spin state.
AAE,,,(Q/S) will only reflect how the structure of (bpy"),
changes during the spin-state change. AAE, (Q/S) can then
be simply determined as the difference between AEq,s and
AAEPreP(Q/ S) or from an explicit calculation of AE,, for each
spin state.

Figure 15 shows how AAEprep(Q/ S) changes as a function
of substituent donor strength. As the ligand becomes more
electron rich, AAE,,(Q/S) becomes less positive. Note that
this is the same general trend (and spans a similar range) as
that observed for AEq s, suggesting that AAE,,,(Q/S) may
be useful for predicting trends in spin-state energetics. The
trend in Figure 15 is easy to understand: in all cases

AAEPreP(Q/ S) is a negative quantity, signifying that the

int
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Figure 15. AAE,,,(Q/S) as a function of o (top) and R (bottom).

preparation energy of the quintet state is less unfavorable than
the preparation energy of the singlet state. The population of
antibonding e * orbitals in the quintet state results in longer
Fe—N bonds, and therefore larger interligand distances. The
electrostatic and filled—filled repulsion energies resulting from
the nitrogen lone pairs interacting with each other will be
diminished as the interligand distance increases, and this effect
will be magnified for the more electron rich ligands. It has been
shown previously that repulsive interligand effects (as gauged
through calculated preparation energies) can have significant
effects on spin-state energetics, often resulting in unexpected
ground spin states.”

Analysis of AAE,,(Q/S) showed no significant trend across
the data series (R* = 0.04 and 0.01 when it is plotted against &
and R, respectively; see Figure S5), which indicates that the
preparation energies are all that is needed to accurately
describe the spin-state energetics. Arguably, AAE,,(Q/S) itself
is composed of AAE_;(Q/S) and AAE,(Q/S), which may
simply have opposing trends. However, calculated trends for
these values also show essentially no correlation (Figures S6
and S7). This stems from the fact that, unlike AE_;(S),
AE ,,(Q) does not show any interpretable trend with donor
strength (Figure S8), resulting in no correlation for

AAE,;,(Q/S). It may be that the trends in AE,,(Q) are
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simply too subtle to effectively detect above DFT error due to
much weaker bonding in the quintet state; at present, however,
it is not possible to strongly distinguish this from the possibility
that there simply is no relationship with donor strength for
AE,_(Q) which would consequently mask any relationships
with AAE,;,(Q/S). Due to this, we ignored further analysis of
“Interaction” terms with the quintet state and instead focused
on the very clear trend in AAE,(Q/S).

As both AAE,.(Q/S) and AE,,, are capable of explaining
the trend in AE, it is interesting to evaluate which is the
better predictor of AEqy,s. Both AE,, and AEy correlate
better with R than with o, likely due to R’s better
representation of resonance effects. On the other hand,
AAE,,,(Q/S) shows the opposite behavior, where it strongly
correlates with o, and actually the correlation slightly decreases
when it is plotted against R (see Figure 15). This is further
demonstrated by comparing the correlation of AAEprep(Q/ S)
and AE,,, with AEqs itself (Figure 16). The correlation is
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Figure 16. AEq s as a function of AE,, (top) and AAE,.(Q/S)
(bottom).

much worse for AAEPreP(Q/ S) than for AE,;, showing that
the latter is a better predictor of the subtle spin-state energetics
for this system. On the basis of these results, it is likely that it is
a combination of 7-orbital effects and interligand interactions
that control the observed trends for AEq/. Regardless of
which is more important, AAE,.,(Q/S) or AE,, on the basis
of the magnitude of these effects it is unlikely that either of
these play a dominant role in dictating the trends in reduction
potential or Fe—N bond strength, as these are largely governed
by the electrostatic effects manifested in AE.

B CONCLUSIONS

In this work, we investigate the substituent effects on the redox
potential and ligand field strength in a series of [Fe(bpy");]*"
complexes (Y = electron-donor and -acceptor groups). Our
results show that, even if two Fe(Il) complexes have large
differences in Fe—ligand bond strength or redox potential, this
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may not track with a large difference in properties resulting
from more covalent interactions, such as AEqs. Substituent
modifications of the bpy scaffold are not an effective way to
induce dramatic changes in spin-state energetics, as their effect
on covalent interactions as well as interligand interactions is
relatively small. However, this means they may be useful for
smaller, precise tuning of T),, values when only a minor
adjustment is desired.

A surprising result of this study is that, for [Fe(bpy");]*",
bpy shows dual z-donor/z-acceptor character, with the former
being similar to or larger than the latter. This result sharply
contrasts with the typical description of bpy as a 7 acceptor. It
is not yet clear how general these results are and how much
they will change for different ligand types or metals. Current
studies are underway in our laboratory to address this. Going
forward, it will also be important to carefully investigate the
effect of the selected model chemistry (i.e., functional, basis
set) as well as the molecular orbital decomposition scheme on
the observed z-donor/z-acceptor character of the ligand.
Therefore, these results should be taken with due caution until
they can be experimentally verified in some way. The
conclusions suggested from this study will hopefully serve as
an impetus for other experimentalists and theorists to look
more closely at these electronic structure issues.
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