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We consider random walk in a space-time random potential, also known
as directed random polymer measures, on the planar square lattice with
nearest-neighbor steps and general i.i.d. weights on the vertices. We con-
struct covariant cocycles and use them to prove new results on existence,
uniqueness/nonuniqueness, and asymptotic directions of semi-infinite poly-
mer measures (solutions to the Dobrushin—Lanford—Ruelle equations). We
also prove nonexistence of covariant or deterministically directed bi-infinite
polymer measures. Along the way, we prove almost sure existence of Buse-
mann function limits in directions where the limiting free energy has some
regularity.

1. Introduction. We study a class of probability measures on nearest-neighbor up-right
random walk paths in the two-dimensional square lattice. The vertices of the lattice are popu-
lated with i.i.d. random variables called weights and the energy of a finite path is given by the
sum of the weights along the path. We assume that these weights are nondegenerate and have
finite 2 4+ ¢ moments, but they are otherwise general. The point-to-point quenched polymer
measures are probability measures on admissible paths between two fixed sites in which the
probability of a path is proportional to the exponential of its energy. This model is known as
the directed polymer with bulk disorder and it was introduced in the statistical physics liter-
ature by Huse and Henley [38] in 1985 to model the domain wall in the ferromagnetic Ising
model with random impurities. It has been the subject of intense study over the past three
decades; see the recent surveys [15, 16, 21].

Many of our main results concern semi-infinite polymer measures, which we will also call
semi-infinite DLR solutions or Gibbs measures to help connect our results to the usual lan-
guage of statistical mechanics. Semi-infinite polymer measures are probability measures on
infinite length admissible up-right paths emanating from a fixed site which are consistent
with the point-to-point quenched polymer measures. Some of the natural questions about
such measures include whether all such measures must satisfy a law of large numbers (LLN),
whether measures exist which satisfy a LLN with any given direction, and under what condi-
tions such measures are unique. Ideally, one would like to answer these questions for almost
every realization of the environment simultaneously for all directions.

This is the third paper to consider these questions in 1 4+ 1 dimensional directed polymer
models; the recent [31] and [8] address similar questions in related models which have more
structure than the models considered here.

[31] studies the model first introduced in [55], which is a special case of the model stud-
ied in this paper where the weights have the log-gamma distribution. The authors use the
solvability of the model (i.e., the possibility of exact computations) to introduce semi-infinite
polymer measures which satisfy a LLN with any fixed direction for that model. As alluded to
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in the fourth paragraph on page 2283 of [31], the authors expected their structures and con-
clusions to generalize. We demonstrate that they do, but in addition to studying more general
models, the present paper considers a much wider class of problems than [31]; hence most of
the results we discuss are new even in this solvable setting.

[8] studies 1 4+ 1 dimensional directed polymers in continuous space and discrete time,
where the underlying random walk has Gaussian increments. The authors show existence
and uniqueness of semi-infinite polymer measures satisfying the law of large numbers with
a fixed deterministic direction, but the event on which this holds depends on the direction
chosen. While the model considered in [8] is not solvable, a symmetry in the model inherited
from the Gaussian walk leads to a quadratic limiting free energy. This is a critical feature
of the model, since the method used in that project relies in an essential way on having a
curvature bound for the free energy.

Some of our results, specifically ones concerning existence and uniqueness of semi-infinite
polymer measures in deterministic directions, can likely be obtained with the techniques of
[8] if one assumes or proves a curvature condition on the limiting free energy, which we will
denote by A. Proving such a condition is a long-standing open problem. We prefer to avoid a
priori curvature assumptions for two reasons: first, most of our theorems are valid under no
assumptions on A and second, as we will see in Section 4.1, the stochastic process that is our
main tool, the Busemann process, is naturally indexed by elements of the superdifferential
of A, and we believe that understanding the structure of this object without any a priori
regularity assumptions might provide a path to proving differentiability or strict concavity of
A.

We now sketch what we can show about semi-infinite polymers in more detail. Before be-
ginning, we remark that the set of semi-infinite polymer measures is convex and it suffices to
study the extreme points. Although most of our theorems apply without a priori assumptions
on A, they take their nicest form when A is both differentiable and strictly concave. This
is conjectured to be the case in general. In this case, our results say that except for a single
null set of weights all of the following hold. Every extremal measure satisfies a strong LLN
(Corollary 3.6). For every direction in U = {(t,1 —¢) : 0 <t < 1}, there is at least one ex-
tremal semi-infinite polymer measure with that asymptotic direction (Corollary 3.3). Except
for possibly a random countable set of directions, this measure is unique (Theorem 3.10(e)).
The directions of nonuniqueness are precisely the directions at which the Busemann process
is discontinuous (Theorem 3.10(e)). This set of directions is either always empty or always
infinite (Theorem 3.10(c)). The connection between the nonuniqueness set and discontinu-
ities of the Busemann process has not previously been observed. Moreover, this is the first
time the countability of this set has been shown in positive temperature.

We do not resolve the question of whether or not the set of nonuniqueness directions
is actually empty almost surely. As mentioned above, this is equivalent to the almost sure
continuity of the process of Busemann functions viewed as a function of the direction. This
latter question can likely be answered for the log-gamma polymer, where it is natural to
expect that the distribution of the Busemann process can be described explicitly using positive
temperature analogues of the ideas in [25]. It is known that this set is not empty in last-passage
percolation (LPP), the zero-temperature version of the polymer model. See Theorem 2.8 and
Lemma 5.2 in [29].

Aside from the problems discussed above, we study a number of natural related questions.
For example, based on analogies to bi-infinite geodesics in percolation, it is natural to expect
that nontrivial bi-infinite polymer measures should not exist. We are able to prove nonex-
istence of shift-covariant bi-infinite polymer measures and of bi-infinite polymer measures
satisfying a LLN with a given fixed direction, but do not otherwise address noncovariant mea-
sures. We further study the competition interface, introduced in [31] as a positive-temperature
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analogue of the object from last-passage percolation [26]. In particular, we prove that the
interface satisfies a LLN and characterize its random direction in terms of the Busemann
process.

Our results can also be interpreted in terms of existence and uniqueness of global stationary
solutions and pull-back attractors of a discrete viscous stochastic Burgers equation. This is
the main focus of our companion paper [42]. See also [7] and the discussion in [8], which
focuses on this viewpoint.

1.1. Related works. In his seminal paper [56], Sinai proved existence and uniqueness of
stationary global solutions to the stochastic viscous Burgers equation with a forcing that is
periodic in space and either also periodic in time or a white noise in time. Later, [32] extended
Sinai’s results to the multidimensional setting using a stochastic control approach and [22]
used PDE methods to prove similar results for both viscous and inviscid Hamilton—Jacobi
equations with periodic spatial dependence. Periodicity was relaxed in [6, 57], where the
random potential was assumed to have a special form (not stationary in space) that ensures
localization of the reference random walk near the origin and makes the situation essentially
compact so the arguments from [56] could be used. A similar multidimensional model is
treated in [6]. See also [3, 24, 33, 39] for zero temperature results using similar methods.

The connection between solving the stochastic viscous Burgers equation and the existence
of Busemann limits in related directed polymer models was observed in [43] where they
treated the case of strong forcing (high viscosity) or, in statistical mechanics terms, weak
disorder (high temperature). See also the Markov chains constructed by Comets—Yoshida
[18], Yilmaz [60], Section 6 in [53] and Example 7.7 in [28]. The model we consider is in
1 4 1 space-time dimensions, which is known to be always in strong disorder [17, 44].

The recent papers [8] and [31], mentioned earlier, are more closely related to this work as
both study strictly positive temperature polymers in a noncompact setting and in the strong
disorder regime.

Currently, there are two major approaches to studying the general structure of infinite
and semi-infinite directed polymers in zero or positive temperature. The first approach was
introduced by Newman and coauthors [36, 37, 45, 49] in the context of first-passage per-
colation (FPP). This approach requires control of the curvature of A. This property is used
to prove straightness estimates for the quenched point-to-point polymer measures. Existence
and uniqueness results then come as consequences, as well as existence of Busemann func-
tions, which are defined through limits of ratios of partition functions. This is the approach
taken by [8]. See also [4, 5, 12—14, 26, 59] for other papers following this approach in zero
temperature.

In this paper, we take the other, more recent, approach in which Busemann functions are
the fundamental object. The use of Busemann functions to study the structure of semi-infinite
geodesics traces back to the seminal work of Hoffman [34, 35] on FPP. Here, we construct
covariant cocycles which are consistent with the weights on an extension of our probability
space and then use a coupling argument and planarity to prove existence and properties of
Busemann functions. The bulk of the work then goes toward using this process of Busemann
functions to prove the results about infinite and semi-infinite polymer measures. This program
was first achieved in zero temperature by [19, 20] in FPP and [29, 30] in LPP. [11] also takes
this approach to construct correctors, which are the counterparts of Busemann functions, in
their study of stochastic homogenization of viscous Hamilton—Jacobi equations.

In [31], the desired cocycles were constructed using the solvability of the model. In the
present paper, we build cocycles using weak subsequential Cesaro limits of ratios of partition
functions, which is a version of the method Damron and Hanson [19] used in their study
of FPP. Our situation requires overcoming some nontrivial technical hurdles not encoun-
tered there which arise due to the path directedness in our model. An alternative approach
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to producing cocycles based on lifting the queueing theoretic arguments of [47] to positive
temperature is also possible. These queueing theoretic results furnished the desired cocycles
in [29, 30]. It is noteworthy that the queuing results rely on a specific choice of admissible
path increments, while the weak convergence idea seems to work more generally.

1.2. Organization. Our paper is structured as follows. We start with some notation in
Section 2.1 then introduce the model in Section 2.2. Section 2.4 introduces semi-infinite and
bi-infinite polymer measures (DLR solutions). Our main results are stated in Section 3. In
Section 4, we address existence of covariant cocycles and Busemann functions. Using these
cocycles, we prove (more general versions of) our main results on semi-infinite DLR so-
lutions in Section 5. In Section 6, we use these results to show nonexistence of covariant
or deterministically directed bi-infinite DLR solutions. A number of technical results are de-
ferred to Appendices A and B, and some technical results are stated without proof. The reader
is referred to our preprint [40] for the relatively easy proofs of such results. One such result
on almost sure coalescence of coupled random walks in a common random environment,
Theorem A.2, may be of independent interest to some readers.

2. Setting. We begin by introducing some notation.

2.1. Notation. Throughout the paper, (2, F,P) is a Polish probability space equipped
with a group of F-measurable P-preserving transformations T : Q — €, x € Z?, such that
Ty is the identity map and 7, Ty = Ty 1y for all x,y € 7?. E is expectation relative to P. A
generic point in this space will be denoted by w € Q2. We assume that there exists a family
{wy (w) : x € Z?)} of real-valued random variables called weights such that

(2.1 {wy} are iid. under P, 3p > 2: E[|lwg|”’] <oo and Var(wp) > 0.

We assume further that wy (Txw) = wy4y(w) for all x, y € 7Z2. An example is the canonical
setting of a product space I' = RZ? equipped with the product topology, product Borel o -

algebra &, the product measure ]P’SZ’Z2 with Py a probability measure on R, the natural shift
maps, and with w, denoting the natural coordinate projection.

We study probability measures on paths with increments R = {ey, e»}, the standard basis
of R2. Let I/ denote the convex hull of R with ril/ its relative interior. Write & = ¢ + ;. For
m € 7, denote by V,,, = {x € Z? : x -¢=m}. We denote sequences of sites by x,, , = (x; :
m <i <n) where —oo <m <n < oco. We require throughout that x; € V;.

For x € V,, and y € V,, with m < n, the collection of admissible paths from x to y is
denoted X = {(Xm.n t Xm =x,x, =Yy,x; —xij—1 € R}. This set is empty unless x < y. (x <
y is understood coordinatewise.) The collection of admissible paths from x to level n is
denoted X,(Cn) = {xXm.n:xm =x,x; —xj—1 € R}. The collection of semi-infinite paths rooted
(or starting) at x is denoted by Xy = {x,00 : X = X, x; — x;—1 € R} and the collection of
bi-infinite paths is X = {x_o0 o0 : X; — xj—1 € R}. The spaces X7, X)(C”), and X, are compact
and, therefore, separable. The space X can be viewed naturally as Vg x {ef, e2}* which is
separable but not compact. We equip these spaces with the associated Borel o -algebras X*>7,
X% X* and X. Given a subset of indices A, we denote by X'}, Xj’("), X5 and X, the
associated sub o-algebra generated by the coordinate projections {x; : i € A}.

The space of probability measures on a metric measure space (I', B), equipped with the
topology of weak convergence, is denoted M (T", B). Expectation with respect to a measure
w is denoted E*. For u, v € R?, we use the notation [, v] = {su + (1 — s)v:s € [0, 1]} and
Ju,v[={su + (1 —s)v:s € (0,1)}. The set of extreme points of a convex set C is denoted
by extC.
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2.2. Finite polymer measures. For an inverse temperature 8 € (0,00), x € Vy,, and y €
Vu, withm,n € Z, and x <y, the quenched point-to-point partition function and free energy
are

n—1 1
Z)’?,y = Z ePLi=n @i and Fﬁy = ] log Zf’y
Xm,n exy

We take the convention that Z f x=1and F, f x =0 while Zf, y=0and F f y = —00 whenever
we do not have x < y. Similarly, we define the last passage time to be the zero temperature
(B = oo) free energy:

n—1
Gyy= Ff‘} = max Z Wy, {-
' xm,nGX§ i=m
The quenched point-to-point polymer measure is the probability measure on (X}, X*Y)
given by
1 n—1
00 (A =—— Y e rimmen
X,y Xm,nEA

for a subset A C X, with the convention that an empty sum is 0.
For a tilt (or external field) h € R?, n € Z and x € V,, with m < n, the quenched tilted
point-to-line partition function and free energy are

B.h 11 e Bt —m g _ 1 B.h
Zi= D ePrmmon P and  FUG) = ~ B log Z )
Xm, neX(-")
We take the convention that Zﬂ =1land F Bh 0 while Zﬂ =0and F; B.h —oo if
x,(m) — x,(m) — () =

n < m. Again, we define the point-to-line last passage time to be the Zero temperature free
energy:

n—1
N/
Gx = Fxo’o(n)_ max {wa,-Fh (xXp —xm) ¢ -

Xm, neX

The quenched tilted point-to-line polymer measure is

1 -
Vbt A =— 3 oF Timn e+ G =) for A © X,

x’(n)
x,(n) Xmn€A

We will denote by Ey y F the expectation with respect to Q% y F and similarly E ﬂ () Willdenote
the expectation with respect to Q (ﬁ ) - The random variable given by the natural coordinate
projection to level i is denoted by X;. We will frequently abbreviate the event {X man = Xm.n}
by {xm,n}-

2.3. Limiting free energy. For B € (0, oc], there are deterministic functions A” : R%r —
R and Affl :R? — R such that P-a.s. for all 0 < C < oo,
h
Fy . — AP) F oy — A1

(2.2) lim max —* " = lim sup
n—oo er+ n n_)oo|h|lfc n

These are called shape theorems. The first limit comes from the point-to-point free energy
limit (2.3) in [53] and the now standard argument in [48]. The second equality comes from

the point-to-line free energy limit (2.4) in [53] and |Fy ) — Fg/n | < [l — ']1.



POLYMER GIBBS MEASURES 783
AP is concave, 1-homogenous, and continuous on Ri. Agl is convex and Lipschitz on R?.
Lattice symmetry and i.i.d. weights imply that
AP (Erer + E2e0) = AP (Bae) + £102).
By (4.3)-(4.4) in [28] AP and Agl are related via the duality

(2.3) ALy =sup{AP &) +h &) and AP(&) = inf {AF(n)—h-£}.
gl heR?

h € R? and & e ril/ are said to be in duality if
Ay =h-&+ AP ).

We denote the set of directions dual to /& by L{f C rild. In the arguments that follow, the
superdifferential of A? at & e R,

(2.4) INP(E)={veR?>:v- (£ —¢) < AP() — AP(0) V¢ e RE),

will play a key role. We also introduce notation for the image of ¢/ under the superdifferential
map via

INPU) ={veR?: 3t eritd : v e dAP (8)).

The following lemma gives a useful characterization of d A? (/). The proof is a straightfor-
ward exercise in convex analysis and is included in [40].

LEMMA 2.1, For h € R%, —h € dAPU) if and only if A5j(h) = 0. Moreover, if —h €
NP (&) for & erild, then & - h + AP(£) = 0.

Concavity implies the existence of one-sided derivatives:

AP (g £eer) — AP(E)
*e

AP(E Feer) — AP (E)
Fe '

These are the two extreme points of the convex set d A#(£€). The collection of directions of
differentiability of A? will be denoted by

DF = ¢ erild : AP is differentiable at £}.

[54], Theorem 25.2, shows that & € DP is the same as VAﬂ(E+) = VA’g(é—).
Abusing notation, for & € ril{ define the maximal linear segments

Ul = (¢ eritd : AP(0) — AP (&) = VAP (1) - (¢ — &)

and

VAP(EL) ey =i
L) -er ;{I(l)

VAP(EL) - ey =i
EL)-e 8{%

_ 1B

=UTgpp sy

Although we abuse notation, it should be clear from context whether we are referring to sets
indexed by directions or tilts.

We say AP is strictly concave at & € rild if L{f_ = Z/{f + = {&}. The usual notion of strict
concavity on an open subinterval of I/ is the same as having our strict concavity at & for all &
in the interval. Let

z,{f :uf_ Uz,{é{r = [gﬁ,gﬂ] with 7 - e <8 e

Lemma B.1 justifies setting Z/{fi = {e;} fori € {1, 2}, since it implies that the free energy is
not locally linear near the boundary.
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If § € DF, then Ul =uf, =l while if & ¢ D then U UL, = {&). For h € R?,

the set Z/l,’? is either a singleton {£} or equals L{f_ or Z/lf » for some & € riif dual to h. In
particular, it is a closed nonempty interval.

With the exception of Section 4.1, our results are for a fixed 8 < oo. Therefore, in the rest
of the paper, except in Section 4.1, we will assume without loss of generality that § =1 and
will omit the 8 from our notation.

2.4. Infinite polymer measures and DLR solutions.

DEFINITION 2.2. Given w € Q and x € V,,,, m € Z, a probability measure I1 on
Xy, XY) is a semi-infinite quenched polymer measure in environment o rooted at x,, = x

if for all n > m and all up-right paths x,, , € X\
(2.5) 1_I(Xm,n = xm,n) =TI(X,, = xp) Q;Om’xn (Xm,n = xm,n)-

DEFINITION 2.3. Given w € €2, a probability measure 1 € M/ (X, X) is said to be a bi-
infinite quenched polymer measure in environment o if for all n» > m and any up-right path
Xm n the following holds:

(2.6) 1_I(Xm,n = xm,n) =T1(Xn = xm, X = Xxn) Q(;)m,xn (Xm,n = xm,n)~

Equations (2.5) and (2.6) are the positive-temperature analogues of the definitions of semi-
infinite and bi-infinite geodesics in percolation.

Sections 2.4 and 2.5 in our preprint [40] explain how these definitions fit into the standard
formalism of Gibbs measures and how semi-infinite and bi-infinite polymer measures are
precisely the semi-infinite-volume and infinite-volume solutions to the familiar Dobrushin—
Lanford—Ruelle (DLR) equations. Hence, we write DLRY to denote the set of semi-infinite
quenched polymer measures in environment w rooted at x and we denote the set of bi-infinite
quenched polymer measures in environment w by DLR®.

Equations (2.5) show that DLRY is a closed convex subset of the compact space
M (X,, Xy), which we view as a subspace of the complex Radon measures on X,. By
Choquet’s theorem [51], Section 3, each element in DLRY is a convex integral mixture of
extremal elements of DLRY.

Naturally, conditioning bi-infinite DLR solutions on passing through a point produces
rooted DLR solutions. See [40], Lemma 2.9, for a proof.

LEMMA 2.4. Fixwe Qand I1 e DLR®. Fix x € V,,, m € Z, such that T1(X,, = x) > 0.
Let T1, be the probability measure on (X, X*) defined by

(2.7) Iy (Xomn = Xmn) = M Xpn = Ximon | Xom = x),
for any up-right path x,, , with x,, = x. Then I1y € DLRY.

We also study consistent and covariant families of DLR solutions, in the sense of the
following two definitions.

DEFINITION 2.5. Given w € Q, we say {I1, : x € Z?} is a family of consistent rooted
(or semi-infinite) DLR solutions (in environment o) if for all x € Z2, T, € DLRY and the
following holds: For each y € V,,,, m € Z, x <y, n > m and for each up-right path x,, , with

xm:y,

Hx(Xm,n = Xm,n | Xm = y) = 1_Iy()(m,n = xm,n)~

We will denote the set of such families by DLR®.
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Define the shift 8, acting on up-right paths by 0. x,, » =z + X 0.

DEFINITION 2.6. A family {I1¢ : x € 7%, w € Q) is said to be a T-covariant family of
consistent rooted (or semi-infinite) DLR solutions if for each x € Z2, w > 1% is measurable,
there exists a full-measure 7 -invariant event €’ C 2 such that for each w € @, {I1 : x € 72

T,
“ o 0_, =TI¢.

is consistent in environment w, and for all z € Z2, T1,*“,

3. Main results.

3.1. Semi-infinite polymer measures. We begin with a definition of directedness. For A C
R? and & € R?, let dist(¢, A) = infrca |€ — |1

DEFINITION 3.1. Foraset A C U, asequence x, € 72 is said to be A-directed if |x,|1 —
oo and the set of limit points of x, /|x, |1 is included in A. We say that IT is strongly A-directed

if
I{(X,) is A-directed} = 1.
We say that IT is weakly A-directed if for any ¢ > 0,
nli)rrolo I{dist(X,/n, A) > e} =0.

A family of probability measures is said to be weakly/strongly A-directed if each member of
the family is. Sometimes we say directed into A instead of A-directed, almost surely directed
instead of strongly directed and directed in probability instead of weakly directed.

When A = {£} is a singleton, weak directedness into A means [T satisfies the weak law
of large numbers (WLLN) while strong directedness means the strong law of large num-
bers (SLLN) holds, with asymptotic direction & in either case. We then say that IT satisfies
WLLNg and SLLNg, respectively.

First, we address the existence of directed DLR solutions. Recall at this point that we set
B =1 throughout this section.

THEOREM 3.2. There exists an event Qexist Such that P(Qexist) = 1 and for every w €
—
Qexist and every & € U there exists a consistent family in DLR® that is strongly Us _-directed

and a consistent family in DLR® that is strongly Ug y -directed. If § ¢ D then for each x € 7?
the members rooted at x, from each family, are different.

The following is an immediate corollary.

COROLLARY 3.3. Forany o € Qexist and for any & € rild at which A is strictly concave,

—
there exists at least one consistent family in DLR® satisfying SLLNg. If, furthermore, § ¢ D,
then there exist at least two such families.

For x € V,;,, m € Z, two trivial (and degenerate) elements of DLR{ are given by ny =

8xmm with xy =x + (k —m)e;, k > m, i € {1,2}. These two solutions are clearly extreme in
DLRY.

We say that IT, € DLRY is nondegenerate if it satisfies
3.1 Il (x,n) >0 for all admissible finite paths with x,, = x.

The next lemma states that outside one null set of weights w, convex combinations of IT¢
are the only degenerate DLR solutions.
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LEMMA 3.4. There exists an event Qnondeg Such that P(Qnondeg) = 1 and for all w €
Qnondeg and x € 72, any solution T1y € DLRY that is not a convex combination of ny,
i €{1,2}, is nondegenerate.

The next result is on directedness of DLR solutions.

THEOREM 3.5. There exists an event Qgir such P(Qqir) = 1 and for all w € Qqir, all
x € Z* and any extreme nondegenerate solution T1, € DLRY there exists a & € rild such that
one of the following three holds:

(a) Ty satisfies WLLN; and is strongly Ug-directed or strongly U -directed,
(b) Iy is strongly Ug-directed, or
(¢) & €D and Iy is weakly Uz -directed and strongly directed into Ug U Ug.

If @ € Qnondeg, then Lemma 3.4 says the only extreme degenerate solutions of the DLR
equations are MY, i € {1,2}, which are {e;}-directed. Theorem 3.5 shows that if @ € Qugjr,
then there are no nondegenerate extreme DLR solutions directed weakly into {e;} or {e2}.

Note that when A is differentiable on rilf we have Uy = U+ = Uz = Ug forall § e U.
When A is strictly concave at a point § we have Us = Ug+ = Uz = Uz = {§}. Thus, the
following is an immediate corollary.

COROLLARY 3.6. The following hold:

(a) Assume A is differentiable on tild. For any w € Qqir, for all x € 72, any extreme
solution in DLRY is strongly Ug -directed for some & € U.

(b) Assume A is strictly concave ontrild. Then for any o € i, for all x € 72, any extreme
solution in DLRY satisfies SLLNg for some & € U.

We next show existence and uniqueness of DLR solutions.

THEOREM 3.7. Fix § € D such that §, £ € D. There exists a T-invariant event Q[SEJ -
2 such that P(Qe g) =1 and for every w € Q) and x € 72, there exists a unique

weakly Ug-directed solution Hi’w € DLRY. This Hi’w is strongly Ug-directed and for any
Ug-directed sequence (xp) the sequence of quenched point-to-point polymer measures QF .

converges weakly to Hi’w. The family {Hi’w :x € 72, w € Q) is consistent.

Our next result shows existence of Busemann functions in directions § with €, &, &eDor,
equivalently, 0 A(¢) = {h} for some h and all ¢ € Us.

THEOREM 3.8. Fix & € D such that §,§ €D and let {h} = dA(&). There exists a T -

invariant event ' with P(Q2/, =) = 1 such that for all w € Q' x,y € Z*, and all

[£.€] £.€] [£.€]°
Ug-directed sequences x, € V, the following limits exist and are equal.:
(3.2) B (x,y,®) = lim (log Zy,5, —log Zy x,)
: h h
(3.3) :nli)ngo(logZx’(n) —log Zy () —h - (y — x).

Additionally, if ¢ € D is such that £, £ € D and § - e; < - ey, then for € QE& 3 N Q& 7

and x € 72, we have
B‘g(x,x +e1,w) > Bf(x,x +e1,w) and

(3.4)
B‘g(x, X +e,w) < Bf(x, X+ e, w).
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As a consequence of the above theorem, the unique DLR measures from Theorem 3.7 have
a concrete structure, as the next corollary shows.

COROLLARY 3.9. Fix§ € D such that §, EecDand w e Qg N Q Then l'[i’w isa

23k
Markov chain starting at x, with transition probabilities 715”;;61. = e‘“-"_Bs(y’y“i""), y €77,
i €{1,2}. The family {Hi’w xeZ* we Q[g,g] N QEE E]} is T-covariant.

In contrast to Theorem 3.7, Theorem 3.2 demonstrated nonuniqueness at points of nondif-
ferentiability of A. It is conjectured that D = ril{; if true, then Theorem 3.7 would cover all
directions in ril/ and there would not exist directions to which the nonuniqueness claim in
Theorem 3.2 would apply. The event on which Theorem 3.7 holds, however, depends on the
direction chosen. It leaves open the possibility of random directions of nonuniqueness. Our
next result says that under a mild regularity assumption, with the exception of one null set of
environments, uniqueness holds for all but countably many points in /. The assumption we
need for this is:

A is strictly concave at all £ ¢ D, or equivalently

(3.5)
A is differentiable at the endpoints of its linear segments.

The above condition is also equivalent to the existence of a countable dense set Dy C D
such that for each ¢ € Dy we also have ¢, ¢ € D.

Assume (3.5) and fix such a set Dy. Using monotonicity (3.4) we define processes
B+ (x,x 4+ e¢j,w) foré erid and w € Q) = Neep, Q/[E 7

Bét(x,x+e;)= lim BY(x,x+e¢) and
§'€§1\b$~€1
€
(3.6) ’

Bs_(x,x+ei)= lim B (x,x +e¢;).
ter /6
¢€Dy

For w € 1, let
(3.7 U ={serid:qy>x: B (y,y+e,w) #B Y (y,y +e1, w)}.

For w ¢ Q1, set U’ = &. Note that for any w € €2, U’ is countable.

The following theorem can be viewed as our main result. Its primary content is contained
in part III, which shows that the discontinuity set of the Busemann processes ahead of x
defined in (3.7) is exactly the set of directions for which uniqueness of DLR solutions rooted
at x fails. This connection has not been observed before in the positive or zero temperature
literature. As a consequence, we obtain that the set of directions for which uniqueness may
fail is countable, which is new in positive temperature. As noted in the Introduction, this
connection also provides an avenue for answering the question of whether or not on a single
event of full measure uniqueness holds simultaneously in all directions.

THEOREM 3.10. Assume (3.5). There exists a measurable set Qupiq with P(Quniq) =1
such that the following hold for all x € 7.

I. Structure of U

(a) For any @ € Quniq, (tid) \ D CUy. For each & € D, P{§ e Uy} =0.
(b) For any @ € Quniq, Uy is supported outside the linear segments of A: For any & € rid
with§ #&,[§,§1NUL = 2.
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(c) For any distinct n,& € U, P([n, c1 NUT # @) € {0, 1}. If [n,¢] N1id C D and
P{[n, c1N UYL # @} = 1, then the set of & € [n, ¢] satisfying P{& is an accumulation point of
Uy} = 1 is infinite and has no isolated points.

II. Directedness of DLR solutions:

(d) For any w € Quniq, every nondegenerate extreme solution is strongly Us-directed for
some & € rild. The only degenerate extreme solutions are T15, i € {1,2}.

III. U4 and the uniqueness of DLR solutions:

(e) For any w € Quniq and § € U \ U, there exists a unique strongly Ug-directed solu-
tion l‘[i’w € DLRY. Moreover, Hi’w is an extreme point of DLRY and for any U -directed
sequence (x,) the sequence QY . converges weakly to l'[i’w. The family {l'[i’w cx € Z%) is
consistent.

(f) For any w € Quniq and & € U, there exist at least two extreme strongly U -directed
solutions in DLRY.

When A is strictly concave, that is, U = {§} for all £ € U, the above theorem states that
outside one null set of weights w, and except for an w-dependent set of directions (countable
and possibly empty), there is a unique DLR solution in environment o satisfying WLLNg
(and in fact SLLN¢).

3.2. The competition interface. An easy computation checks the following.

LEMMA 3.11. For x <y, the quenched polymer measure Q;"’y is the same as the dis-
tribution of the backward Markov chain starting at y and taking steps in {—e1, —ea2} with
transition probabilities

Wy—e:
@)= A s
u,u—e; - Zx B ’ -

Couple the backward Markov chains {QF | : y > x} by a quenched probability measure

Q¢ on the space T, of trees that span x + Z2 . Precisely, for each y € x + Zi \ {0} choose
a parent y(y) = y — ¢; with probability 7 Voy—e; (w), i € {1,2}. We denote the random tree
by 72 € Ty. For any y > x, there is a unique up-right path from x to y on 7,”. Lemma 3.11
implies that the distribution of this path under Q¢ is exactly the polymer measure Q“’

Fix the starting point to be x = 0. Consider the two (random) subtrees T‘” of 747, rooted
at ¢;, i € {1, 2}. Following [31], define the path ¢; such that ¢0 =0 and for each n e N and
i€{l,2}, ¢y — ¢ €{er, ez} and {p; —i—ke, keN} C . The path {(1/2,1/2) 4 ¢ :
n € Z4 } threads in between the two trees 0 v ie{l,2}, and is hence called the competition
interface. See Figure 1.

By Lemma 2.2 in [31], there exists a unique such path and its distribution under Qg is that
of a Markov chain that starts at 0 and has transitions

— Wyt
cif e G20, ype;

T = .
y,y+e; —w —Wyte
' et /ZO,y+€1 +e 'V+L2/ZO,y+€2

The partition functions Z, , in [31] include the weight @y and exclude wg, while we do the

opposite. This is the reason for which our formula for 7" is not as clean as the one in [31].
The above says that ¢ is in fact a random walk in random environment, but with highly

correlated transition probabilities. Our next result concerns the law of large numbers.
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FI1G. 1. The competition interface shifted by (1/2,1/2) (solid line) separating the subtrees 76‘”e1 and 76“’62.

THEOREM 3.12. Assume (3.5). There exists a measurable &, : Q x To — rild and an
event Qcir such that P(Qif) = 1 and for every w € Qjr:

(a) The competition interface has a strong law of large numbers:

(b) &, has cumulative distribution function
(3.8) 061 <& e} =B OO for g ey,
Thus, Q% (&, = &) > 0 if and only if BS~(0, 1, ) # B*(0, e1, w).

(©) If A is linear on In, ¢ [, then QF(n-e1 <&4-e1 <& -e1)=0.
(d) Forany & erid, EQg (&« =§&) > Oifand only if § € (ritd) \ D.

Part (d) in the above theorem says that if A is differentiable at all points then the distribu-
tion of &, induced by the averaged measure Q¢ (d7;")P(dw) is continuous. Even in this case,
part (b) leaves open the possibility that for a fixed w the distribution of &, under the quenched
measure Qg has atoms.

3.3. Bi-infinite polymer measures. Theorem 3.7 and a variant of the Burton—Keane lack
of space argument [10] allow us to prove that deterministically Uz -directed bi-infinite Gibbs
measures do not exist if g C D.

THEOREM 3.13. Suppose that sg? € D. Then there exists an event Qbi,[g,?] with
P(Qbi,[s,g]) = 1 such that for all w € Qbi,[é,?] there is no weakly Ug-directed ‘measure

<—>
[T € DLR®.

We now turn to nonexistence of covariant bi-infinite Gibbs measures. A similar question
has been studied for spin systems including the random field Ising model; see [1, 2, 50, 58].

DEFINITION 3.14. A T-covariant bi-infinite Gibbs measure or metastate is a M1 (X,
X)-valued random variable T1® satisfying the following:

(a) The map 2 - M (X, X) : w + I1* is measurable.
<>

(b) P(IT® € DLR®) = 1.

(c) Foreach z € 72, ]P’(HTZ‘” 0f_,=T1?)=1.

A quick proof checks that not only do metastates not exist, but in fact there are no shift-
covariant measures on X. This can be compared to the corresponding result showing nonex-
istence of metastates for the random field Ising model, proven in [58], where the mechanism
is different.
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LEMMA 3.15. There does not exist a random variable satisfying Definition 3.14(a) and
Definition 3.14(c).

4. Shift-covariant cocycles. We now introduce our main tools, cocycles and correctors,
and address their existence and regularity properties.

DEFINITION 4.1. A shift-covariant cocycle is a Borel-measurable function B : Z? x
7? x Q — R which satisfies the following for all x, y, z € VAL

(a) (Shift-covariance) P{B(x +z,y + z, w) = B(x, y, T;w)} = 1.
(b) (Cocycle property) P{B(x, y) + B(y,z) = B(x,z)} = 1.

REMARK 4.2. We will also use the term cocycle to denote a function satisfying Defini-
tion 4.1(b) only when x, y, z > u for some u € 72,

As has already been done in the above definition, we will typically suppress the w
from the arguments unless it adds clarity. A shift-covariant cocycle is said to be L?(PP) if
E[|B(0, ¢;)|?] < oo fori € {1, 2}.

We are interested in cocycles that are consistent with the weights w, (w) in the following
sense.

DEFINITION 4.3. For B € (0, o], a shift-covariant cocycle B satisfies B-recovery if for
all x € Z? and P-almost every w:

(4 1) e—ﬁB(x,x-i—el,a)) +e—ﬁB(x,x+ez,w) :e—ﬂwx(w) if0 < /3 < 00,
' min{B(x, x + €1, w), B(x,x + e2,0)} = x(w) if B = o0.

Such cocycles are called correctors.

For a shift-covariant L' () cocycle, define the random vector h(B) € R? via
h(B)-e; = —E[B(0, ¢;) | T],

where 7 is the o -algebra generated by T -invariant events.

The next result is a special case of an extension of Theorem A.3 of [31] to the stationary
setting. The proof of the extension is identical once one alters the definitions appropriately
and can be found in the preprint [40]. Alternatively, one could pass through the ergodic de-
composition theorem.

THEOREM 4.4. Fix B € (0, o). Suppose B is a shift-covariant L' (P) B-recovering co-
cycle. Then
|B(0,x) +h(B) - x|

“4.2) lim max =0 P-almost surely.
=00 y enNZ2 n

The next lemma shows that S-recovering covariant cocycles are naturally indexed by el-
ements of the superdifferential d A (1{). This explains why we only consider cocycles with
mean vectors lying in the superdifferential when we construct recovering cocycles in the next
subsection. A similar observation in FPP appears in [19], Theorem 4.6.

LEMMA 4.5. Assume the setting of Theorem 4.4. The following hold:
(a) —h(B) € dAPU) almost surely.
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(b) If —E[h(B)] € dAP (&) for & €U then —h(B) € dAP (&) almost surely.
(¢) If —E[h(B)] € extd AP (&) for some & € U then h(B) = E[h(B)] P-a.s.

PROOF. Iterating the recovery property shows that almost surely

1= > z§ e P09 ifg <00 and
xenuﬁZi

0= max {Go,— B(0,x)} if B=oc0.
xenuﬁZi

Take logs, divide by nf if B < oo and n if § = oo then send n — oo to get

0= rénab){({A’g &)+ h(B)-&}= Agl (h(B)) P-almost surely.

The first equality comes by an application of (2.2) and Theorem 4.4 and a fairly standard
argument (e.g., the proof of Lemma 2.9 in [53]). The second equality is (2.3). By Lemma 2.1,
the above implies —h(B) € AP ().

Since Aﬁl(h(B)) =0, we have almost surely & - h(B) + Aﬁ(é) <0 for any & e U. If now
£ is such that —E[h(B)] € dAP (&), then again by Lemma 2.1 & - E[h(B)] + AP(€) =0
and, therefore, we must have & - h(B) + AP (£) = 0 almost surely. Again, we deduce that
—h(B) € AP (&) almost surely.

If in addition we know that —E[h(B)] € extd A (&), then we must have h(B) = E[h(B)]
almost surely by definition of an extreme point. [J

Before discussing existence of shift-covariant cocycles, we mention a few more basic prop-
erties of the superdifferential d A (). The proofs are easy exercises in convex analysis and
are included in the preprint [40].

LEMMA 4.6. The superdifferential map has the following properties:

(a) Let&, & erid,h € —dAP (&), and h' € —dNP(E)). Iffor somei € {1,2},h-e; <h'-¢;,
then h - e3_; > h' - e3_;. Consequently, if h - e; = h' - ¢; then h = h'. If for some i € {1,2},
E-e; <& -ej,thenh-e; <h'-e.

(b) dAPWU) is closed in R?; if &, — & € rild and h, — h with —h,, € dAP(&,), then
—h e dANPE). Ifh € —aAP(U) and & > 0, there exist h',h" € —dAP(U) with h -e] — e <
h-ej<h-ep<h”"-eg<h-e +e.

(c) For each & erild, 8Aﬂ($) =[VAPE+), VAP (§—)]. This line segment is nontrivial
for countably many £ € rild.

4.1. Existence and regularity of shift-covariant correctors. Fix any probability space
(2, F,P) as in Section 2.1. Let By be the union of {oo} and a dense countable subset
of (0,00). For B € (0, 00] recall the limiting free energy A? from Section 2.3 and let
HP = —dAPU). Let Hg be a countable dense subset of HP. Let By x Hy={(B.h):B €
By, h € Hg } and define By x H* similarly. Let Q = Q x REXIL2AxBoxH) pe equipped
with the product topology and product Borel o-algebra, G. This space satisfies the condi-
tions in Section 2.1 if  does. Let T = {TZ :z € 7Z?) be the G-measurable group of transfor-
mations that map (w, {tx; g.n: (x,i,B,h) € 72 x {1,2} x (By x HYD to (T, {txtzipn:
(x,i,B8,h) € 72 x {1,2} x (Bo x Hy)}). Denote by g the projection map to the €2 coordinate.
We will write w for mq (@) and the usual w, for w, (w).

The next theorem furnishes the covariant, recovering cocycles used in [29, 30] without the
condition P(wg > ¢) = 1 which was inherited from queueing theory; see [30], (2.1). In [30],
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the authors also prove ergodicity of these cocycles. As one can see from the proofs in this
paper, ergodicity can be replaced by stationarity without losing the conclusions of [30]. We
do not need ergodicity in the present project and so do not prove it here. These questions are
addressed in our companion paper [41].

Our construction of cocycles follows ideas from [19]. However, there is a novel technical
difficulty stemming from the directedness of the paths, boiling down to a lack of uniform
integrability of pre-limit Busemann functions. Essentially the same issue is resolved in the
zero temperature queueing literature by an argument which relies on Prabhakar’s [52] rather
involved result showing that ergodic fixed points of the corresponding - /G/1/0c0 queue are
attractive. Instead, we handle this problem by appealing to the variational formulas for the
free energy derived in [28].

Forasubset ] CZ%, let [ ={x e Z?:x #¥zVzeI}.

THEOREM 4.7. Assume (2.1). There are a T -invariant probability measure Pon (Q, é)
and real-valued measuraélefunctions B’S’h+(x, vy, ®) and Bﬂ’h_(x, v, o) of (B, h,x,y,®) €
(Bo x H*) x 7% x 7% x Q such that:

(a) Forany event A € F, @(ﬂg () e A) =P(A).
(b) Forany I C 72, the variables
{(wy, B (@, x, y):xel,y>x,peByhe 7—[’5}

are independent of {wy : x € [ <}.
(c) Foreach € By, h € HP and x,y € 7Z*, BP"*(x, y) are integrable and

(4.3) E[BP'E(x,x +e)]=—h-e;.

(d) There exists a T -invariant event QCOC with @(QCOC) = 1 such that for each @ € QCOC,
x,v,z€Z* BeBy, heHP and e € {—, +)

(4.4) BPhe(x + 2,y +2,@) = BPh(x, y, T.®),
(4.5) B (x,y, @) + BP"(y,z,®) = BP"(x,2,®) and
(4.6) e—ﬂBﬁ’hf(x,x+el,Z5) +e—ﬂBﬂ'h€(x,x+ez,@) — e—ﬁwx lf,B < o0,
4.7 min{Bﬁ’hE(x, x +e1,d), BP"(x, x + e, o)} =wy if B=o00.

(e) For each @ € QCOC, x €72, B €By,and h,h' € HP withh-e; <h' - ey,
BP"(x,x +e1,®) = BP " (x, x +e1,®)

> B’S’h/_(x,x +e,®) > Bﬁ’hur(x,x +e1,®) and
(4.8)
BP' ™ (x,x 4+ e2,®) < BPM (x,x +e2,®)

<BP""(x,x+e2,®) < BF" (x,x + 2, B).
(f) For each & € Scoc, BeBy, heHP andx,ye7?,

Bﬂ’hf(x, v, ®) = Hﬂlilr;l . B’S’h/i(x, y,®) and
Sh'—
h'-el /he
(4.9) ol /
B (x,y, &) = im BPE(x y. &),
on—
h'-e1\J-eq

When BP-h(x, y,0) = BP-h=(x, v, ®), we drop the +/— and write BB (x, v, @) and then
forany € € {—, +}

(4.10) lim B¢ (x,y,®) = BP"(x,y,®).
HPSH —h
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(g) Foreach ,Bf Bo and h € HP, there exists an event Qcom,lg,h C QCOC with @(Qcont,ﬁ,h) =
1 and for all @ € Qeont,p,n and all x,y € 72

BPI T (x,y,®) = BP'~(x, y,®) = BP" (x, y, ®).

REMARK 4.8. The proofs of parts (a) and (c)—(f) work word-for-word if the distribution
of {w, (w) : x € Z*} induced by P is T-ergodic and wy(w) belongs to class £, defined in [28],
Definition 2.1.

REMARK 4.9. In the rest of the paper, we will construct various full-measure events. By
shift-invariance of P and P, replacing any such event with the intersection of all its shifts we
can assume these full-measure events to also be shift-invariant. This will be implicit in the
proofs that follow.

PROOF OF THEOREM 4.7. For B € (0,00],h € R%, n €N, x € Z? and i € {1, 2} define

h h
B (x,x +ei) = Fﬁ(,,) - Ff—l—e,-,(n) —h-e

if x -2 <n and Bf ’h(x, x + ¢;) = 0 otherwise. A direct computation shows that if x - € < n
then

@11 B, x+e)=B" 0,e)0T,,
(4.12) e~Pox — BB oxen) 4 o=BBI ke if g 0o and
(4.13) wy =min(BA" (x, x +e1), B (x,x +e)) if B =c0.

Moreover, if n > x - € + 1, then

Bf’h(x,x +e)+ Bf’h(x +er,x+e1+ep)
(4.14)

= B,’?’h(x,x +e) + Bf’h(x +ep,x+e)+e).
We also prove the following in Appendix A.1.

LEMMA 4.10. Suppose n > x - ¢ and that h -e; <h’' - ey and h - e; > h’ - e5. Then for
each B € (0, oo], each n, each x € 72, P-almost surely

Bf’h(x,x +e1) > Bf’h/(x, x+e)) and
(4.15)

Bf’h(x,x +e2) < B,/f’h,(X,X +e2).

Next, we employ an averaging procedure previously used by [19, 27, 35, 46], among oth-
ers. For each n € N, let N, be uniformly distributed 0n~{1, ...,n} and independent of ev-
erything else. Let P, be its distribution and abbreviate P, = P ® P, with expectation E,.
Define

BE (x,x +e)) = By (x, x +¢p).
Then whenever n > x - e,

= s 1 h h
En[Bf’h(x’x +e)]= " Z (E[F(;s,(j—x-’ej - Fés,(j—x-?—l)] —h-e;)
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By (4.12)-(4.13), we have E,[f’h(x, X + ¢;) > w, on the event {N,, > x - ¢}. On the comple-
mentary event, we have Ef ’h(x, x +e;) =0. Whenevern > x - ¢,

E.[|B" (x, x + e)|] = En[BP" (x, x + €))] — 2E,[min(0, B" (x, x + €;))]
1
=2

n

n—x-
E[Fy o] - ( )h ei + 2E[|wol].

The first term converges to Agl(h), which equals zero if & € H# by Lemma 2.1. Then the
right-hand side is bounded by a finite constant c(x, 8, k). If we denote by P,,, the law of

(. {BP"(x,x +e)):x €72 i €{1,2}, B By, h e HE )

induced by P, on (2, G), then the family {P, : n € N} is tight. Let P denote any weak sub-
sequential limit point of this family of measures. PP is then T -invariant because of (4.11) and
the T'-invariance of P. We prove next that such a measure satisfies all of the conclusions of
the theorem.

Let BP"(x, x + ¢, ®) be the (x, i, ,8 h)-coordinate of @ € Q. Since 1nequahtles (4.15)
hold for every n, there exists an event Q/ (Wthh can be assumed to be T -invariant) with

]P’(Q )_lsuchthatforanyﬁeBo,h h’e?—[o withh-e; <h’- el,erz anda)eQO,

Bﬂ’h(x,x +e1,®) > Bﬂ’h/(x,x +e1,®) and
4.17) )
BP(x,x 4 e2,®) < BPW x, x + €2, ®).

Due to this monotonicity, we can define

B (x,x + e, @) = lim BP"(x,x +¢;) and
WeHE e Shee)

B (x, x + e, @) = lim B (x,x +e).
W eH] e \h-e;

Then parts (e) and (f) come immediately.
Since (4.14) holds for every n, we get the existence of a T-invariant event Q C €2, with
P(Q)) =1 and
BP(x,x +e1.®) + BP (x +e1.x + €1 + €2, D)

(4.18)
=B (x,x +e2,®) + B (x + ez, x + €1 + €2, ®)

forall x e Z?, B € By, h € ’Hg, and ® € ﬁg This equality transfers to B#"*_ Set BA*(x +
e, x,0) = —Bﬁ’hi(x, x+e;,®) and forx, y € Z? and @ € ﬁg

m—1
B E(x,y, @)=Y BFE (g, xpp1, @),

where x¢ ,, is any path from x to y with |xx41 — x¢|1 = 1. The sum does not depend on the
path we choose, due to (4.18). Property (4.5) follows.

For each n and each A € F, P,,(mq(®) € A) =P(w € A). Moreover, for each n and each
I C 72, the family {w,, B Aﬂ (x,x+e¢):xel,BeBy,he ’Ho,i € {1, 2}} is independent of
{wy : x € I=}. These properties transfer to P and parts (a) and (b) follow.

Agam since (4.11)—(4.13) hold for each n, there exists a T -invariant full P-measure event
QCOC C Q on which (4.4) and (4.6)—(4.7) hold. (d) is proved.
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Recall (4.16) and that the right-hand side converges to A#(h) — h - ¢; = —h - ¢;. We have
also seen that

§f’h(x, x+e) > wl{N, > x -e}.
Fatou’s lemma then implies that B Bhx,x +e)is integrable under P and
(4.19) R[B! (x,x +ei)] < —h-e; forBeBo,heH.

The reverse inequality is the nontrivial step in this construction. We spell out the argument
in the case 8 < oo, with the 8 = oo case being similar.

Let h = —E[Bﬂ hix, x4+ enler — E[BP (x, x + e2)]er, & = o (wy : x € Z?), and define
BF: hx,x +e) = E[Bﬁ hix,x +ep) | &]. Then BP" satisfies an equation like (4.18) which
we can use to define a cocycle BPI(x, y), X,y € Z*. Note that in general this cocycle will
not recover the potential, even if BP-" does; it does however have the same mean vector /1 as
BA" By Jensen’s inequality and recovery,

e BB O | (BB 00) L FloBBMOe)) 4 (—BBI02) | &)
(4.20) -
— E[e—ﬂw() | 6] — ¢ P

For h € HP, let & e rild be such that —h € AP (&). Having conditioned on &, we are back
in the canonical setting where BP" can be viewed as defined on the product space RZ with
its Borel o-algebra and an i.i.d. probability measure IP’SQZZ, where Py is the distribution of wq
under P. This setting is ergodic. Apply the duality of & and A, the variational formula of [28],
Theorem 4.4, and (4.20) to obtain

1
—h-£=AP(€) <P- esssupﬁlog Z Poo—BBI 0.e)—phk <—h-&.
i=1,2
This, inequality (4.19), and the fact that £ has positive coordinates imply i - e; = h - e; for
i =1, 2. In other words,
E[Bﬁ’h(x, x+e)]=—h-e forpeByhce Hg.

Part (c) follows from this, monotonicity (4.17), and the monotone convergence theorem. Then
part (g) follows from monotonicity (4.8) and the fact that for i € {1, 2}, BPE(x, x +¢;) have
the same mean A. [

It will be convenient to also define the process indexed by & e ril{:

phEE ph—VA R+

(x,y)= (x, y).

REMARK 4.11. Parts (b)—(f) of Theorem 4.7 transfer to this process in the obvious way.
For example the first set of inequalities in (4.8) becomes
BPS(x,x+e1) > BP5T(x,x +e)) = B " (x,x + 1) > BPF(x,x +¢1)

for &, ¢ e rild with & - e1<¢ e (g) becomes the following: for each B € By and & € DP
there exists an event Qcomﬁg = Qcomﬁ —VABE) with B S+(x y,0) = BB-E— (x,y,®) =

BPE (x, vy, ) forall w € Qcom,ﬂ,g andall x,y € Z2.
We will need two lemmas in what follows.

LEMMA 4.12. Foreach & € nu there exists an event int g+ such that ]P’(Qult er) =1
and h(BP¥1) = —VA’S(é—I—) on int £+ forall B € By. A similar statement holds for & —.
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PROOF. By (4.3), we have —E[h(Bﬁ’si)] = VAﬁ(fi). The claim then follows from
Lemma 4.5(c). [

LEMMA 4.13. There exists a T -invariant event Qey.er S0 that for & € Qg ¢y, x € 72,
B € Bo\{oo}, and i € {1,2},
lim BPEFP(x x+¢)=w, and lim BT (x,x +es_;, @) =

riUsE—e; riUsE—e;

PROOF. Take @ € QCOC. Then the claimed limits exist due to the above monotonicity.
The second limit follows from the first by recovery (4.6)—(4.7). Recovery also implies that
BPEE(x, x 4+ e;, ®) — w, > 0. But then

O<E[hm BAEE (x,x +e) —a)x] —E[ inf Bﬁ’fi(x,x—l—e,-) —a)x]
Eerild

—)61

< inf E[BP**(x,x +¢)] —Elo,]= inf VAP(E+) e — Elwo] =
Eerid Eerid

where the last equality follows from Lemma B.1. [

As mentioned earlier, in the rest of the paper we assume 8 = 1 and omit it from the nota-
tion. In particular, we write A and H instead of Al and H'.

4.2. Ratios of partition functions. Following similar steps to the proofs of (4.3) of [31]
and Theorem 6.1 in [30] we obtain the next theorem. Our more natural definition of the Bé*
processes makes the claim hold on one full-measure event, in contrast with [30, 31] where
the events depend on &.

ATHEOREM 4.14. There exists a shift-invariant ﬁBus with @(QBUS) =1 and for all €
QRus, any (possibly ®-dependent) & € rild, x € Z?, and Ug-directed sequence x, € Vy:

_RB5— o .
e B (X,X+€1,w)§ lim

Zyter.x, < Tim x+er,x, <e—Bg+(x,x+e1,cAu)
J— 9
n—>oo Zyx, n=>00 Zyx,

4.21) 7
e—BS+(x,x+ez,@)§ lim Zx+‘32sxn < m ZX+€21xn <€—B§7(x,x+ez,@)‘

n—o0o Zxx, n—>00  Zy x,

PROOF. Let Dy be a countable dense subset of D. Let £ € rilf and

e QBus = ﬁcoc N ﬂ Qcont,g‘-
¢€Dy
First, consider x,, = X, (&¢) that is the (Ieftmost) closest pomt in V, to n€. Then x,,/n — & as
n — oo. Let ¢ € Dy be such that £ - e; > & - eq. Since @ € Qcomg we have B¢* = B¢. For
x €Vy,yeVy, k, £ €Z and x <y, define the point-to-point partition function

(4.22) AR eXick O

Xkt EX)(

where @, = B¢ (u,u + ¢;,®) if y — u € Ne;, i € {1,2} and &, = w, otherwise. Recovery
and the cocycle property of B¢ imply Z)I;Hi =B x < ¥, because they satisfy the same
recursion with the same boundary conditions on y — x € Ne;, i € {1, 2}. Then

A

X, Jnteit+er  _ BY(x,x4e;,d)
— =@ .
ZNE

x+ey,x,+e1+en
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For v with x <v <y, let Z}:’E(v) be defined as in (4.22) but with the sum being only
over admissible paths that go through v. Apply the first inequality in (B.1) with & such
that w, (@) = wy for y < X,, wy(®) = B¢ (y, y + ¢;, ®) for y with X, + €] + e2 — y € Ne;,
ie{l,2},v=x, and u =x, + e; to get

NE =
Zx,)fn > Zx Xptei+ep (Xn +e1)

NE
Zyterin Zx+e1 Fpterter (xn t+e1)

(4.23)

NE
Zy Zytrerte, X te1)

— NE
Zx,in+e1+e2

¢
. eB (x,x-i—e])‘

Using the shape theorems (2.2) and (4.2) and a standard argument, given for example in
the proof of [30], Lemma 6.4, we have

hm n"og zN x,,—i—el-l—ez('x” +e1)

=sup{A(m) + (¢ —n) - VAEQ):n €[ ener, €]} and

: -1 NE
nlgrolo n”"log ZX Xnterter (Xn + €2)

=sup{A() + & —n) - VAQ) :n €[(€-er)er, §]}.
By Lemma 4.6(a) VA(¢) - e1 < VA(E) - e1, and hence for n € [(£ - ep)er, &],
E—m -VAG)=(E —n)-VAE) = AE) — AM).

Thus, the second supremum in the above is achieved at n = & and the limit is equal to A(§).

Setno=(§-e1/¢-e)l €[ -er)er,§]. Forn € [(§ - er)ey, €],

(no—n)-V/\(é“):g.e1 (5—5.81’7>'VA({)

g -el §-e
£.o Coet N oo
<fo (A(;) £ A(n)) — AG10) — AGY).

Rearranging, we have A(n) + (§ —n) - VA(Z) < A(no) + (§ —no) - VA(Z). Hence, the first
supremum is achieved at ng. But if equality also held for n = &, then concavity of A would
imply that A is linear on [n, £], and hence on [¢, &]. This cannot be the case since ¢ ¢ Us.
We therefore have

A(no) + (& —no) - VA(L) > A(8).

This implies that Zxx +e1+e2(xn + ez)/Z)I;”j“E +e1+e2(£n + e1) > 0 as n — oo. Since

NE NE .
Yointeiter = x,)?,,+el+e2(x” +e1) + Zx %, —|—e1+ez(x” + e2) we conclude that the fraction

in (4.23) converges to 1. Consequently,

m Zerel,i,, <e—BC(X,x+el)‘

n—00 Zx,in

Taking ¢ — £, we get the right-most inequality in the first line of (4.21). The other inequali-
ties come similarly.

Next, we prove the full statement of the theorem, namely that (4.21) holds for all sequences
x, € V,, directed into U. To this end, take such a sequence and let 1, {¢ € rild be two
sequences such that ng-e; <§-e; < E-e1<lp-e1,ne— §,and gy —> &. For afixed £ and a
large n, we have

Xn(Me) -e1 <xp-e1 <Xx,(&e)-er and  X,(ne) - €2 > X, - €2 > X (L¢) - €3.
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Applying (B.1), we have

Zerel,in(mg) < ZX+el,xn < ZX+el,in({z)
Zizomo  Lxxe T Zxio

Take n — oo and apply the already proved version of (4.21) for the sequences X, (1) and
X, (&p) to get for each £,

e—Bﬂf_(x,x—Fe[,a) < lim Zx'f‘@lsxn < m Zx'f‘el,xn <e—BZZ+(x,x+e|,&3).

n—oo Zx,x,, T n—>00 Zx,xn
Send £ — oo to get the first line of (4.21). The second line is similar. [J

5. Semi-infinite polymer measures. In this section, we prove general versions of our
main results on rooted solutions, starting with Lemma 3.4.

PROOF OF LEMMA 3.4. Fix x € V,,,, m € Z. Suppose I1, is degenerate. By (2.5), there
exist y > x and n > m with y € V,, and I1,(X,, = y) = 0. Then for v > y with v - € =k,
0=TL:(Xp =y) > [ (Xp =y, Xk =v) = I (Xx = v) OF , (X0 = ¥).
Hence, IT, (X; = v) = 0. This means that
My{vn>m:X,-e1<y-e}+ I {Vvn>m: X, -e2 <y-ex}=1.
Denote the first probability by o. We will show that
NefVn>m: X, =x+m—m)e}=a and
©-1) N {Vn>m: X, =x+m—m)e}=1-c.

If (5.1) holds, then IT, = aI1$> + (1 — ) I15'. Let us now prove (5.1).

If « =0, then also [T, {Vh >m : X, =x + (n — m)ep} = 0 = «. If, on the other hand,
a > 0, then either again I1,{Vn > m : X,, = x 4+ (n — m)ea} = « or there exist k > m and
v>x withv-e; € (0, y-e] such that

(5.2) N {Vn>k: X, =v+ (n—k)ez} =8 € (0, a].
Let{=(—x)-ex. Thenv —x = (k —m — £)e; + Ley. For any n > k,
<IN {Xi=v+ (0 —k)eyk<i<n}
=L {Xy =v+(n—ke} OF \ (ypye, 1 Xi =V + (i —K)ez, k <i <nj

-
Z, UeZ;l:k Out(i—k)ey

Zx,v—l—(n—k)ez

-1
Zy v exXp{2] 2 Ovti—kyes)
— L+n—k—1 k—m—L£—1
eXP{Z,-:g a)x-l—ieg}exp{zl':(’)n wx+((+nfk)ez+iel}

Zyw eXP{Z?:_kl (@y+(i—k)ey — Dx+(i+0—k)ex)}

—1 k—m—£—1 :
eXP{Z,-:o wx+ie2}exp{z,-:g1 wx+(€+n—k)e2+ie1}

Let Q2nondeg be the intersection of the events

n—1
{Eln - exp{2i 2y (@vt(i—ke; — Ox+(i+t—k)e;)} - e_,}

k—m—t—1 =
CXP{Z,‘:(I)n wx+(€+n—k)ej+ie3,j}
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over all x,v € Z? such that v > x, r € N, J €{1,2}, and integers k > £ = (v — x) - ¢ and
m = (v —x) - (e + e2). The event Qpondeg has full P-probability. Indeed, for each r € N,

n—1 . _ .
IP’(EIn - exp{>_; _;f (’z)vz—(z Ke; — Ox+(i+t—ke;)} - e,)
CXP{Z wx+(€+n—k)ej+ie3,j}
_ IP’(EIn >0: eXP{Zn__o (wel—f—iez a)lez)} > -1
B eXP{Zk nt- w(l +2)e1} B

The first equality is because weights are i.i.d., and hence the distribution of the two ratios is
the same. The second equality holds because Z?:_Ol (@We,+iey — Wie,) 1s @ sum of i.i.d. centered
nondegenerate random variables, and hence has liminf —oo.

For w € Qnondeg, We have

—r
5 < Zy ve

er;é Wx+iey
for all r € N. Taking r — oo gives a contradiction. Therefore, (5.2) cannot hold. The first
equality in (5.1) is proved. The other one is similar. [

Since {(Vvn>m : X, =x+ mn —m)es_;} C{Vn>m: X, -¢e <y-e;}, (5.1) implies that
for any w € Qnondeg, X € Vi, m € Z, I, € DLRY, y € x + Z2,and i € {1,2} we have
(5.3) Me{{Vn>m: Xy -e; <y-ei} \ {Xmoo=x+Zse3-;}} =0

LEMMA 5.1. Fixw € Q and x € Z*. Let 1, € DLR? be a nondegenerate solution. Then
[, is a Markov chain with transition probabilities

Hx(y + ei) Zx,y ey
Hx ()’) Zx,y—i—ei

(5.4) T pe (@) = . y=xiefl,2)

PROOF. Letx €V, and y € V,, n > m. Fix an admissible path x,, , with x,, = x and
x, =y. Compute for i € {1, 2},

Iy (Xpr1=y+ei | Xmn=Xmn)
_LXnpi=y+e)Zey eXi=m ©xi
My (X = y) Zy.ye; €2i-m
_ X1 =y+ei) Zeye™
I (Xn =) Zy yte
=L (Xpr1=y+e | Xn=1y). 0

Next, we relate nondegenerate DLR solutions in environment w and cocycles that recover
the potential {wy (w)}.

THEOREM 5.2. Fixw € Q and x € V,,, m € Z. Then Il is a nondegenerate DLR solu-
tion in environment w if, and only if, there exists a cocycle {B(u,v) : u, v > x} that satisfies
recovery (4.1) and

n—1
(5.5) Iy (Xom,n = Xm,n) = ezkzm Dxy B % xn)
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for every admissible path x,, , starting at x, = x. This cocycle is uniquely determined by the
formula

o~ B _ [Ty (v) ) Zxu

(5.6) = . U,V >x.
Iy (u) Zx,v

It satisfies

—B(x,y) [ Zy.Xa ~
(5.7 e PV = EVx| == forally>xandn>y-e.

Zx,Xn

The transition probabilities of T1, are then given by
-8) Ty gey (@) = €27 EOITD oy > i e {1,2).

When I1, is given, we denote the corresponding cocycle by B (u, v). Conversely, when
B is given, we denote the corresponding DLR solution in environment o (that B recovers)
by 5.

PROOF OF THEOREM 5.2. Given a nondegenerate solution IT, € DLRY define B via
(5.6). Telescoping products check that this is a cocycle. To check the recovery property, write

Q?c),u+e,- (W) = Zyxue” (Zy ute, )_1 . Hence,

e—B(u,u+e1) +e—B(u,u+ez)

e @u

I I (u) ( X(u el)Qch,u—l-e] (M) Hx(u + ez) QS),IH—ez (u))
X

e “u »

H—(l/t)( x,u+er€X)+Tx(u,u+e € X)) =e .
X

(5.8) follows from (5.4) and (5.6) and then (5.5) follows from (5.8), the Markov property of
I1,, and the cocycle property of B.

Conversely, given a cocycle B that recovers the potential, define 7* via (5.8). Recovery
implies that 7* are transition probabilities. Let [T, be the distribution of the Markov chain
with these transition probabilities. Again, (5.8) and the cocycle property imply (5.5). In par-
ticular, IT, is not degenerate. For y > x, adding (5.5) over all admissible paths from x to y
gives

(5.9) M, (y) = Zy, ye B0,
This and the cocycle property of B imply (5.6). Using y = x,, and solving for e=2*Y) in
(5.9), then plugging back into (5.5) gives
n—1
I, (xm,n) = ezk:m O —Bxxn) I (y) Q;),y(xm,n),

which says I, is a DLR solution in environment w.
Lastly, we prove (5.7). Let k = y - € > m. Then

VA ZiyvZ
Zx,yEnx [—y’XniI = Z I (X, =v) L
Zx,v

x,Xn v>y
veV,

=Y (X, =v)0% (Xp =y) =T (Xy = y).
v>y
veV,

Then (5.7) follows from this and (5.9). The theorem is proved. [J
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The DLR solutions that correspond to cocycles B*, & erild, will play a key role in what

follows. We will denote these by Hii’w and the corresponding transition probabilities by
7&+® These transition probabilities do not depend on the starting point x. When Bf™ =
Bt = Bf we also write Hi’w and 75?. In addition to recovering the potential, the B+
cocycles are also T -covariant when £ is deterministic. We next show how these observations
relate to the law of large numbers for the corresponding DLR solution.

THEOREM 5.3. Let B be an Ll(ﬁ,@) T -covariant cocycle that recovers the weights
(wy). There exists an event QB C Q such that @(QB) =1 and for every & € QB and x € 7>
the distribution of X, /n under Hf@) satisfies a large deviation principle with convex rate
function Ig(§) = —h(B) - & — A(§), &€ e U. Consequently, Hf@) is strongly directed into
Uh( B)-

PROOF.  From equation (5.9) and the shape theorems (2.2) and (4.2) for the free energy
and shift-covariant cocycles, we get that P-almost surely, for all x € Z2, all &£ € U, and any
sequence x, > x with x, € V,, and x,/n — &,

nMognB(X, =x,)=n""l0gZ, ,, —n ' B(x, Xn) —> AE) +h(B)-£.

The large deviation principle follows. Then Borel-Cantelli and strict positivity of /g off of
U (p) imply the directedness claimed in the theorem. [

Next, couple 1'[5 ,x €72, 5 e rild, pathwise, as described in Appendix A.1. Denote the
coupled up-right paths by X;, s X €V, m €L, § €ritd. When BS~ = B5 = B%, we
write X*5-®_ Fori € {1, 2}, setXxe’iw_Xx “C—x 4+ (k —m)e;, k> m.

When @ € QCOC, the event from Theorem 4 7 on which (4.8) holds, and x € V,,,, m € Z,
paths X* §£.0 are ordered: For any £, €U with & - ey < ¢ - e1 and any k > m,

(5.10) X/f’s_’w el < Xz’§+'w cep < X;{C’{_’w e < X,)(C’{Jr’w -ey.

THEOREM 5.4. There exists an event Qexist C Q such that @(Qexist) =1 and for every
@ € Qexist, x € Z% and € e 1ild, Hii’w € DLRY and are, respectively, strongly Us+-directed.
For i € {1,2}, the trivial polymer measure T15 gives a DLR solution that is strongly U,, -
directed.

PROOF. Let U be a countable subset of ril{ that contains all of (ril/) \ D and a countable
dense subset of D. Let

S’:\zexist = S/icoc N ﬂ S’icont,é N m (QB%“P N Qtilt,é-i— N QBE* N S’.\ztilt,é—)'
E€UpND 4320
When &€ € Uy and @ € QBH N Qtﬂt g+ Lemma 4.12 says h(BS+) = —VA(+) and then
Theorem 5.3 says that I"[g is strongly U -directed, for all x € 72. A similar argument
works for 15 %, R B
Now fix & € (rild) \ Up and & € Qexist- If &€ - €1 < & - ey, then pick ¢ € Uy N D such that
£.e1 < -e; <&-ey. Then & = . The ordering of paths (5.10) implies that Xk x.5+@
Xx 4@ - e1 for all k > m (there is no need for the + distinction for ¢ € Uy N D). Since the
distribution of the latter path is Hi’a) and it is strongly U, -directed, we deduce that

-ep =

3 -1 — §+.0
. < . . -
lim n Xn (4] C el é;-' er, Hx almost surely.
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If § € (ritd) \ Up is such that & = &, then let ¢ > 0 and pick ¢ € Uy ND such that £ - ¢] <
C-e1<C-e1<&-e1+e=E&-e;+¢. This is possible because V A (¢) converges to but never
equals VA(€) as ¢ - e; \( & - e1. (Note that £ € D.) The same ordering argument as above
implies

im n~'Xx X, e1<C <&-e1+e, H§+"A‘)-almost surely.
n—0o0
Take ¢ — 0. Similarly,

lim n7'X, -e1 >£&-e, Hi_’@—almost surely.
n—oo -

Appealing once again to the path ordering, we see now that both l'[‘E are strongly directed
into U . Since § € D we have Ug = Uz = U. The theorem is proved. [

PROOF OF THEOREM 3.2. Recall the set Uy from the proof of Theorem 5.4. When & €
(ritd) \ D and @ € Qexist, @ € QLuilr,e+ N il e— and we have by Lemma 4.12

(5.11) E[B*7(0,e1) | I]=e1- VA(E—) > e - VA(E+) =E[B1(0,e1) | ].
By the ergodic theorem, there exists a full P-measure event Qg C Qexist such that for each

@ e QY & e (rild)\Dand x € Z? thereisa y > x such that B~ (y, y+e1) # BEH (y, y+er).

This implies HS_ B #* H$+ @
Recall the projection 7q from Q onto . There exists a family of regular conditional
distributions (i, (+) = IP’( | T (a))) and a Borel set Qe; C €2 such that P(2eg) = 1 and for

eVery @ € Qreg, Mw(ﬂg (w)) = 1. See Example 10.4.11 in [9]. Since
[ 0@ Bl =B@) =1

we see that ,ua)(Q’”) = 1, P-almost surely. Set

(5.12) Qexist = Q1reg N {0) €Q: /Lw(ﬁg/) = 1}‘

Then P(Qexis)) = 1. We take @ € Qexist 50 that i, (5 (@) N QY) = 1, (QY) = 1. There

exists @ € Qg’ with 7o (@) = w. For § € U, the U 1 -directed solutions in the claim are Hii’w.
O

THEOREM 5.5.  Fix§ € D. Assume §, & €D. There exists a T -invariant event SAZ[S 71 C Q

such that IP’(SZ[E g) = 1 and for every wE Q[g gl and x € 72, l'ISlL Y= l'IS is the unique
weakly Us-directed solution in DLRY. It is also strongly directed into Ug and for any Ug-

directed sequence (x,) the sequence of quenched point-to-point polymer measures QY

converges weakly to Hi’a. The family {l'[f{a :x € 7%, @ € Q) is consistent and T -covariant.

PROOF.  Let ng, §x € rild be such that ny - e strictly increases to § - ej and ¢ - e strictly
decreases to £ - eg. Let

Q[g,g] = ng;l(Qnondeg) N §\Zcoc N §\Zcont,g N Qcont,g N S/iBus N QB$+-
Take @ € Q[SE]' Since ® € Qpus, Theorem 4.14 implies that for all y € Z? and k € N,

lim Zy+€17|_7”7kJ >efBﬁk7(y,y+el,@)

n—oo Ly, |nn)

and

Tim Zy+€2 Lm?kJ —Bﬂk’(y,y+62,r3)
n=00 Zy lnm)
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Fix x € V,,, m € Z and y > x. Fix ¢ > 0. Since the choice of @ guarantees continuity as
n, — &, wecan choose k large then n large so that
Zyter, |nm] < e_Bﬁk*(y,y_;_ez,a) te/2< e—BE(y,y+e2,a) s
Zy, |nmy)
Let I, € DLRY be weakly U -directed. Since ny, {x € rild, both nny > y and ng, > y for
large n. Applying (B.1) in the first inequality, we have

Hx{Xn cer > |nng e, Xy Zy}

S Hx ZY+32»Xn < Zy+€2,Lm7kJ , Xn Z y}

Zy,Xn Zy, k]
Zy+629Xn

é , )
< e_B_(y?yJ’_e%w) g, Xn Z y 5 1
Zy7Xn

< I,

The weak directedness implies the first probability converges to one. Hence,

. Z X
lim I, ] 2224

£ ~
<e BOYteo) 4 o x >yt=1.
n—00 Zy,Xn

Using a similar argument with the sequence ¢, we also get

) Zyier X
lim I, Zytesin

> BOvted g x >yloy
n—00 Zy,Xn

Since g,g,? € D, we have VA(§—) = VA(E+) = VA(€) and by our choice of @, BS =
BE = Bf* = B%. We have shown that Zyterx,/Zy,x, converges in Ily-probability to
e‘BS(Y Yte2d) for every y > x. The case of e -increments is similar.

Using any fixed admissible path from x to y and applying the cocycle property of B% and

the above limit (to the increments of the path) we see that Z x,/Zx x, — e*B‘E (@.y.0) ip
[T, -probability. But if £ = y - ¢, then

(5.13) 0< ZrXa _ Ly X <!
Zx,X,l ZUZX Zx,va,X,l Zx,y

UGV[

< Q.

Since w = (@) € QRnondeg, Lemma 3.4 says I, is nondegenerate. Thus, bounded con-
vergence and (5.7) imply that B¢ is the cocycle that corresponds to IT,. In other words,
I, = Hi’w. Since B = B5t and @ € Q gé+ we conclude that IT, is strongly Us-directed.

For the weak convergence claim, apply Theorem 4.14 to get that for any up-right path x,, x
out of x,

SE L o
!? X e—i=m L /
;)an( mk = Xm.k) = R 5
(5.14) 7,

k—1 £ ~ ~
c o wy, —BS (x,xp,0) __ , _
e T D) = IO (X g = 2 ).

The covariance and consistency claims follow from the covariance of B = B5t and the
fact that Hi’w all use the same transition probabilities 75-®, regardless of the starting point
x, as noted right before the statement of Theorem 5.3. The theorem is proved. [

PROOF OF THEOREM 3.7. Define Q[é,?] out of Q[SEJ’ similar to (5.12). Then
P(Q[SEJ) =1 and for each w € €, g, there exists O € ?z[s’g] with 7o (@) = w. The claim

now follows directly from Theorem 5.5. [
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~, A ~ , =,
PROOF OF THEOREM 3.8. Let Q[gfl = Qpus N Q[g,g]- Define Q[g?] out of Q[g,g]’

. . / _ 12 . o~ S/

similar to (5.12). Then IP’(Q@E]) =1 and for each w € Q[g,?] there exists @ € Q[gf]

with 7o (@) = . When &£, E € D, VA(EE) = VAEL) = VA(EE) = VA(). Since
& € Qpus C f\lcomé N Qcom’g, BS~ = B¢~ = B5t = BT, Theorem 4.14 then implies the

limit in (3.2) exists and equals the value of the cocycle B (x, v, @). Then (3.4) follows from
(4.8).

Take x € V,,, and consider n > m. By [53], Theorem 4.1, the distributions of X, /n under
fo”(};) satisfy a large deviation principle with rate function

JE)=—h-t—=A&)+ Aph), CelU.
By duality, J(-) vanishes exactly on Uy, = [§, £]. Borel-Cantelli and strict positivity of J off

of [§, €] imply that v = ®,,- Q;‘i’(’;) is strongly [§, &]-directed. For i € {1, 2}, use the weak
convergence in Theorem 3.7 to find

z"
+ei. SN p—
the (n) — @ h-e EY [Q?,X,,(x'i'ei)]
x,(n)

—we—h-e; —B¢ w)—h-e;
e @x h-e; Hi,a}(x te)=e B% (x,x+ej;w)—h e
n— 00

Equation (3.3) follows from the above, telescoping products and (4.5).

PROOF OF COROLLARY 3.9. The claims follow from the observation that the limit in
(3.2) is exactly the cocycle BS. [

LEMMA 5.6. Fix x,y € Z?, w € Q, and Tl € DLRY. Then Zy x,/Zx x, is a Tl,-
backward martingale relative to the filtration X, o).

PROOF. Fix N > n and an up-right path x,, 1 y with [Ty (x,4+1,5) > 0. Abbreviate A =
{Xn+1 — €1, xp41 — e2}. Write

El_lx [ Z%Xn
Zx,Xn

Zy,xn ) Hx(xn,N)
Zx,x,, Hx(xn—i-l,N)

Xnt1,N =xn+1,Ni|
xXp €A

w.
_ Z Zyx, " Ly xp

Xp€A Zx,xn+1 Zx7xn+1 O

THEOREM 5.7. Fixw € Qandx € Vy,, m € Z. Let I, be a nondegenerate extreme point
of DLRY. Then for all u,v > x,

Z x
(5.15) ZU;X"”jgoe_Bn @) T, -almost surely.
u,X,

PROOF. By the backward-martingale convergence theorem [23], Theorem 5.6.1, Z,, x, /
Zy x, converges IT,-almost surely and in L(I1,) to a limit Kx,y = Kx,y(Xm,00). A priori Ky y
is (), Aln,00)-measurable. Define

K .
Ky yre = —2% fori e (1,2} and y € x + Z2 with k, , > 0.
Kx,y

Note that

(5.16) Zy+er X + ZyterXn _ -0y

Zy7X” Zann
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This implies
(5.17) I {Vy > x:ky,y =000 Ky yte, + Ky ype, =€ 2} =1.
Telescoping products imply
[T {Vy > X : kx yte;+e, =0 0r

(5.18)
Ky yterKyter,y+ei+e = Ky, yteKyter, y+er+er} = 1.

On the event in (5.17),

Kyyte; €, i€{l,2}andyex +Zi such that k, , > 0,
1/2, ie{l,2} andye)H—Z%r such that k, , =0

Ty, y+ei =

define transition probabilities. Let IT§ be the distribution of the Markov chain X, o starting
at X, = x and using these transition probabilities.

Note that xy y =1 and if «, y > 0 and 7y y4e, > 0, then ky yye, > 0 and ky yie; =
Kx,yKy,y+e; > 0. This means that the Markov chain stays IT§-almost surely within the set
{y>x:Kyey>0}

On the intersection of the two events in (5.17) and (5.18), if x,, x is an admissible path start-

ing at x and IT§ (x,, k) > O, then the above paragraph says ky , > 0 foreachi € {m, ..., k}
and then

k—1 k—1 -
(5.19) 15 (xm k) = 1—[ Txi xig1 = H Kxixisy €7 = Ky x, eXimm Ox; |

i=m i=m
Adding over all admissible paths from x to y € Vy, gives
(5.20) YY) =kx,y Zyy.
Putting the two displays together gives

ezf;r}z Ol)Xi
I (o) = T4 () - = = TIY(7) Q% (om.0)-
x.y

In other words, 1§ € DLRY, I, -almost surely. The L'-convergence implies
Z x
EM [k, yl= lim EM [—y’x"] — e B" *y)

’ n—oo 7 . X,
where we used (5.7) for the last equality (since Il is assumed to be nondegenerate). The
above, (5.19) and (5.5) give

k—1 .
Ex [H§ (xm,k)] = eXi=n i —BM ) - I (o k)

In other words, IT, = [ Hi(x’"’“) [Ty (dxm,00). Since IT, was assumed to be an extreme
point in DLRY, we conclude that IT, (IT§ = I1y) = 1. Since IT§ determines «, this says that

Kx,y(Xm,00) = e~ B0 for all y > x and IT-almost every x,; oo. Now (5.15) follows from
writing

Zyx, Zvx,/Zxx,

Zu,X,, Zu,X,,/Zx,Xn ’

taking n — oo and applying the cocycle property of BMx. [

We now turn to the proof of Theorem 3.5. The full proof requires handling some techni-
cal issues, so we begin with a brief sketch of the main idea in the case where A is strictly
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concave to give a sense of how the argument works. By (5.15),log Z, x, —log Zy ., x, con-
verges IT,-almost surely to B'*(y, y + e1). On the other hand, (3.2) implies that for nice
directions &, log Zy |ns| — 10g Zy1e,,|ng| converges P-almost surely to Bé(y,y + e1). This,
and the monotonicity from (B.1) imply that if X, - e; > n& - e; happens infinitely often, then
B (y,y+e1) < BE(y,y +e1) for all y > x. But then coupling I15'* and I, pathwise, as
described in Appendix A.1, implies that almost surely the IT,-path must stay to the right of
the Hi’w—path. A similar argument holds if X, - e; < n& - e; happens infinitely often. In short,
this argument shows that if a subsequential limit point of X,, goes to the right of a nice direc-
tion ¢ with positive probability, then every subsequential limit point must stay to the right of
¢. Similarly, if any subsequential limit goes to the left of a nice direction 7, then every subse-
quential limit point must stay to the left of 5. These two statements are only consistent if the
path satisfies the strong law of large numbers for some direction & € rilf. The technicalities
in the proof arise because we do not assume strict concavity.

PROOF OF THEOREM 3.5. Let Qqir = Qexist N 2Bus N ey, and similar to (5.12) let
Qgir = QnoAndeg N Qreg N {w € Q2 wy(R4ir) = 1}. Then P(Qqir) = 1. Fix @ € Qqir. There
exists @ € Qgjr such that 7o (®) = w.

Take ¢ e rild. For any y > x, we have n¢ > y when n is large enough. Applying (B.1),
(5.3) and Theorem 4.14 gives that for ¢ > 0,

n@onx{xn e > |ng 'eIJ}

< Tim Hx{ Zy+e2,Xn < Zy+€27|_n“ X, > y}
Zann Zy,L"?J

ZY+eZan

_pt- 5
< { <e” (y’”ez"”)ﬂ,any}'
oo Zy X,

If the limsup on the left is positive, then using (5.15) implies e~B""0v+e) <
e~B (hy+e2®) | o The case of e1 is similar. Taking ¢ — 0, we get

B (y,y+e)<BE (y,y+e,®) and
(5.21)

Bl (y,y+e) > B (3, y+e2,d)
for each y € x + Zi and ¢ € rilf such that
(5.22) lim I1.{X, e >n¢-e;}>0.
n—oo

Couple {IT,, Hii’a : ¢ erild} as described in Appendix A.1 and denote the coupled paths
by Y;(go (distribution IT, ) and X,f,%ifa (distribution Hii’a).

We have already seen that paths X*:¢=® are monotone in ¢. Similarly, (5.21) implies that
for ¢ e rild satisfying (5.22), we have

w X,{—,0

X e1>2X, " " -er forallkeZy.

Since the distribution of X,):g_’w is H%_’w and is strongly directed into U;— (because & €
Qexist), we see that for ¢ € rilf satisfying (5.22)
(5.23) nx{ lim n~'X, - e zg-el} —1.

n—oo

Here, { -e; =inf{n-e1:nely_}=1—¢-er. Let &’ € U be such that

- ey =sup{¢ -e; : ¢ €rild and (5.22) holds for ¢ }.
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If the above set is empty, then we set £’ = ey. Let & =&’ If £’ = e, then & = § =eras
well and we trivially have

(524) M lim 0! X, 0128 er} =1,

n—oo
Assume &’ # e; and take ¢ € rild with ¢ -e; < &’-e;. Observe that we can take ¢ arbitrarily
close to £, . Indeed, if & - e; < & -ej,thentake & -e) < -e] <& -ej to getgzg/ =£&
and ¢ =& . If instead & = &', then also £, =&’ = &;. Now, as { — &, VA(¢ =) approach
but never equal V A (§;—) because there is no linear segment of A adjacent to &1 on the left.
This forces ¢ and ¢ to converge to &;.
Fix & > 0 and take ¢erid with¢ -ep <& -ejand ¢ -e) > &, - e1 —e. Then (5.22) holds
and, therefore, (5.23) holds too and we have
Hx{ lim nian -eq >§1 -eq —8} zl'lx{ lim nian-el Zg-el} =1.

n—oo n—oo

Take ¢ — 0 to get (5.24) when &’ # e5.
A symmetric argument (e.g., exchanging the roles of ¢; and e;) gives

(5.25) nx{n@on—lxn ey <Ey- el} =1,

where & =& and £” € U is such that
£ e =inf{{ cer:¢ erilland Tim T (X, -e1 <ng-e) > 0},

with £&” = ey if the set is empty. B
Equations (5.24) and (5.25) imply that § - e; <&"-ej and §' - e; <&, - e;. For example,
if ¢ erid issuch that ¢ - e; > 52 - e1 then Fatou’s lemma gives

1= Hx{nll_ngon*IXn -eq fgz-el} < Hxin@n*IXn-el <<C -el}

< E™[ lim 1(X, e <n¢-e}] < lim ML{X, -e1 <n -e),
n— oo n—odo
andthen ¢ - e > &' - eg.

Also, &' - e; > &" - e1. To see this, take ¢, ¢’ € rild with ¢ -e; < ¢’ -e; <&” - ey. Then
I, (X, -e; >nt’-e;) — 1, and hence (5.22) holds and ¢ - e; < &’ -ey. Take ¢ — &”. We now
consider three cases.

Case (a): If £’ = &, then &’ = & = £, forcing §” = &' = £). Let § =&'. Weak {§}-
directedness holds by the definitions of £’ and £”, since they equal &. Note that £ =& and
Z/lg =[51,6:1=1§ 1 &,]. Then strong directedness into Z/lg follows from (5.24) and (5.25).
The case £§” = &, is similar.

Case (b): Assume &' #£ &) and £ #£ &, but E e < &".e1 <& -e1. Thenset £ =&;. We
have ?, = £, and thus £, = £. We also have § 1= § and again strong directedness into U
follows from (5.24) and (5.25). The case & - e1 <&’ -e1 < ?2 - e 1s similar.

Case (c): In the remaining case, &1 -e] <&"-e1 <&'-e; <& -e; wehave [£1, 5] =Upy =
U . In this case, A is linear on [£1, & ] and, therefore, &', £” € D. Let £ = &’. The definitions
of £&” and &’ give weak directedness into [£”, £'] C [£1, &] = Ug. Strong directedness into

Us VU =&, ?] =[&,,&,] follows from (5.24) and (5.25).
To finish, note that in all three cases & erild. Indeed, strong directedness into U/,; would

imply (5.22), and thus (5.21) hold for all ¢ € ri2/. Then Lemma 4.13 would imply B (y, y +
e2) = 00, contradicting nondegeneracy. Strong directedness into U, is argued similarly. [J
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For the rest of the section, we assume that (3.5) holds. Then, in Theorem 4.7, we can ask
that 1 € By and take 7—[(1) tobe {(—=VA() : & € Dy}, where Dy is the countable dense subset
of ril{ from the paragraph followmg (3.5). Theorem 4.14 then implies that for & € Dy and
& € Qeoe N Qpus N Qcomg N Qcom,g’ BE™ = B+ = B% is a function of {w,(®) : x € Z2}.
This and (4.9) imply that the whole process {B"* : h € B} is measurable with respect to
S =0 (w, : x € Z?) C F. In other words, we do not need the extended space Q. For the rest
of the section, we write w instead of @ and more generally drop the hats from our notation.

Recall the definition of the countable random set //’ C ril{ in (3.7). It is a straightforward
exercise to check that all the events in the statements of Lemma 5.8 and Theorem 3.10 are
measurable; see Lemma 5.11 in [40].

LEMMA 5.8. Assume (3.5). Fix x € Z*. Then for any n,¢ € U, P([n, ¢] NUY # D) €
{0, 1} and P([n, ¢1NUF # @) = 1 if and only if

(5.26) Plw € Qeoc : IE € [, C1NTIU : BST(0, €1, @) # BS7(0, e1, w)} > 0.

PROOF. Fix n, ¢ € U. The event
E={weQeoc:IyeZ?Fie{l,2),3 e, cl1NTil:
Bt (y,y+ei,w) # B (v, y +ei, w)}

is shift-invariant and the ergodicity of the distribution of {w, : x € Z?} induced by P implies
that this event has probability either 0 or 1. It has probability 1 if and only if

(5.27) P{3i € {1,2},3¢ € [, ] Nrild : BET(0, e;) # BE(0, 1)} > 0.

But recovery (4.6) implies that B+ (0,e1) # BE7(0, ¢1) is equivalent to BET(0,ep) #
BE7(0, e3). Therefore, (5.27) holds if and only if (5.26) holds.

If P(E) =0, then P{w : [, {1 NUT # T} = 0, since the latter is a smaller event. On the
other hand, if P(€) = 1 then (5.27) holds and ergodicity implies that with P-probability one
there is a positive density of sites y such that there exist i € {1,2} and & € [n, ¢] Nrild
with B§+(y, y+e) # Bg_(y, vy + ¢;). In particular, there exist such sites in Z%r and so
[n.¢1NUy #2. O

PROOF OF THEOREM 3.10. For & € (rid) \ D, let n = ¢ = &. Then (4.3) implies (5.26)
holds. The first claim in part (a) follows from applying Lemma 5.8, since there are count-
ably many directions of nondifferentiability. The second claim, about & € D, comes from the
continuity in Remark 4.11.

When § # £, condition (3.5) implies that [, £] C D, and hence VA(¢+) = VA(£) and
B¢~ = B¢t = B for all ¢ € [&, £]. Part (b) now follows from Lemma 5.8 with = £ and
¢ = E. (There are countably many & with £ # £.)

The first claim in part (c) is the same as the first claim in Lemma 5.8. Fix 7 and ¢ as in the
second claim. Define

={& e ¢:P(J&. &' |NU #2) =1V €&, ¢1} Cln. ¢l

Note that any point in A is an almost sure (right) accumulation point of {y’. Let &, € [n, ¢]
be such that

fo a4l :sup{é/ 4l 35/ < [nv ;] and P([’?,é/] mu;o # @) :0}'

We have P([n, TN UY = @) =1 forall &’ € [n, &[. Taking & — &p implies the same claim
for [n, &|[. Since & € D part (a) implies the same holds for [7, &]; therefore &y # ¢. The
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definition of &, the (already proven) first claim in (c), and P(§p ¢ ) = 1 now imply that
& € A and so A is not empty.

Forany & € A and &’ € ]&, ¢[, there exists §” €&, &'] such that P([§”, &' 1N UL # @) = 1.
Otherwise, taking £” — & and using P(§ € U?) = 0 we get a contradiction with & € A. The
previous paragraph shows that there exists £”” € 1&”, §’[ N A. It follows that £ is an accumu-
lation point of A. (c) is proved.

Let Qunig be the intersection of Qcoc M 2Bus M Lnondeg M Lexist M $24ir With the full-measure
event from the already proven parts (a) and (b) and with Q¢opt, gN Qcom’g for all of A’s linear

segments [§, £], §# & (if any). Take w € Quniq-
Since @ € Qnondeg, Uniqueness of degenerate extreme solutions comes from Lemma 3.4.
Assumption (3.5) implies that

(5.28) Us =Us =Us— =Usy =Us forall§ eU.

Then strong directedness of nondegenerate extreme solutions follows from Theorem 3.5
(since w € Qgjr). This proves part (d).

Now fix § e U \UY. Since @ € Qexist and U — = U, we already know from Theorem 5.4
that Hi’w is a strongly Ug-directed DLR solution. Let IT, be (possibly another) strongly ¢/ -
directed DLR solution. If & # &, then assumption (3.5) implies A is linear on [£, €] C D and

w € Qcom,g implies BE~ = BE = BS = B5~. Either way, we have BE™ = B&—. Similarly,
BE+ = Bé+. By Theorem 4.14, we have I1,-a.s., forall y € x + Z2,

(5.29) B0 < iy ZrtaXa _ o DovaXa _ —BGuteno),
n—o0 Zyvxn n—0o0 Zy,Xn

with similar inequalities for e>-increments. Consequently, if & ¢ U/, then

Zy.X, — o By

Due to (5.13) and (5.7), applying bounded convergence we deduce that I1, = Hi’w. The
existence and uniqueness claimed in part (e) have been verified.

As explained above Lemma 2.4, one can write I1, as a convex integral mixture of extreme
measures from DLRY. This mixture will then have to be supported on DLR solutions that are
all strongly U -directed. Uniqueness then implies that they are all equal to I, and, therefore,
I1, is extreme.

The weak convergence claim comes similarly to (5.14). The argument for consistency is
similar to the one below (5.14). Part (e) is proved.

When & e U?, Hii’w are two DLR solutions which, by Theorem 5.4 and (5.28), are both
strongly U -directed. The two are different because they are nondegenerate and so if y € x +

Z%r and i € {1, 2} are such that BS_(y, y+ei,w)F# B—5+(y, y + ¢;, ), then passing through
y has a positive probability under both Hii’w, and the transitions out of y are different.

Since Hii’w are two different U -directed solutions, there must exist at least two different
extreme ones. Part (f) is proved and we are done. [

REMARK 5.9. We can in fact prove that in Theorem 3.10(f) Hii’w are extreme. See
Lemma 5.12 in [40].

PROOF OF THEOREM 3.12. Let Dy be a countable dense subset of D containing the
endpoints of all linear segments of A (if any). We define a coupling of certain paths on the

tree 7,,”. Set Qi = ﬂ;epo Q[Cf] and take w € Qjf. For n € N and ¢ € Dy, let S(\gy’oa;’(n)
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be the up-right path on 7;” that goes from O to [n¢] and then continues by taking, say, e
steps. Let Qg) (n) be the joint distribution of 7” and {X; '3 X &2 ¢ e Dy}, induced by 0¢. By
compactness, the sequence Qg) (n) Das a subsequence that converges weakly to a probability

measure. Let Qg) be a weak limit. This is a probability measure on trees spanning Zi and
infinite up-right paths on these trees, rooted at O and indexed by ¢ € Dy. We denote the tree

by ’7;‘” and the paths by X\g; The distribution of 7;‘“ under Qg) is the same as that of 7;”
under Q. Furthermore, since by Lemma 3.11 for each n € N and & € Dy the distribution

of X é”;”’(") under Qf is exactly Qf |, |, Theorem 3.7 implies that the distribution of X, gé’;

under Q‘é’ is exactly l'[g’w. One consequence is that X&o s U -directed, Qg’-almost surely
and for all ¢ € Dy.

We can define a competition interface ¢‘” between the subtrees of 7"" rooted at ej and es,
and its distribution under QO is then the same as the distribution of the original competition

interface ¢’ under Q. Since X¢®isa path on the spanning tree 7o, (X f = e} implies
that 3,‘1" -e1 > )?,f’w - ey for all n € Z . This in turn implies the event {h_mag” e /n=¢- et}.
Consequently, for all ¢ € Dy,

0| lim ¢ -e1/n < e} <THO(X) =e1) = 20 B 00,

n—oo

A similar argument gives
im = _B¢
(5.30) Q‘é){nll)ngo(p"f ce1/n<¢- el} > ™ B (O,el,w).

For £ € rild with £ € Dy taking Dy > { — £ with ¢ - e; strictly decreasing makes ¢ — £.
Recall that w € 2, £. Applying the above, we get

. = _B§
03 lim g e1/n <E-er] < e B O,

n—oo

Applying (5.30) with ¢ =&, we get

m z _BF
0¢| Tm ¢ -er/n <& -1} = o0 B O,
n—oo

Since the liminf is always bounded above by the limsup, we get

— 02 Tim A2 . 5. _ a)o—Bg(O,el,a))
Qolngrgo¢ cer/n<E-el}=0f| m ¢ er/n<E e} =ec .

A similar argument, starting by taking { — & and applying (5.30), gives
—_ N2 Tim A© . . _ a)o—Bg(O,el,w)

Qo{hmqﬁ cer/n<§- el}—Qo{nll)Igo¢n ei/n<§ el}_e

n—oo
for all § € rid with § € Dy. But for & € Dy we have Bé(w) = Bﬁ(a)) = Bg(w). Hence, all
four probabilities in the above two displays equal e~ B 0.e1,0) We conclude that for any
& € Dy,
. T _BS 0’ s
0| lim ¢ -er/n <& -er) = OF| Tm ¢ e1/n <k -] = O,

This implies that &, = lim, .~ ¢, - €1/n exists QF-almost surely and its cumulative distri-

bution function is given by (3.8). Parts (a) and (b) are proved. Part (c) follows because B5t
is constant on the linear segments of A. For (d), observe that

]E’QE)U{S* — 5-} — ]E[e(/)o (e*ngL(O,el,w) _ efBg’(O,el,a)))]’

which vanishes if and only if IP){BS T(0,e1) = Bé_(O, e2)} = 1, which holds if and only if
EeD. O
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6. Bi-infinite polymer measures. We now prove Theorem 3.13 and Lemma 3.15, show-
ing nonexistence of two classes of bi-infinite polymer measures. The following is the key step
in the proof of Theorem 3.13.

LEMMA 6.1. Let B be a shift-covariant cocycle which recovers the potential. Then there
is a Borel set Qp |0 C Q2 with P(Qp o) = 1 so that for all € Qp, o and for all x € 72,

lim max l'IB @ (x) =
n—oo y<x

lx—yli=n

PROOF. By shift-covariance of B, it is enough to deal with the case x = O Couple

{HB(‘”) y € Z?} as described in Appendix A.1 and denote the coupled paths by X, o, %o, or XY
for short, y e V,,, m € Z. Let Ny ={y <wv:v e X”}. We will call a point z € 7?2 a junction
point if there exist distinct u, v € Z? such that |[N,| = |N,| = oo and X* and XV coalesce
precisely at z.

Suppose now P ® P(|Ng| = 00) > 0. The shift-covariance of B implies N, (17,9, Tyw) =
Ny+v (9, w). Hence, by the ergodic theorem, with positive P ® IP-probability there is a positive
density of sites v € Z? with |N,| = 0o

By Theorem A.2, for P ® P-almost every (¢, w) and all u, v € 72, X* and XV coalesce. It
follows from this and the previous paragraph that with positive P @ P-probability there is a
positive density of junction points.

For L € N, let J; denote the union of the junction points in [1, L]? together with the
vertices of the south-west boundary of [1, L] {ke; : 1 <k <L,ie{1,2}}, with the property
that one of the junction points lies on X ke . For each junction point z, there are at least two
such points on the southwest boundary. Decompose J; into finite binary trees by declaring
that the two immediate descendants of a junction point z are the two closest points u, v € Jr
with the property that z € X* N X". The leaves of these trees are points in J; which lie on
the boundary and the junction points are the interior points of the trees. This tree cannot have
more than 2L + 1 leaves, but this contradicts that there are on the order of L? junction points,
since a binary tree has more leaves than interior points. Thus P @ P(Ng < o0) = 1.

Fix ¢ > 0. We now know that P(| No (¥, w)| < 00) = 1 for IP-almost all w. Then there exists
an integer ng = no(w) such that P(|No(9, )| > n) < ¢ for n > ng. The claim follows from
the observation that Hf(O) =P0e X)) <P(No(®, w)| = n) for y <0 with |y|;=n. O

We can now rule out the existence of polymer Gibbs measures satisfying the law of large
numbers in a fixed direction and of metastates.

pose there exists a weakly U -directed IT € ]ﬁ“’. Take any x € Z? such that ¢ = IT(x) > 0.
Fixn<x-e. IfI(x | y) <c/2 forall y e V, with TI(y) > 0, then TI(y, x) < cI1(y)/2 for
all y € V,, and adding over y we get ¢ = [1(x) < ¢/2, which contradicts ¢ > 0. Hence, there
exists a y, < x such that y, € V,,, I1(y,) > 0, and I1(x | y,) > c¢/2. But, by Lemma 2.4,
IT(- | yu) is a weakly Ug-directed element of DLR;’n and, by Theorem 3.7, it must be that

x| yu) = Hi;f)(x). But then Hi;f‘)(x) > ¢/2 for all n, which contradicts Lemma 6.1 since
£
Theorem 5.5 says 115, =12, O
PROOF OF LEMMA 3.15. Suppose that I1 is a measure satisfying Definition 3.14(a) and
Definition 3.14(c). Then for each z € V
E[[1°(Xo = 2)] = E[IT°(X( = 0)] = E[T1°(X, = 0)].

This is a contradiction since {X¢ = z}, z € Vo, form a partition of X. [
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APPENDIX A: COUPLED RWRE PATHS WITH {eq, e} STEPS

A.1. Path coupling. In this section, we construct a coupling of a family of random walks
in a random environment (RWRE) with admissible steps {e1, e} that several arguments in
this paper rely on.

Let (2, F,P) satisfy the assumptions of Section 2. Let P denote the law of i.i.d.
Uniform[0, 1] random variables ¢ = {#(y) : y € ZQ} on [0, I]Zz, equipped with the Borel
o -algebra and the natural group of coordinate shifts t,. Define a family of shifts on the prod-
uct space [0, 1]Zz x €2 indexed by x € Z? in the natural way, via fx (v, w) = (tyv, Tyw). This
shift preserves P ® P.

Let A be some index set and let {p% : x € Z?,a € A} be a collection of [0, 1]-valued

JF-measurable random variables. Abbreviate & = {e, ez}Zz. For o € A, construct a random
graph g% (9, w) = g* € &, via

o fer iR < p),
5T e o) = p).

For each x € Vy,, m € Z, let X;;%0 = X;,%(¥) denote the random path defined via

Xpn*® =x and X = X;4° + g%raw(®, w) for k > m. We observe that under P, for
k—1

fixed o, X;,%, has the law of a quenched RWRE with admissible steps {e}, ez} started from

x and taking the step e at site y with probability p;‘ (w). Two properties follow immediately.

COROLLARY A.l. The following hold for any w € Q and ¥ € [0, I]ZZ:

(a) (Coalescence) If for some o € A, x,y € Z?, and n > max(x - ¢,y - €) we have
X0 9) = Xy (9), then X5&2 () = Xpios” (9).

(b) (Monotonicity) Fix x € Vi, m € Z, and a1, a2 € A. If p§' (w) < py*(w) forall y > x
then X3V (@) -e1 < X3 **“ () - ey forall n > m.

The proof of Lemma 4.10 is an example of how we use this coupling.

PROOF OF LEMMA 4.10. It suffices to work with a fixed 8 € (0, c0). The case = oo

comes by taking a limit. Fix n € Z and construct the coupled paths Xﬁl’,&h’w(ﬁ), xeV,,
m € Z, as above, with

VA
eP@xte; TBh-el L;l(”) if |x|; <n, x>0,
px(@) = zre
1/2 otherwise.

Note thatforx € V,,,m+1 <n,and i, j € {1, 2},

Jh ,B,h
on FL oy = EC DM er - (Xy —x)] and

,B,h

,h
o FIB = Ex—i—ej,(n)[ei (X —x — ef)]

i x+ej,(n)
It follows that whenever x € V,,,, m <n and i, j € {1, 2},

B:h B.h
3h,«35’h(x’x +ej)= E;U,(i) le; - X, ] — E;‘)Jrij’(n)[ei (Xp—ej)]—ei-ej

—Ee; - (X2 — xyterbhoy)
Then Corollary A.1(a) and planarity imply that
O, BP"(x,x +e)<0 and O, BPM(x,x+e)>0. O
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A.2. Coalescence of RWRE paths. We record the following result showing that
quenched measures of a general 1 + 1-dimensional random walk with {e;, e>} steps in a
stationary weakly elliptic random environment can be coupled so that the paths coalesce.
The proof is an easier version of the well-known Licea—Newman [45] argument for coales-
cence of first-passage percolation geodesics. Notably, the measurability issues which make
the Licea—Newman argument somewhat involved in zero temperature vanish in positive tem-
perature due to the extra layer of randomness coming from the coupling. Since the proof is
an easier version of a standard argument, we omit the details. The full proof is available in
the preprint [40].

THEOREM A.2. Let p: Q2 — [0, 1] be F-measurable. Assume that P(O < p < 1) =1

and construct random variables {X;,;%, : x € Vyy, m € Z} via the coupling in Appendix A.1

with py(w) = p(Tyw). Then for P ® P-almost every (9, w) and any u, v € Z? there exists an
n e Z with X; 5, (%) = X5, (9).

APPENDIX B: AUXILIARY LEMMAS

The following lemma gives an analogue of J. B. Martin’s result [48], Theorem 2.4, on
the boundary behavior of the shape function for LPP, in the positive temperature setting. It
follows immediately from that result by bounding A# using A® and counting paths. The
proof is included in [40].

LEMMA B.1. Foreach B >0, as s \ 0
AP(se; + ex) = AP (e) + ser) = E[wo] + 2+/s Var(wp) + o(V/s).

Next is a lemma that allows us to compare ratios of partition functions.

LEMMA B.2. Foranya)eQ,xGZZ,andu,vex—i—el+ez—|-Z%r withu-e;1 > v - e
andu-ex <v-ep

B B B B
(B 1) Zx+e|,u -~ Zx+e1,v and Zx—i—ez,u < Zx-l—ez,v
8.~ ZE. z8. ~ 8,

PROOF. Reversing the picture in [31], Lemma A.1, via x — —x gives

B B B
Zx—l-el,y - Zx+e1,y—el Zx+e1,y—el+e2
B - B - B
Zx,y Zx,yfel Zx,yfelJrez

for all x, y € Z* with y > x and any choice of € Q. The first equality in (B.1) comes by
applying this repeatedly with y on any up-left path from u to v. The second equality is similar.
O
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