
 

 
1 

1Abstract—In this paper, a data-driven method is proposed for 

fast cascading outage screening in power systems. The proposed 

method combines a deep convolutional neural network (deep 

CNN) and a depth-first search (DFS) algorithm. First, a deep CNN 

is constructed as a security assessment tool to evaluate system 

security status based on observable information. With its 

automatic feature extraction ability and the high generalization, a 

well-trained deep CNN can produce estimated AC optimal power 

flow (ACOPF) results for various uncertain operation scenarios, 

i.e. fluctuated load and system topology change, in a nearly 

computation-free manner. Second, a scenario tree is built to 

represent the potential operation scenarios and the associated 

cascading outages. The DFS algorithm is developed as a fast 

screening tool to calculate the expected security index value for 

each cascading outage path along the entire tree, which can be a 

reference for system operators to take predictive measures against 

system collapse. The simulation results of applying the proposed 

deep CNN and the DFS algorithm on standard test cases verify 

that their accuracy and computational efficiency is thousands of 

times faster than the model-based traditional approach, which 

implies the great potential of the proposed algorithm for online 

applications. 

Keywords—Cascading outage, deep convolutional neural 

network (deep CNN),  depth-first search (DFS), scenario tree, 

security assessment. 

NOMENCLATURE 

Indices, acronyms, and parameters 

vi Voltage magnitude of the ith bus (p.u.) 

V
b 

i  Base voltage magnitude (p.u.) 

A
u 

i /A
l 

i   The upper and lower boundary of the voltage 

alarm limit (p.u.) 

S
u 

i /S
l 

i   The upper and lower boundary of the voltage 

security limit (p.u.) 

Pl  The power flow of the lth line (MW) 

Ap,l  The alarm limit of the line flow 

Sp,l  The secure limit of the line flow 

SI Security index 

Pd/ Qd Bus active/reactive load (MW) 

Pg/ Qg Generator active/reactive output (MW) 

gij/ bij Line conductance/susceptance between bus i and 

bus j (p.u.) 

i Voltage angle difference between bus i and bus j 

(rad) 

Fij Active power flow on transmission line ij (MW) 

ω(u,v)  Weight value in the convolutional filter 

b Bias of the convolutional filter 

Ns Number of training samples 
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n Number of buses 

Conv Convolutional layer 

ReLU Rectified linear unit 

FC Fully-connected layer 

pl Line failure probability 

T System topology 

SIexp Accumulative security index 
 

I. INTRODUCTION 

A. Motivation 

rotecting the bulk power system against cascading 

outages is a crucial measure towards enhancing system-

wide operation economy and resilience. According to the 

NERC definition [1], cascading outage refers to a situation 

where the system uncontrollably and successively loses 

elements triggered by an initial incident at any location. A 

cascading outage will result in widespread electric service 

interruption, which cannot be restrained from sequentially 

spreading beyond an area predetermined by studies. However, 

the growing penetration of uncertainties into the bulk power 

system is increasing system vulnerability, as well as the chance 

for cascading outages. Although the probability of a cascading 

outage inducing blackouts is tiny, the consequences would be 

catastrophic, resulting in tremendous economic losses and 

social impacts.  

There have been several large-scale blackouts caused by 

cascading outages in recent years, such as the western U.S. 

blackout in 1996 [2], the U.S.-Canadian blackout in 2003 [3] 

and the Arizona-California blackout in 2011 [4]. Given the 

costly effects of cascading outages, NERC has required that 

each Transmission Planner and Planning Coordinator shall 

define the criteria or methodology used in the analysis to 

identify system instability for cascading or uncontrolled 

islanding during planning assessment studies [5].   

 In the above context, both research communities and the 

industries have devoted substantial efforts to studying 

cascading outages. However, the majority of the existing 

studies are founded on the conventional model-based method 

for cascading outage analysis, which suffers from certain 

computational limitations. It is mainly motivated by this 

consideration that in this paper we propose a data-driven 

method that combines the deep convolutional neural network 

(deep CNN) with a depth-first search (DFS) algorithm for a fast 

cascading outage screening and risk assessment, which aims at 

potential online applications under uncertain scenarios. A more 
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detailed literature review and the contributions of our work will 

be presented in the following subsections. 

 

B. Literature Review 

The existing research regarding cascading outages can be 

classified into three main categories: cascading outage 

simulation and pattern recognition, system vulnerability 

detection and risk assessment, and post-outage recovery.  

In regard to the first category, simulation models have been 

developed to study the impact of cascading outages, including 

the OPA model and its multiple improved versions [6,7], the 

Manchester model [8], and the CASCADE model [9]. Multi-

timescale cascading outage models to study both slow 

dynamics like thermal transient and fast dynamics like 

electrical instability are further developed in [10,11]. A 

sequential importance sampling strategy to reduce the number 

of cascading failures, while still capturing very rare events is 

proposed in [12]. To gain better statistical insights to the pattern 

of cascading outage propagation, [13,14] apply a Markov chain 

approach, where transition probabilities are estimated from 

historical data; while [15,16] utilize the expectation 

maximization method, in which the parameters of the 

probability function are their maximum likelihood estimates. 

With respect to system vulnerability detection and risk 

assessment, a forward-backward Markovian tree search 

algorithm is introduced in [17], where the risk of the current 

outage is the expected risk of all its following outages. Based 

on this work, [18] further considers weather impacts on line 

outage probabilities and system risks, and it develops an 

associated analytical probability model. Ref. [19] studies the 

quantitative relationship between component failure probability 

and blackout risks during cascading outages, which can be used 

as an effective risk assessment tool under the system 

components change. Ref. [20] shows that cascading outage risk 

can be underestimated if the multiple solutions of DC optimal 

power flow (DCOPF) models are not considered, and then 

proposes remedial measures. A fast screening method for 

vulnerable transmission lines based on PageRank algorithm is 

proposed in [21], where the vulnerability degree of each line is 

calculated based on its post-contingency flow under the N-1 

contingency of all the other lines. A branch loading assessment 

index is defined in [22], where a cascading fault graph based on 

the proposed index is designed to demonstrate the vulnerability 

of each transmission line.  

For post-outage recovery measures, a simulation-based 

optimization method [23], a multi-agent system method [24], 

and a Markovian tree search method [25] are introduced to 

reduce the risk mitigation cost through generator re-dispatch 

and transmission capacity allocation.  

The above concern motivates the development of the data-

driven method as a meaningful alternative for fast cascading 

outage screening. As opposed to the model-based method, the 

data-driven method formulates an approximate mapping 

between the input and the output. Once the algorithm is well-

trained, it is a generalized model that can automatically produce 

outputs from unseen new inputs, without a massive amount of 

analytical computation. Therefore, the data-driven method is 

promising with regard to future online cascading outage 

analyses with real-time data input. 

The application of the data-driven method in cascading 

outage analysis is still in its initial stage in the literature. Some 

previous works have been dedicated to utilizing machine 

learning methods such as artificial neural networks [26], 

convolutional neural network [27] and deep autoencoder [28], 

for security assessment under contingency, but not really the 

cascading outage effects. In other words, few studies have 

considered the risk of the following cascading outages after a 

contingency event, which may cause the violation of NERC 

security standards. In [29], a three-stage decision tree method is 

proposed to classify the severity level of a cascading blackout. 

The system states obtained from a wide area measurement 

system (WAMS) are used to train the decision trees, which 

prove to have a high classification accuracy. In [30], the authors 

propose a Monte Carlo cascading failure simulation method 

utilizing the existing model-based software package and a risk 

assessment method of cascade paths based on de-correlated 

neural network ensembles. However, in this last work, the line 

flow is used as input to the neural network for system risk 

evaluation, which implies that power flow calculation is still 

needed for new test cases. The ultimate goal of the data-driven 

method is to utilize direct system observations, i.e., topologies, 

as the input to the algorithm without any additional analytical 

calculation for indirect measurements (such as line flow) to 

realize a nearly computation-free manner. Otherwise, the data-

driven method can still be computation-inefficient for online 

applications under uncertainties. 

C. Contributions 

Based on the previous works, in this paper, we also propose 

a novel data-driven method for fast cascading outage screening 

and risk assessment. The proposed method is a combination of 

a deep convolutional neural network (deep CNN) and a depth-

first search (DFS) algorithm. First, the deep CNN is constructed 

as a regression tool of the AC optimal power flow (ACOPF) 

model to quickly obtain system state variables. The state 

variables are then utilized to calculate a security index for 

evaluating outage severity. Secondly, a scenario tree is built to 

represent all the potential cascading paths in real-time uncertain 

scenarios. Also, a DFS algorithm is utilized to screen all of the 

cascading outage paths in the scenario tree to detect the severest 

path. The detection is based on the estimated security index 

value from the deep CNN. The screening results can serve as a 

reference for system operators to take corrective measures 

against system collapse. The main contributions of our paper 

are summarized as follows: 

1) We propose the deep CNN as an efficient regression 

method for approximating ACOPF calculation. Unlike other 

data-driven methods that rely on system state variables as input, 

a well-trained deep CNN only needs direct observations, e.g., 

system topology and bus power injection, and will 

automatically generate the state variables for evaluating outage 

severity. Hence, it can be directly applied to new test cases 

without the computationally intensive power flow calculation. 

2) We establish a multi-scenario tree as an efficient 

representation of all the potential cascading outage paths with 

uncertainties involved. Furthermore, we apply the DFS method 

for a fast cascading outage screening over the entire tree. The 

DFS method aims to calculate the expected accumulative 

security index of each cascading outage path for evaluating 

their severity. With a proper screening order of all the cascading 
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outages, the proposed DFS method can complete the traversal 

with extremely low elapsed time, which is highly applicable in 

the case of large-scale power system cascading outage 

screening. 

The rest of the paper is organized as follows: Section II 

briefly introduces a security index for evaluating outage 

severity; Section III demonstrates the design of the proposed 

deep CNN for ACOPF regression; Section IV explains the 

construction of the scenario tree and the details of the DFS 

algorithm; Section V verifies the proposed deep CNN and DFS 

algorithm for cascading outage screening on standard test cases; 

finally, Section VI concludes the paper. 

II. COMPOSITE SECURITY INDEX FOR SECURITY ASSESSMENT 

To accurately evaluate the security status of a power system, 

a composite security index is first introduced, which measures 

both bus voltage limit violation and line flow violation. For each 

measurement, two types of limits are defined, the security limit 

and the alarm limit. Security limit refers to the maximum 

allowed range for the bus voltage and line flow, and alarm limit 

indicates the closeness of the system to the violation limit. 

Accordingly, the system security status can be categorized as 

one of three types: secure, alarm, and insecure. A system is in 

the alarm state if at least one of the measurements violates the 

alarm limit but is still within the security limit. A system is 

insecure if at least one of the measurements violates the security 

limit [31]. Several other measures need to be defined before 

proceeding to calculate the composite security index. 

For bus voltage, the normalized deviation of bus voltage 

from the alarm limits is defined as follows: 
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In Eq. (1), vi is the voltage magnitude of the ith bus; V
b 

i  is the 

base voltage magnitude; A
u 

i  and A
l 

i  are the upper and lower 

boundary of the voltage alarm limit. The normalized deviation 

of the alarm limit from the secure limit is defined as follows: 
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In Eq. (2), S
u 

i  and S
l 

i  are the upper and lower boundary of the 

voltage security limit. For line flow, only the upper boundaries 

of the alarm limit and the secure limit are needed. The 

normalized line flow violation of the alarm limit is defined as 

follows: 
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In Eq. (3), Pl is the power flow of the lth line; Ap,l  is the alarm 

limit of the line flow. The normalized deviation of alarm limit 

from security limit is defined as follows: 

 
, ,

,

p l p l

p l

S A
g

Base MVA


   (4) 

In Eq. (4), Sp,l  is the security limit of the line flow. Based on 

the above definitions, the composite security index for the 

system is defined as follows [26]: 
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Eq. (5) is based on the concept of a hyper-ellipse inscribed 

within a hyper-box for measuring limit violation [32], where m 

is the exponent used in the hyper ellipse equation. In this study, 

m is set to 1. A higher value security index means that the 

system is at a higher risk level. For example, if both voltage 

magnitudes and line flows are within the alarm limit, which 

means that the system is operating within the secure region, 

then d
u 

v,i, d
l 

v,i, and dp,l are all zeroes, which leads to a zero SI; if 

any voltage magnitude or line flow is out of the alarm limit but 

still within the security limit, which means that the system can 

maintain operation for a short time, then d is smaller than g, 

which leads to a value security index that is larger than 0, but 

mostly below 1; and finally, if any voltage magnitude or line 

flow is above the security limit, which means that the system is 

close to collapse, then d will be larger than g, which will 

definitely lead to a security index larger than 1. 

III. DEEP CNN-BASED SECURITY ASSESSMENT 

A. A brief on deep CNN 

A deep CNN is a type of artificial neural network with 

multiple hidden layers, and is known for its strong capabilities 

in processing data that has a grid-like topology, e.g., image data. 

Images are represented by a 2-D matrix with pixels filled in. 

The crux of a deep CNN lies in that it formulates a hierarchical 

structure that mimics the visual cortex of humans. According to 

visual neuroscience, in image recognition, our brain first 

perceives the color and brightness of the observed object, then 

the edge, angle, line, and other local details, followed by the 

shape, texture and more abstract information, and finally the 

entire image.  

The convolutional neural network follows the logic of the 

visual cortex. It consists of multiple convolutional layers, each 

of which contains several convolution kernels. Each 

convolution kernel scans the entire input to capture the detailed 

local features. All the captured features will formulate a feature 

map for the neural network to identify. As the convolutional 

layer goes deeper, more high-order and abstract features will be 

captured, preserving the most useful information for image 

recognition.  

Deep CNNs have an important feature, which is sparse 

connectivity [33]. In conventional neural networks, usually 

every output unit is connected to every input unit. The number 

of connection parameters that need to be trained can be 

tremendous. In the case of the deep CNN, each output unit in 

the feature map is only connected to a square patch, named as 

field of review, from the input that is closest to its location, 

instead of the entire input. This is called sparse connectivity. 

The reason for doing so is that in one image, one pixel is closely 

related to its neighboring pixels, but is less related to the pixels 

in the farther distance. Hence the connections between the less 

related units are removed. With sparse connectivity, the number 

of parameters for training is greatly reduced, which improves 

computational efficiency. 
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B. Mapping power grid data to deep CNN input data 

A deep CNN is a natural fit for solving power system 

problems for the following two reasons [34,35]: 

1) The power system topology has a grid-like structure, 

which can be described by matrices such as the nodal admittance 

matrix, the element-bus incidence matrix, and the branch-path 

incidence matrix. 

2) The power system possesses the feature of sparse 

connectivity: for instance, the voltage level at one bus is closely 

related to its neighboring buses, while it is less affected by the 

buses that are far away.  

Consequently, a hierarchical deep CNN will learn the 

element-bus relationship, the line connection, and the entire 

power system topology layer by layer. The term “deep” indicates 

that the proposed neural network contains multiple hidden layers 

to fully capture the features of power system raw data.  

In the case of system security assessment, the function of the 

deep CNN is to approximate the ACOPF calculation and to 

obtain system state variables. The state variables can then be 

used to calculate the security index to evaluate system security 

status. To achieve this function, the first step is to map power 

system raw data to a grid-like structure for the CNN to analyze. 

The ACOPF model is shown as follows: 
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In Eq. (6)-(11), the known parameters are the bus 

active/reactive load Pd, Qd, and system topology gij, bij, which 

will be the input to the deep CNN; and the unknowns are the bus 

active/reactive generation, Pg, Qg, bus voltage magnitude vi, and 

bus voltage angle i. Given that we only need bus voltage for the 

security index calculation, the deep CNN will only output vi and 

i in this case. However, notice that the input parameters differ 

in their dimension. Given an n-bus power system, the Pd and Qd 

will be both 1×n vectors, while gij and bij are both in an n×n 

matrix. The deep CNN requires that the input known quantities 

should have the same dimensions. For example, for the image 

data, each image has the following dimensions: w (width) ×h 

(height) ×c (number of color channels), where the dimension for 

each color channel is the same. To reach this requirement, we 

utilize the following 1× n vector to represent system topology: 

  11 22diag(imag(Y)) diag(B) = , nnb b b   (12) 

In Eq. (12), Y is the bus admittance matrix, and B is the bus 

susceptance matrix. The reason for utilizing bus self-

susceptance elements to represent system topology change is 

that whenever there is a line outage, the self-susceptance 

elements will definitely change, but not necessarily the self-

conductance elements, since some lines have zero resistance. By 

removing the non-diagonal elements in the B matrix, we only 

keep the most dominant elements as an efficient representation 

of system topology. Since deep CNN regression is a data-driven 

method, the regression error caused by the missing data in the G 

matrix and the B matrix will be automatically made up via 

iterative training based on existing data samples. With the above 

simplification, a deep CNN regression for ACOPF calculation 

only requires three 1×n vectors as the input. The volume of 

training data is acceptable even in case of large-scale power 

systems. 

C. Constructing the deep CNN 

1) An illustration of convolution operation 

In a convolutional neural network, the core component is the 

convolutional layer. A convolutional layer is composed of 

trainable convolution kernels, or the filter. The function of the 

filter is to extract features from the input to generate feature 

maps that are representatives of the input. The feature extraction 

can be mathematically expressed as follows: 

 
1 1

0 0

( , ) ( , ) ( , )
c c
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u v

I i j I u i v j u v b
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In Eq. (13), Inew(i,j) is a single unit in the newly generated 

feature map I from the convolutional layer; I(u,v) is a single unit 

in the original input; ω(u,v) is a single unit in the filter, which is 

also called the weight parameter; c is the size of the filter; b is 

the bias. Fig. 1. gives an illustrative example of the above 

convolution operation: 

            
(a) no padding                                        (b) with padding 

Fig. 1. Illustration of convolution operation 

In Fig. 1(a), the size of the input is 5×5, and the size of the 

filter is 3×3. Each unit in the feature map is the weighted sum of 

9 units in the input. The filter scans the input with a step size of 

1, and hence the size of the feature map is 3×3. The feature map 

thus contains the aggregated information from the input. If we 

want to retain the size of the input, a padding method can be used, 

as shown in Fig. 1 (b). Two additional rows and columns are 

added to the input with 0 filled, this is called zero-padding. Then 

after the convolution operation, the feature map will have the 

same size as the input. 

Following the explanation above, it can be observed that the 

feature extraction function of the convolutional layer refers to 

adding different weights to the inputs. In conventional machine 

learning, usually the features of the input have to be computed 

and selected manually to feed to the neural network for the 

algorithm to learn. In the case of the deep CNN, because of the 

existence of multiple hidden layers and multiple filters in each 

layer, the filters automatically capture the features of the input 

by changing the weights. After the deep CNN is well trained, the 

weights of the filters will have been properly selected so that the 

most obvious features from the input will have larger weights, 

while the less important features are neglected. In this way, the 

desired output can be obtained. In a convolutional layer,  

multiple filters usually exist, and each filter will generate a 

different feature map. The purpose of utilizing multiple filters is 

to observe the input from different perspectives, i.e. assigning 

input I

filter

feature map 
Inew

feature map 
Inew

input I

filter

padding
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different weights to the same input unit, so that a comprehensive 

feature extraction can be obtained. The above explains the 

automatic feature extraction ability of the deep CNN.   

2) Back-propagation algorithm 

In Eq. (13), the weight parameter ω and the bias b are the 

unknown variables. The values of the unknown variables are 

obtained via a back-propagation algorithm. To begin, a loss 

function is defined to describe the accuracy of the output from 

the neural network. A lower loss value indicates higher accuracy 

of the model. In the static security assessment problem, mean 

square error is used as the loss function: 

* 2 * 2 * 2

, , , ,

1 1 1

1 1 1
( ( ) ( ) ( ) )

SN n n

i s i s i s i s s s

s i iS

L v v SI SI
N n n

 
  

         (14) 

In Eq. (14), NS is the number of training samples, n is the 

number of power system buses, θ
* 

i,s and v
* 

i,s are the desired output 

from the deep CNN, i.e., the actual bus voltage angle and bus 

voltage magnitude, θi,s and vi,s are the estimated bus voltage 

angle and bus voltage magnitude. Since we need to evaluate the 

system security status, a third term is added to the loss function, 

which is the difference between the actual security index value 

SI
* 

s  and the estimated security index value SIs. As can be seen, 

the objective of the deep CNN is to minimize the deviation 

between the estimation and the ground truth to formulate an 

accurate enough ACOPF regression model.  

Furthermore, to avoid the issue of overfitting, which is a 

common problem in regression analysis due to the existence of 

abnormal values, we add L2  regularization to the loss function 

(14). Generalization means that the well-trained neural network 

can be effective across a wide range of inputs, not just the 

training data that has been fed to the neural network for learning. 

Sometimes a deep CNN can grow very complex with large 

values as its weights and biases, where instead of understanding 

the data, the deep CNN will memorize the one-to-one mapping 

between the input and the output, which leads to the result that 

the deep CNN fits well on the training set, but performs poorly 

on the test set. This is because all the data in the test set are 

unknown to the deep CNN, and it has no memorized 

information for the new samples. The above problem is called 

overfitting. 

L2  regularization is a widely used method to avoid the issue 

of overfitting. L2  regularization refers to a norm-2 penalty of 

weight parameters, as shown in Eq. (15): 
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In Eq. (15), α is called the regularization parameter, which is 

a positive number. The penalty term ωTω/2 stands for model 

complexity. An overfitted model that intends to match all the 

input samples, including abnormal values and noises, will have 

higher model complexity. By adding the penalty term to the loss 

function, the value of weight parameters will be decreased, and 

the model will evolve toward low complexity and high 

generalization.  

Upon the calculation of the loss function, the weight and bias 

are updated based on the first partial derivatives: 
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In Eq. (16), k is the index of iteration, l is the index of the 

convolutional layer, NL is the total number of convolutional 

layers, J
(k) 

l is the output of the lth layer, η is called the learning 

rate. Since the deep CNN has numerous convolutional layers, 

the chain rule is applied to calculate the partial derivative of the 

parameters at each layer. The bias b is updated similarly. As can 

be observed, the back-propagation algorithm is essentially a 

gradient descent search method. The word “back-propagation” 

means that the neural network parameters are updated from the 

last layer to the first layer based on the difference between the 

actual output and the desired output. 

3) Design of deep CNN structure 

The structure of the deep CNN is demonstrated in Fig. 2 (see 

next page). It consists of two convolutional (Conv) layers and 

five fully-connected (FC) layers. The functions of these deep 

CNN layers are explained in detail as follows: 

a) The input data is a 3×n matrix, where n is the number of 

buses. The 3×n data correspond to three 1×n vectors, i.e., the 

real loads of n buses, the reactive loads of n buses, and the n 

diagonal elements of the B matrix.  

The first convolutional layer has a filter with the size of 

[3,3,1,12], where the first three numbers are the height, width, 

and the depth of the filter. The last figure is the number of filters. 

In this layer, 12 filters will be sampling the input data. As a 

result, the input data is deepened after being scanned by the 

filter. In addition, zero-padding is applied to maintain the 

original size of the input data. Hence the output of the first 

convolutional layer has the size of [3,n,12]. 

The filter has a size of 3×3, which means that it assumes the 

three neighboring buses have strong interrelations, e.g., bus 2-4, 

bus 3-5, since each time the filter samples a size of 3×3 from the 

input. This is in accordance with physical laws because the bus 

voltage angle is mainly affected by its closest neighboring buses. 

The size of the filter can also be increased to include additional 

neighboring buses, but this comes with a larger quantity of 

parameters that need to be trained. 

b) The output from the first convolutional layer goes through 

an activation function. The activation function adds nonlinearity 

to the feature extraction. This is because Eq. (13) is a linear 

transformation. However, the ACOPF model (6)-(11) is 

nonlinear and nonconvex. Introducing the activation function to 

feature extraction removes the limitation of linear representation.  

In this study we utilize a rectified linear unit (ReLU) as the 

activation function. The ReLU has the following mathematical 

expression: f(x) = max(x,0). The quasi-linearity feature of the 

ReLU makes it derivable and thus applicable to the gradient 

descent search during neural network training.  

c) The output from the ReLU function goes through the next 

convolutional layer, which has filters with the size of [3,3,12,24]. 

More features are extracted by the second convolutional layer. 

d) The output from the second convolutional layer has a size 

of [3, n, 24], which is a 3-D tensor. It is further flattened as a 1

×(3×n×24) vector and goes through a FC layer, FC1. In FC1, 

there is a connection between each neuron and each element in 

the input. In this case, the size of  
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Fig. 2. Deep CNN structure for security assessment 

the weight parameters in the FC1 layer is [3×n×24, 2×n], and 

the size of the bias is 2×n. After matrix multiplication, the output 

will become a vector with the size of [1, 2×n], which is a 

combination of n bus voltage magnitudes and n bus voltage 

angles. 

e) Because we need to evaluate the system security status, the 

obtained voltage variables will further go through the next four 

FC layers to calculate the security index, which is a regression 

of Eq. (5). Before sending the voltage variables to the FC layer, 

the diagonal elements of B matrix are added to the voltage tensor 

to reflect the system topology change. This is because in Eq. (5), 

the line flow is related to system topology. 

The four following FC layers, FC2 to FC5 in Fig. 2, have sizes 

of [3×n, 12×n], [12×n, 6×n], [6×n, n], and [n, 1], respectively. 

After matrix multiplication, the final output will be a 1×1 scalar, 

which is the security index value.  

Via the deep CNN described above, both the system state 

variables and system security index can be obtained. Some may 

argue that since we only need the security index to evaluate 

system status, there is no need to output the bus voltage variable, 

which may result in a less complicated neural network structure. 

However, the security index value only shows the system 

security status as a whole, while it cannot reflect local 

weaknesses and vulnerabilities. With system state variables, we 

can gain insights into the local voltage margin and line flow 

margin. In summary, the state variables cover more detailed 

information on system operation than the security index value. 

D. Training sample generation 

In the training phase of the deep CNN, large quantities of 

training samples are required for fine-tuning the neural network 

parameter. Since the proposed deep CNN is aimed for 

cascading outage analysis, in the training sample, power flow 

results for k outage stages are included, where k indicates the 

number of electrical components that are out of service. In this 

study, we mainly consider line outage contingency. During 

power system operation, once a transmission line is tripped, it 

may cause overloading of other transmission lines and induce 

cascading line outages. The probability of the lth transmission 

line failure is calculated as follows [30]: 
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  (17) 

At each outage stage, based on Eq. (17), the line with the 

highest failure probability is selected as the tripped line.  

 
Fig. 3. Flowchart of generating cascading outage training samples  

The whole process of generating cascading contingency 

training samples is shown in Fig. 3, and is explained as follows: 

1) To begin, an operation scenario is randomly generated 

based on Monte-Carlo simulation to represent real-time 

uncertainties. In this study, we mainly consider load variations; 

2) Under the generated scenario, the model-based ACOPF is 

conducted to evaluate system security status; the system 

parameters and power flow results are stored for future training 

of the deep CNN; 

3) Based on the obtained power flow results, the tripped line 

is selected according to Eq. (17). If there are several lines that 

are out of limit, the line with the highest probability is selected 

as the tripped line; 

4) Since we consider cascading outages in this study, if the 

number of line outage stages reaches k, then go to step 5); else 

go back to steps 2)-3) to repeat the above process; 

5) If enough operation scenarios have been generated, then 

the whole process is complete; else go back to step 1) to 

regenerate operation scenarios and repeat the above cascading 

outage process. 
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IV. CASCADING OUTAGE SCREENING BASED ON DEPTH-FIRST 

SEARCH ALGORITHM 

In the previous section, a deep CNN is constructed to 

approximate ACOPF for evaluating system security status. In 

this section, we will demonstrate how to apply the calculated 

security index in cascading outage screening under multiple 

real-time scenarios. 

Given that the cascading outage is a time sequential process, 

we construct a scenario tree to represent the continuous 

dynamic changes of the system operation scenarios, which is 

shown in Fig. 4 [36]. 

 
Fig. 4. Multi-scenario tree for cascading outage screening 

Fig. 4 corresponds with the process of training the sample 

generation shown in Fig. 3. In Fig. 4, beginning at the initial 

stage, different operation scenarios are first generated to 

represent real-time uncertainties using Monte Carlo simulation. 

The uncertainties are regarded as disturbances that trigger the 

following cascading line outages. At each tree node, i.e., at each 

outage stage, T stands for system topology, the superscript 

records all the previous stages, and the subscript indicates the 

current stage. Take T
(1,1) 

21 as an example.  In the superscript 

“(1,1)” , the first “1” indicates the operation scenario 1, and the 

second “1” indicates the first line outage scenario in 1st outage 

stage. In the subscript “21”, the “2” indicates the 2nd outage 

stage, and the “1” indicates the first line outage scenario in the 

2nd outage stage. 

On each branch that connects two tree nodes, pk is the line 

failure probability, which can be calculated by Eq. (17). A 

cascading outage path is defined as a path that starts from the 

initial stage and terminates at the kth outage stage. A value is 

assigned to each node along the path, namely the security index 

SI. The goal of cascading outage screening is to evaluate the 

severity of each cascading outage path based on SI.  

We define the following accumulative security index for 

severity measurement: 
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In Eq. (18), starting from the kth outage stage, the 

accumulative security index is calculated in a recursive manner. 

For example, for the cascading outage path s1→T
(1) 

11 →T
(1,1) 

21

→……→T
(1,1,…,1) 

k1 , the accumulative security index is calculated 

as follows: 
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  (19) 

Finally, SI
(1) 

exp is taken as the final accumulative value of the 

entire cascading outage path. 

Based on Eq. (18), we design the following depth-first search 

(DFS) algorithm for calculating the accumulative security index 

for each cascading outage path, as shown in Fig. 5. The main 

idea of the DFS algorithm is to first explore the cascading 

outage stages along one path as deeply as possible until 

reaching the last outage stage, while storing the order of line 

outages and the associated security index; then to backtrack to 

the previous outage stages and update their expected security 

index. If all of the line outages at one outage stage have been 

scanned, return to the previous outage stage and switch to 

another line outage as the source node and repeat the above 

process until all of the cascading outage paths have been 

screened. The DFS algorithm is a natural fit for cascading 

outage screening because its forward-backward propagation 

corresponds with the recursive calculation of SI
(k) 

exp in Eq. (18). 

Note that in the above process, the original security index at 

each outage stage has already been calculated by the deep CNN. 

Once the deep CNN is well trained, it can be directly applied to 

new test cases in the multi-scenario tree and automatically 

generate ACOPF results and the associated security index, 

greatly reducing computational burden. In the next section, the 

simulation studies prove that the combination of the deep CNN 

and the above DFS algorithm makes it possible to scan a large-

scale multi-scenario tree with extremely low time cost, while 

maintaining the desired accuracy.  

 
Fig. 5. Flow chart of DFS algorithm 

V. SIMULATION ANALYSIS 

In this section, we test the proposed deep CNN and DFS 

method for cascading outage screening on the IEEE 57-bus 
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system and on the European 1354-bus system. The deep CNN 

is first implemented as a regression model of ACOPF. Then, the 

scenario tree and DFS algorithm are deployed for fast cascading 

outage path screening.  

A. Deep CNN regression of ACOPF model 

The structure of the proposed deep CNN has been 

demonstrated in Fig. 2. For scenario uncertainties, we assume 

that the variation of load forecast error follows a normal 

distribution with zero mean and a standard deviation of 0.1. In 

this study, we consider at most three cascading outage stages, 

i.e. k = 3. The number of operation scenarios and possible line 

outage scenarios considered in generating the training set and 

the test set are summarized in TABLE I: 

TABLE I SUMMARY OF TRAINING/TEST SET GENERATION 

Test 

 case 

Training set Test set 

No. of 

scenarios 

Stage  

1 

Stage 

2 

Stage 

3 

No. of  

scenarios 

Stage 

1 

Stage 

2 

Stage 

3 

57-bus 33 10 10 10 7 10 10 10 

1354-bus  61 20 20 20 14 20 20 20 

TABLE I is explained as follows: taking the IEEE 57-bus 

system as an example, for the training set, we have 33 different 

load scenarios at the initial stage. At each outage stage, 10 

possible line outage selections are considered based on their 

failure probability. As such, the total number of training 

samples will be Ns + Ns × N+ Ns × N2 + ……+ Ns × Nk = Ns× 

(N (k + 1) – 1)/(N – 1) = 33×(104–1)/(10–1) = 36,663, where Ns 

is the number of load scenarios, in this case 33; and N is the 

number of possible line outages, in this case 10. However, 

under some circumstances when the ACOPF does not converge, 

such samples are removed from the above training sets. The 

same explanation applies for other figures in the table. 

Note that part of the training set is used as the validation set. 

For both systems, 20% of the training samples are used as the 

validation set. The difference between the validation set and the 

test set is that the validation set has load scenarios that are also 

included in the training set, while the test set has different load 

scenarios from those in the training set (but follows the same 

probability distribution). The deep CNN’s accuracy is verified 

by both sets to prove its generalization under different 

instances. 

All the samples are generated by the MATLAB toolbox 

MATPOWER [37]. The hardware environment is an Nvidia 

GeForce GTX 1080 Ti Graphic Card with 11 GB memory and 

1.582 GHz core clock. The software environment is the open-

source deep learning platform TensorFlow. The learning rate is 

set to 1e-3, and the number of training epochs is set to 500. To 

improve the deep CNN regression accuracy, a repeated training 

process is conducted. Taking the 57-bus system as an example, 

the training process for the deep CNN is repeated three times, 

and each time the learning rate is scaled down by 10 times of 

its previous value. This means that the deep CNN is first trained 

for 500 epochs with the learning rate 1e-3, and the trained 

model is saved. Then the deep CNN is trained for another 500 

epochs with the saved model as the initial value and a learning 

rate of 1e-4, and then the new trained model is saved. The above 

process repeats three times. For the 1354-bus system, the 

process repeats four times. With repeated training, the 

algorithm can fine search within the local area with a smaller 

learning rate to avoid overshooting. The final training results 

and the test results are shown in TABLE II-TABLE III: 

TABLE II SAMPLE SET SIZE FOR DEEP CNN TRAINING AND TESTING 

Case 
Training  

set size 

Validation  

set size 

Test set  

size 

57-bus 24,620 6,155 5,497 

1354-bus 18,680 4,670 5,278 

TABLE III ACOPF REGRESSION RESULTS BASED ON DEEP CNN  

Case 
Validation set error Test set error 

v  SI(%) v  SI(%) 

57-bus 5.3e-4 9.5e-4 0.65 6.2e-4 1.8e-3 2.80 

1354-bus 2.8e-4 2.6e-4 0.09 1.6e-4 2.4e-4 0.15 

In TABLE III, the error of v and  is the mean absolute 

difference between the actual value and the estimated value 

produced by the deep CNN, and the error of the security index 

is the mean relative percentage error. As shown in the table, the 

error measurement is considerably smaller for both systems, 

which demonstrates the accuracy of deep CNN regression.  

To illustrate the high computational efficiency of the deep 

CNN, we compare ACOPF runtime of the 5,497 and 5,278 test 

samples between deep CNN regression and the model-based 

method in MATPOWER, and the results are summarized in 

TABLE IV: 

TABLE IV TEST TIME COMPARISON 

Case 
Training 

time(s) 

Test time (s) 

(deep CNN) 

Test time (s) 

(model-based) 

Acceleration 

ratio 

57-bus 906 0.16 225.85 1,412 

1354-bus 24,692 2.73 8,185 2,998 

TABLE IV shows that the computation speed of the deep 

CNN is thousands of times faster than that of the traditional 

model-based ACOPF. This is because once the deep CNN is 

well-trained, it has formulated high dimensional mapping 

between input and output, and it can directly generate optimal 

power flow results for new instances with different loading 

conditions and system topology changes, without incurring the 

iterative calculation. This computation-free feature makes the 

deep CNN an advantageous tool for solving highly complex 

large-scale power system planning and operation problems, 

where the model-based method can be excessively time- and 

resource-consuming. In addition, the training time for both test 

cases are within an acceptable range, given that the training for 

the deep CNN is completed off-line.  

Fig. 6. ANN structure for security assessment 
To further validate the high learning ability of the proposed 

deep CNN, we designed a traditional artificial neural network 

(ANN) with fully-connected layers as a comparison for 

cascading outage screening. The configuration of the proposed 

ANN is shown in Fig. 6. 

The difference between the proposed deep CNN model and 

the traditional ANN model is that the former utilizes 

convolutional layers to extract features, while the latter utilizes 

the fully connected layers. In addition, the deep CNN has 
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multiple hidden layers for sufficient feature extraction, while in 

the ANN there is only one hidden layer between the input and 

the output, e.g., FC1 and FC3 are the hidden layers in Fig. 6. 

The same training set, validation set, and test set are used for 

ANN training and testing. The ANN is also trained repeatedly 

for the same number of epochs for fair comparison. The final 

regression results of the ANN are shown in TABLE V: 

TABLE V ACOPF REGRESSION BASED ON TRADITIONAL ANN 

Case 
Validation set error Test set error 

v  SI(%) v  SI(%) 

57-bus  8.3e-4 1.9e-3 4.62 1.0e-3 3.0e-3 8.78 

1354-bus (Eu.) - - - - - - 

The results of the 1354-bus system are not available for ANN 

because the large-scale system causes the size of the FC layer 

parameters to exceed the memory limit. For the 57-bus system, 

the deep CNN provides more accurate results than the 

traditional shallow ANN. This is because the convolutional 

kernels within the deep CNN utilize sparse connectivity to 

extract better features for model regression. In addition, the 

number of parameters in the convolutional layers is much lower 

than that of the FC layers, which spares both the computation 

source and the storage source. 

B. Identifying cascading outage path with DFS algorithm 

The function of the deep CNN is to evaluate the system 

security status for each operation scenario during cascading 

outages. In this subsection, a scenario tree is first constructed to 

represent multiple realizations of real-time uncertainties. Then 

the security index of each node in the scenario tree is calculated 

based on the estimated results from the deep CNN. Finally, the 

DFS algorithm is applied to evaluate the severity of each 

cascading outage path along the entire scenario tree. 

Two scenario trees for the IEEE-57 bus system and European 

1354-bus system are constructed based on their respective test 

sets. For the 57-bus system, because no line capacity data is 

given, the alarm limit is set at 1.35 times the line flow under 

normal conditions, and the security limit is set at 1.4 times the 

line capacity, which follows [30]; for the 1354-bus system, the 

alarm limit is set at 1.35 times the original line capacity, and the 

security limit is set at 1.4 times the line capacity. The results of 

the cascading outage screening are shown in TABLE VI-

TABLE VII. 

TABLE VI TIME EFFICIENCY OF DFS ALGORITHM 

Case No. of paths Time(s) 
Average SI

(1) 

exp   
error (%) 

57-bus 4,856 0.019 1.06 
1354-bus  4,424 0.010 0.16 

In TABLE VI, the fourth column is the average relative error 

of the accumulative security index SI
(1) 

exp based on the estimated 

results from the deep CNN compared with the actual ACOPF 

results for all the cascading outage paths. It can be seen that the 

average error rates for the two test cases are considerably small, 

which further indicates that the deep CNN regression results 

can be utilized as a reliable index for cascading outage severity 

evaluation.  

The DFS algorithm is written in MATLAB R2017b, and the 

hardware environment is an Nvidia GeForce GTX 1080 Ti 

Graphic Card with 11 GB memory and 1.582 GHz core clock. 

As seen in the third column of TABLE VI, the calculation time 

of SI
(1) 

exp  for all the cascading outage paths in both test cases takes 

no more than 0.02 second, which demonstrates the high 

computational efficiency of the DFS algorithm. 

TABLE VII presents the cascading outage path with the 

highest SI
(1) 

exp in the two test cases, which indicates their highest 

severity. “Actual” means the result is based on the real security 

index value for calculating SI
(1) 

exp, and “Estimated” means that the 

result is based on the value from the deep CNN for calculating 

SI
(1) 

exp. In the third column, eload stands for the load forecast error. 

For example, in the 57-bus system, the severest cascading 

outage path is the 7th scenario with a load forecast error of 

0.0725, with line 9-11 tripped at the 1st outage stage, line 9-13 

tripped at the 2nd outage stage, and line 3-15 tripped at the 3rd 

outage stage. As can be observed from the table, in the 57-bus 

system, the actual cascading outage path is the same as the 

estimated cascading outage path; in the 1354-bus system, the 

estimated path is different from the actual path in the third 

outage stage. However, it is found that the estimated path has 

the third highest SI
(1) 

exp if using the actual  security index for 

calculating, which is only 0.0025% smaller than the highest SI
(1) 

exp. Therefore, it can be safely concluded that the computation-

free deep CNN is accurate enough to serve as a highly efficient 

tool for fast cascading outage screening in combination with the 

DFS algorithm, especially for large-scale power systems with 

multiple uncertain scenarios. 

TABLE VII CASCADING OUTAGE SCREENING RESULTS 

Case Scenario Stage 1 Stage 2 Stage 3 

57-bus 

Actual 
7 (eload: 

0.0725) 
L 9-11 L 9-13 L 3-15 

Estimated 
7 (eload: 
0.0725) 

L 9-11 L 9-13 L 3-15 

1354-bus 

Actual 
13 (eload:  

-0.0865) 

L 2426-

8961 

L 1146-

7945 

L 6806-

1609 

Estimated 
13 (eload:  
-0.0865) 

L 2426-
8961 

L 1146-
7945 

L 3248-
7309 

Some further insights can be gained from the cascading 

outage screening results. In TABLE VIII, we analyze the 

transmission lines that are most frequently tripped at each 

cascading outage stage in the first 100 cascading outage paths 

with the highest estimated SI
(1) 

exp value, and also compare with the 

results based on actual SI
(1) 

exp value. The line index marked in red 

bold font represents the lines that are missed in the estimated 

line set. As shown in the table, almost all the lines except one 

in the actual line set are detected in the estimated line set, which 

again proves the accuracy of deep CNN regression. The 

information revealed in the table can be used as a reference for 

system operators to take predictive measures for line capacity 

expansion or load shedding in advance to improve system 

operation security against cascading risks. 

TABLE VIII INDEX OF MOST FREQUENTLY TRIPPED LINES IN EACH 

CASCADING OUTAGE STAGE 

Case 57 

Stage 1 

Actual  

lines 

L 9-12, L 12-13, L 11-13, L 9-13, L 4-6, 

L 9-11  

Estimated  

lines 

L 9-12, L 12-13, L 11-13, L 9-13, L 4-6, 

L 9-11 

Stage 2 

Actual  

lines 

L 5-6, L 3-15, L 9-10, L 12-13, L 9-12, 

L 11-13, L 4-6, L 9-11, L 9-13 

Estimated  

lines 

L 5-6, L 3-15, L 9-10, L 12-13, L 9-12, 

L 11-13, L 4-6, L 9-11, L 9-13 

Stage 3 
Actual  
lines 

L 24-26, L 26-27, L 19-20, L 9-11, L 12-

13, L 11-13, L 48-49, L 13-14, L 23-24, 
L 4-6, L 3-15, L 9-13, L 9-10, L 5-6, L 

9-12 
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Estimated  

lines 

L 24-26, L 26-27, L 19-20, L 9-11, L 12-
13, L 11-13, L 48-49, L 13-14, L 23-24, 

L 4-6, L 3-15, L 9-13, L 9-10, L 5-6, L 

9-12 

Case 1354 

Stage 1 

Actual  

lines 

L 3248-7309, L 4689-4936, L 6629-

7309, L 1146-7945, L 2426-8961 

Estimated  

lines 

L 3248-7309, L 4689-4936, L 6629-

7309, L 1146-7945, L 2426-8961 

Stage 2 

Actual  
lines 

L 2426-6888, L 6629-7309, L 3248 – 

7309, L 4689-4936, L 1146-7945, L 

2426-8961 

Estimated  

lines 

L 2426-6888, L 6629-7309, L 3248 – 
7309, L 4689-4936, L 1146-7945, L 

2426-8961 

Stage 3 

Actual  

lines 

L 2426-6888, L 1146-7945, L 6629-
7309, L 3248-7309, L 4689-4936, L 

2426-8961, L 6806-1609 

Estimated  

lines 

L 2426-6888, L 1146-7945, L 6629-

7309, L 3248-7309, L 4689-4936, L 
2426-8961, L 6806-1609 

VI. CONCLUSIONS 

In this paper, a data-driven fast cascading outage screening 

approach is proposed based on deep convolutional neural 

network (deep CNN) and depth-first search (DFS). The deep 

CNN is constructed as a regression tool to estimate the ACOPF 

results under different contingencies and also the system 

security index. The DFS algorithm is applied to scan the 

scenario tree to detect the severest cascading outage path based 

on the estimated security index value provided by deep CNN. 

Simulation results on the IEEE 57-bus and European 1354-bus 

systems verify the high accuracy and high computational 

efficiency of the proposed method. The practical implications 

of the study are summarized as follows: 

1) As the penetration of uncertainties into the bulk power 

system increases, the number of operation scenarios to be 

examined for system security assessment will grow 

exponentially, resulting in an unbearable computational cost to 

conventional model-based methods. The proposed, nearly 

computation-free data-driven method can quickly detect system 

vulnerability under multiple scenarios. The high accuracy and 

computational efficiency make the proposed method a desirable 

choice for real-time system screening. 

2) With historical cascading outage data provided as a 

training set, the proposed data-driven method can easily adapt 

to power systems with different scales and multiple outage 

stages. The flexibility and scalability give the proposed method 

the potential to be developed as a general cascading outage 

screening tool in real-world applications. 

3) The screening results of the deep CNN and the DFS 

method can serve as a reference for power system operators to 

take preventive measures against latent outages, and to reduce 

the system risk management costs such as load shedding and 

generator redispatch. The screening results can also be used as 

guidelines for future power system planning to efficiently 

allocate investments to the most vulnerable transmission 

devices.  
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