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ABSTRACT

High-energy astrophysical systems frequently contain collision-less relativistic plasmas that

are heated by turbulent cascades and cooled by emission of radiation. Understanding the

nature of this radiative turbulence is a frontier of extreme plasma astrophysics. In this paper,

we use particle-in-cell simulations to study the effects of external inverse Compton radiation on

turbulence driven in an optically thin, relativistic pair plasma. We focus on the statistical steady

state (where injected energy is balanced by radiated energy) and perform a parameter scan

spanning from low magnetization to high magnetization (0.04 � σ � 11). We demonstrate

that the global particle energy distributions are quasi-thermal in all simulations, with only

a modest population of non-thermal energetic particles (extending the tail by a factor of

∼2). This indicates that non-thermal particle acceleration (observed in similar non-radiative

simulations) is quenched by strong radiative cooling. The quasi-thermal energy distributions

are well fit by analytic models in which stochastic particle acceleration (due to, e.g. second-

order Fermi mechanism or gyroresonant interactions) is balanced by the radiation reaction

force. Despite the efficient thermalization of the plasma, non-thermal energetic particles do

make a conspicuous appearance in the anisotropy of the global momentum distribution as

highly variable, intermittent beams (for high magnetization cases). The beamed high-energy

particles are spatially coincident with intermittent current sheets, suggesting that localized

magnetic reconnection may be a mechanism for kinetic beaming. This beaming phenomenon

may explain rapid flares observed in various astrophysical systems (such as blazar jets, the

Crab nebula, and Sagittarius A∗).

Key words: acceleration of particles – magnetic reconnection – plasmas – relativistic pro-

cesses – turbulence.

1 IN T RO D U C T I O N

High-energy astrophysical systems often contain dilute, hot plasmas

in a turbulent state. Examples include pulsar wind nebulae, super-

novae remnants, radiatively inefficient accretion flows on to either

stellar mass black holes in X-ray binaries (XRBs) or supermassive

black holes in active galactic nuclei (AGNs), jets emanating from

XRBs or AGN, giant radio lobes, the intracluster medium, and

gamma-ray bursts (GRBs). More exotic possibilities include the

mass flows resulting from tidal disruption events and compact

� E-mail: zhdankin@princeton.edu

†Einstein fellow.

object (e.g. neutron star) mergers. These plasmas often contain

relativistic particles that are efficient emitters of radiation, providing

an energy sink to the system and yielding radiative signatures that

are ultimately observed from Earth. To develop accurate physical

models of these systems, it is important to understand the role

of radiative cooling on collision-less plasma turbulence. Likewise,

to interpret observations and constrain the physical conditions in

these systems, it is crucial to understand the radiative signatures of

turbulence.

Radiative emission in these environments is commonly due to

synchrotron, external inverse Compton (IC), and synchrotron self-

Compton (SSC) mechanisms (in contrast to collisional mechanisms

such as Bremsstrahlung). For an optically thin plasma, the resulting

photons channel energy out of the system. A detailed understanding
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604 V. Zhdankin et al.

of the radiative emission requires statistical knowledge of charged

particles at the microscopic level, where the plasma is generally

dynamic (due to kinetic turbulence and other physical processes)

and out of thermal equilibrium (since the collisional time-scale

is much longer than the relevant dynamical time-scales). Thus, a

proper study of radiative collision-less plasma demands use of a

first-principles kinetic model.

The consequences of radiative cooling have recently been in-

vestigated in kinetic particle-in-cell (PIC) plasma simulations for a

number of high-energy astrophysical settings and processes. This

includes relativistic magnetic reconnection (Jaroschek & Hoshino

2009; Cerutti et al. 2013, 2014a,b; Kagan, Nakar & Piran 2016a,b;

Hakobyan, Philippov & Spitkovsky 2019; Schoeffler et al. 2019;

Werner, Philippov & Uzdensky 2019), decay of magnetostatic

equilibria (Yuan et al. 2016; Nalewajko, Yuan & Chruślińska 2018),

pulsar wind (Cerutti & Philippov 2017), and pulsar magnetospheres

(Cerutti, Philippov & Spitkovsky 2016; Philippov & Spitkovsky

2018). The (synchrotron and jitter) radiative signatures of collision-

less shocks have also been explored (Medvedev & Spitkovsky 2009;

Sironi & Spitkovsky 2009; Kirk & Reville 2010; Nishikawa et al.

2011).

In this work, we incorporate radiative cooling into PIC sim-

ulations of driven turbulence in relativistic plasma for the first

time. This is a numerically unexplored regime of turbulence,

which we call radiative turbulence. Recent analytic works studied

radiative turbulence in various relativistic astrophysical contexts,

including blazar jets (specifically, BL Lac objects) (Uzdensky 2018;

Sobacchi & Lyubarsky 2019) and GRBs (Zrake, Beloborodov &

Lundman 2019). There have also been a number of numerical works

investigating radiation spectra from test particles in random mag-

netic fields, mimicking turbulence (e.g. Teraki & Takahara 2011).

Our self-consistent numerical simulations of kinetic turbulence with

the radiation backreaction force can address several questions that

are beyond the scope of these previous studies.

One major question about radiative turbulence is: how does

cooling affect the statistical properties of kinetic turbulence? The

turbulent cascade progressively transfers energy from fluctuations at

large scales (where energy is injected) to those at small scales (where

collision-less dissipation mechanisms damp the fluctuations). The

heating of the plasma is inhomogeneous in space, leading to local-

ized hot spots where radiative cooling (from synchrotron, IC, and

SSC mechanisms) may be important (e.g. Zhdankin, Boldyrev &

Uzdensky 2016, and references therein). Radiative cooling can

thus influence the small-scale dynamics, altering the properties of

the kinetic cascade (at scales below the typical particle Larmor

radius or inertial length) and coherent structures. Furthermore, the

presence of strong cooling allows turbulence to be maintained in

the high-magnetization regime, where the magnetic energy density

exceeds the total particle energy density (including rest mass). In this

regime, the rapid conversion of magnetic energy to plasma kinetic

energy can locally energize the plasma, driving compressions

and relativistic flows. Shocks and magnetic reconnection may

complicate the nature of turbulence and cause non-thermal particle

acceleration. This regime of sustained relativistic turbulence has

been studied in the framework of force-free electrodynamics (e.g.

Thompson & Blaes 1998; Cho 2005; Cho & Lazarian 2013; Zrake &

East 2016), which neglects the plasma inertia and does not self-

consistently include dissipation channels. It has also been studied

with simulations of relativistic magnetohydrodynamics (MHD)

(Zrake & MacFadyen 2011; Zrake 2014; Takamoto & Lazarian

2016). Our work is the first to study fully developed turbulence in

this relativistic regime with kinetic simulations.

A second major question about radiative turbulence is: what is

the effect of radiative cooling on the kinetic aspects of collision-less

plasma turbulence, i.e. on the momentum distribution of the charged

particles? The particle distribution is linked to the spectrum and

time-variability of outgoing radiation, and thus may provide useful

constraints for future observational campaigns. Recent studies of

kinetic turbulence in relativistic plasmas without radiative cooling

have indicated that turbulence produces a significant population

of high-energy, non-thermal particles with a power-law energy

distribution extending to energies limited only by the outer scale

of turbulence (Zhdankin et al. 2017; Comisso & Sironi 2018;

Zhdankin et al. 2018b; Comisso & Sironi 2019; Nättilä 2019).

Since radiative cooling acts mainly on particles in the high-energy

tail of the distribution, it may suppress the non-thermal population

above certain energies. For sufficiently strong cooling, the power-

law tail may either steepen (e.g. Kardashev 1962) or be completely

eliminated, leading to a narrow energy distribution. For stochastic

particle acceleration described by a Fokker–Planck equation in

momentum space with a radiative cooling term, analytic work has

demonstrated that the steady-state particle distributions are gener-

ally quasi-thermal (Schlickeiser 1984, 1985; Stawarz & Petrosian

2008). However, despite recent progress (e.g. Wong et al. 2019),

the validity and appropriate form of the Fokker–Planck equation

for turbulence is not yet known (e.g. Isliker, Vlahos & Constanti-

nescu 2017), particularly in this physical regime, so first-principles

kinetic simulations are necessary to test and further develop the

models. One of the main objectives of our work is to determine

the functional form of the steady-state particle distribution, thus

unveiling whether or not it can maintain a significant non-thermal

component.

In addition to the energy distribution of particles, another key

kinetic quantity is the anisotropy of their momentum distribution,

which is linked to the directions of outgoing radiation (assuming

particles are relativistic). At any given time, high-energy particles

may be coherently beamed in random directions due to local-

ized bulk flows or asymmetric acceleration processes. This can

potentially lead to distinct radiative signatures on a global scale,

including rapid, intense flares when a beam crosses the line of

sight of an observer. An important question is whether dissipative

events are sufficiently intermittent and anisotropic to make the

turbulent plasma appear inhomogeneous and temporally variable

to a distant observer. This has implications for high-energy flares

observed in a broad range of astrophysical systems. For example,

the beaming of radiation by relativistic flows (minijets) powered

by turbulence (or reconnection sites) has been invoked to explain

blazar and GRB flares (Lyutikov 2006; Giannios, Uzdensky &

Begelman 2009; Kumar & Narayan 2009; Narayan & Kumar 2009;

Giannios, Uzdensky & Begelman 2010). Kinetic beaming of high-

energy particles has previously been observed in PIC simulations of

relativistic magnetic reconnection, being proposed as an explanation

for the Crab nebula flares (Cerutti, Uzdensky & Begelman 2012;

Cerutti et al. 2013, 2014b) and blazar flares (Nalewajko et al. 2012).

Our paper investigates the properties of intermittent high-energy

particle beams in relativistic turbulence, which is a first step towards

connecting to radiative signatures.

In this study, we focus on driven turbulence in relativistic pair

plasma cooled by external IC radiation (deferring the cases of

synchrotron and SSC cooling to future work). The plasma is

assumed to be optically thin, so that radiated energy effectively

evacuates the domain, allowing a rigorous statistical steady state

to be achieved and maintained. In Section 2, we analytically

calculate the steady-state physical conditions (i.e. temperature) and
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Radiative turbulence 605

describe the PIC simulation campaign. In Section 3, we present

an overview of the turbulence statistics in the simulations. In

Section 4, we describe the particle statistics, showing that radiative

cooling efficiently thermalizes the bulk of the plasma, and that the

steady-state distribution is well fit by a Fokker–Planck model for

stochastic particle acceleration (associated with, e.g. the second-

order Fermi mechanism or gyroresonant interactions). At the same

time, for high magnetization cases, we identify a modest high-

energy non-thermal population that is spatially correlated with

current sheets and is beamed intermittently in direction. These

results have important implications for high-energy astrophysical

systems such as blazar jets, as we discuss in Section 5. Finally,

we summarize our results and conclude in Section 6. This work

builds on our previous studies of relativistic pair plasma turbulence

without any cooling mechanism (Zhdankin et al. 2017; Zhdankin

et al. 2018a).

2 M E T H O D S

2.1 Background on radiative turbulence

In this section, we provide a brief theoretical overview of the

physical problem under consideration (turbulence in relativistic

pair plasma with external IC radiative cooling) and formulate

the physical conditions (in particular, temperature) necessary to

maintain turbulence in statistical steady state (see also Uzdensky

2018, for the case of synchrotron and SSC radiation). The statistical

steady state is a novel aspect of radiative turbulence, in the sense

that a rigorous steady state is absent in kinetic turbulence without

an energy sink (since dimensionless parameters evolve in time due

to the turbulent heating).

In this paper, given a field F (x, t), we will consider spatial and

temporal averages, denoted as follows. We use an overbar, F , to

denote a spatial average or average over all particles in the domain

(if a kinetic quantity). We use angular brackets, 〈F〉, to denote

a temporal average, generally taken over the period in which the

turbulence is in a statistical steady state (beginning after a few

Alfvén crossing times).

We consider an ultrarelativistic electron–positron (pair) plasma.

Specifically, we assume that the mean particle Lorentz factor is

large, γ � 1, where γ = (1 − v2/c2)−1/2 for a particle of velocity

v. Such a turbulent pair plasma can be characterized by two

dimensionless physical parameters (see discussion in, e.g. Zhdankin

et al. 2018a), as follows.

The first parameter is the magnetization σ , which is defined to be

the ratio of the magnetic enthalpy to relativistic plasma enthalpy:

σ = B2
rms/4πh, where Brms is the characteristic (rms) magnetic field

in the system and h = n0γmec
2 + P is the characteristic relativistic

enthalpy density, n0 is the (electron plus positron) number density,

and P is the average plasma pressure. In our case, approximating

the particle distribution as isotropic, P = n0γmec
2/3, so that

σ = 3B2
rms/16πn0γmec

2. The magnetization sets the characteris-

tic Alfvén velocity, vA = c[σ /(σ + 1)]1/2, and thus determines

to what extent the turbulent motions (which are predominantly

Alfvénic) are relativistic. Note that the magnetization also deter-

mines the relationship between the two primary plasma kinetic

scales: the characteristic Larmor radius, ρe = γmec
2/eBrms, and the

plasma skin depth, de = (γmec
2/4πn0e

2)1/2, are related by de/ρe =
[(4/3)σ ]1/2. We also note that for an ultrarelativistic pair plasma, the

plasma beta parameter is inversely proportional to magnetization,

β = 8πP/B2
rms = 1/(2σ ).

The second parameter is L/2πρe, which is the ratio of the driving

scale (L/2π) to the characteristic Larmor radius. In the case of

σ � 1, L/2πρe essentially describes the extent of the large-scale

(MHD) inertial-range cascade, which is generally terminated by

collision-less plasma effects at scales comparable to and smaller

than ρe. In the case of σ � 1, the transition may instead occur

at scales comparable to de, making L/2πde more representative of

the inertial range extent (Chen et al. 2014; Boldyrev et al. 2015;

Franci et al. 2016). For most collision-less plasmas in space and

astrophysical systems, L/2πρe � 1, a limit that is difficult to achieve

in numerical simulations. It is thus important to do scaling studies

to identify which quantitative properties of turbulence are sensitive

to L/2πρe (in the limit of large values) and which are not.

External IC radiative cooling occurs due to the upscattering

of low-energy seed photons (from an external radiation field) by

relativistic particles (see e.g. Blumenthal & Gould 1970; Rybicki &

Lightman 2008). The energy density of the ambient photon field Uph

controls the strength of this cooling process. However, as we explain

next, for turbulence in a statistical steady state, where injected

energy is balanced by radiated energy, Uph is only relevant for

setting the steady-state mean particle energy, γ . As long as γ � 1 is

maintained, the precise value of γ is dynamically irrelevant because

it only sets an arbitrary energy scale (assuming σ and L/2πρe are

held fixed). Thus, we do not consider it to be an independent free

parameter in our simulation campaign.

The IC emission process exerts a radiation backreaction force,

FIC, that is added to the Lorentz force describing the evolution

of electrons and positrons. The motion of the ith particle is thus

governed by

d pi

dt
= qi

[

E(xi, t) + vi
c × B(xi, t)

]

+ FIC(vi), (1)

where pi = γimevi is the particle momentum, qi is the particle

charge, E(x, t) and B(x, t) are the electric and magnetic fields,

xi is the particle position, and vi = dxi/dt is the particle velocity.

The IC radiation backreaction force is given by (Landau & Lifshitz

1975)

FIC(v) = −
4

3
σT Uphγ

2 v

c
, (2)

where we assumed an isotropic external photon density (in the

laboratory frame) and ultrarelativistic particles (γ i � 1). Here,

σT = (8π/3)r2
e is the Thomson cross-section, with re = e2/mec2 the

classical electron radius.

In our case of IC radiative cooling acting on an optically

thin, relativistic pair plasma (v ≈ c), the radiative cooling rate

(normalized to the total number of particles Npart) is then given by

Ėrad = −
1

Npart

∫

d3xd3pf (x, p)v · FIC

=
4

3
σT cUph

1

Npart

∫

d3xd3pf (x, p)γ 2

=
4

3
σT cUphγ 2, (3)

where f (x, p) is the combined (electron plus positron) distribution

function.

On the other hand, the energy injection rate (from an external

driving source) can be estimated by assuming that the turbulent

magnetic energy δB2
rms/8π dissipates within a cascade time that is

comparable to the large-scale Alfvén crossing time, L/vA, where L

is the system size. We consider strong turbulence with a fluctuating
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606 V. Zhdankin et al.

magnetic field that is comparable to the mean field, so that the rms

fluctuating magnetic field component is δBrms ≈ B0, implying a total

rms field given by B2
rms = B2

0 + δB2
rms ≈ 2B2

0 . The energy injection

rate normalized to the number of particles is then

Ėinj = ηinj

B2
0

8πn0

vA

L
. (4)

We included a coefficient ηinj ∼ 1 that describes the efficiency of

the external driving coupling to the plasma.

Because of the dependence of cooling on γ 2, regardless of initial

conditions, the plasma internal energy will adjust (by net heating

or cooling) until the cooling compensates the energy injection,

Ėrad ∼ Ėinj. For a given Uph, the expected steady-state mean square

particle Lorentz factor is obtained by balancing equation (3) with

equation (4), giving

γ 2 =
3ηinj

4

B2
0

8πUphσT n0L

vA

c

=
3ηinj

4

B2
0

8πUph

1

τT

vA

c
, (5)

where the Thomson optical depth of the system is τ T ≡ n0σ TL. We

consider the special case of a thermal (Maxwell-Jüttner) distribution

with temperature T = 
mec2, in the ultrarelativistic limit (
 � 1),

f0(x, p) =
n0

8π
3m3
ec

3
exp (−p/
mec). (6)

In this case, the mean energy and mean squared energy are related

to the temperature by γ = 3
 and γ 2 = 12
2, respectively. The

steady-state temperature for a thermal plasma can then be written as


ss = ηinj

mec
2

16σT UphL
σ

vA

c

=
ηinj

16

1

�

σ 3/2

(1 + σ )1/2
, (7)

where we defined the compactness parameter � ≡ σ TUphL/mec2

(describing the ratio of the system light crossing time to the particle

cooling time-scale, all divided by the particle’s Lorentz factor).

We thus initialize our simulations with a temperature close to 
ss

in order to quickly arrive at a steady state. In general, the actual

average energy during steady state may deviate from this estimate

if the distribution is significantly non-thermal

2.2 Numerical simulations

We perform the simulations with the explicit electromagnetic PIC

code ZELTRON (Cerutti et al. 2013), which incorporates the radiation

backreaction force from IC emission. We use the same numerical

set-up as in our previous studies of non-radiative relativistic plasma

turbulence (e.g. Zhdankin et al. 2018a). The domain is a periodic

cube of side length L with uniform background magnetic field B0 =
B0 ẑ. We initialize electrons and positrons from a uniform Maxwell–

Jüttner distribution (equation 6). We drive turbulence by applying

a fluctuating external current density J ext (TenBarge et al. 2014).

This driving is characterized by four quantities: the wavevector k0,

the frequency ω0, the decorrelation rate γ 0, and the amplitude A0;

we optimize these parameters based on simulations at σ ∼ 1. We

drive Jext, z at eight modes, k0L/2π ∈ {(1, 0, ±1), (0, 1, ±1), (− 1,

0, ±1), (0, −1, ±1)}, and each of Jext, x and Jext, y at four modes to

enforce ∇ · Jext = 0. We choose a driving frequency of ω0 = 0.6 ×
2πvA/

√
3L and decorrelation rate γ0 = 0.5 × 2πvA/

√
3L. Finally,

Table 1. List of simulations and parameters.

Case N3 L/2π〈ρe〉 〈σ 〉 tvA/L

rL1 7683 60.4 0.90 24.6

rM1d4 5123 29.6 0.20 34.1

rM1 5123 39.4 0.86 24.2

rM4 5123 38.9 3.4 35.8

rM4∗ 5123 39.1 3.4 29.5

rS1d16 3843 10.4 0.041 35.4

rS1d4 3843 21.4 0.19 35.9

rS1 3843 28.3 0.82 32.4

rS1∗ 3843 28.3 0.83 60.1

rS4 3843 28.1 3.3 29.7

rS16 3843 24.9 11.0 32.1

we fix A0 such that the rms magnetic fluctuations are comparable

to the background field, δBrms ∼ B0. The simulation time-step is

fixed at 
t ≈ (
x/c)/
√

3 to satisfy the Courant–Friedrichs–Lewy

condition. Most cases have 64 total particles per cell and cell size


x ≈ min (ρe/2, de/2); however, for low-σ cases, we choose a

greater number of particles per cell to reduce the inherent PIC

noise, which is high in this regime due to thermal energy dominating

the energy in turbulent fluctuations. In particular, we choose 128

particles per cell for cases with 〈σ 〉 = 0.2 and 256 particles per cell

for 〈σ 〉= 0.04. We have optimized these numerical parameters by

conducting a thorough convergence study with respect to resolution

and number of particles per cell.

We initialize all simulations with a temperature of 
 = 100,

corresponding to γ = 300. We always choose Uph such that the

predicted steady-state temperature, calculated from equation (7)

with initial parameters1 and ηinj = 1, is 
ss = 75, which corresponds

to γ ss = 225. As a result, Uph varies with system size L, but in a

way such that the dimensionless compactness parameter � is fixed.

Our choice of Uph ensures that simulations quickly approach the

equilibrium (as confirmed in Section 3.2).

We show the steady-state parameters and durations for the

primary simulations employed in this study in Table 1. Our largest,

fiducial case (7683 cells) has 〈σ 〉 = 0.90 and 〈ρe〉 = 2.0
 x,

giving an effective system size of L/2π〈ρe〉 = 61. We also have

three cases on 512 3-cell lattices, covering 〈σ 〉 ∈ {0.2, 0.9, 3.4},

constituting moderately large cases with modest variation in 〈σ 〉.
In the next tier, we have five cases on 384 3-cell lattices, which

constitute a broad scan in 〈σ 〉 ∈ {0.04, 0.2, 0.8, 3.3, 11.0}. Since

the resolution is fixed by the smallest kinetic scale (ρe or de), the

system size L/2πρe does not necessarily correspond to the number

of lattice cells: the low-〈σ 〉 cases have smaller L/2πρe in order

to properly resolve de. In addition to these primary simulations,

two of the simulations in the table are repeats of other cases (rM4

and rS1) with additional diagnostics: rM4∗ has a higher cadence

of particle momentum distribution dumps (for Sections 4.4–4.6)

and rS1∗ has a higher cadence of electric field and current density

dumps (for Section 3.5). The durations for the simulations typically

range between 25L/vA and 35L/vA, providing a long steady state for

gathering statistics (from here onwards, we compute vA using the

time-averaged magnetization 〈σ 〉).

1In terms of physical (dimensional) parameters, required as input parameters

to ZELTRON, we do the following procedure: the cell size 
x is arbitrarily

set, B0 is chosen to get ρe/
x as determined by the resolution require-

ments, n0 is chosen to obtain the prescribed σ , and then we set Uph =
ηinjmec2σvA/(16σ T
ssLc) with 
ss = 75 and ηinj = 1.
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Radiative turbulence 607

Figure 1. Surface plot of the emissivity proxy nγ 2
avg for the 7683, 〈σ 〉 =

0.9 simulation.

3 TU R BULENCE STATISTICS

3.1 Visuals

We first show visuals from our large case, the 7683 simulation with

〈σ 〉 = 0.9. In Fig. 1, we show the surface visual for the isotropic

emissivity proxy, given by nγ 2
avg, where n(x) is the plasma number

density and γavg(x) is the local (cell-averaged) mean particle Lorentz

factor.

To convey a qualitative picture of the steady-state turbulence

at low and high magnetizations, we next show visuals for several

quantities in the 5123 simulations with 〈σ 〉 = 0.2 ( L/2π〈ρe〉 = 30)

and 〈σ 〉 = 3.4 ( L/2π〈ρe〉 = 39). For clarity, we show images of the

data in an xy slice, arbitrarily taken at z = L/2 in the final snapshots

of the simulations.

In Fig. 2, we show the current density component along the

guide field, Jz. A large number of intermittent current sheets form

in the turbulence. The high-σ case exhibits current sheets that are

more intense and more strongly clustered than in the low-σ case,

suggesting that energy dissipation may be more localized. In Fig. 3,

we show the particle number density n (on a logarithmic scale).

Density fluctuations are much stronger in the high-σ case, with n/n0

� 10 in some regions, concentrated in thin sheet-like structures. In

Fig. 4, we show the magnetic energy density B2/8π. We find that the

low-σ case exhibits structures in the form of magnetic holes: circular

coherent structures of size several ρe inside which the magnetic

energy density drops to a small value, also seen in our previous

non-radiative simulations (Zhdankin et al. 2018a) and in non-

relativistic kinetic turbulence (e.g. Roytershteyn, Karimabadi &

Roberts 2015). These structures are correlated with high densities,

consistent with local pressure equilibrium. Although they bear some

resemblance to plasmoids resulting from the tearing instability in

2D MHD turbulence with high Reynolds number (Dong et al. 2018;

Walker, Boldyrev & Loureiro 2018), these magnetic holes appear

to have a different structure and origin in our simulations, which

we defer to future study. In the high-σ case, there are no magnetic

Figure 2. Current density component along the mean field, Jz (normalized

to rms value Jz,rms), for 〈σ 〉 = 0.2 (top) and 〈σ 〉 = 3.4 (bottom) in the 5123

simulations.

holes; instead, the magnetic energy is more strongly concentrated

in clumps, correlated with high density regions, indicating that

the magnetic field may be compressed into thin sheets. Finally,

in Fig. 5, we show the local average particle Lorentz factor γ avg,

which coincides with regions where radiative cooling occurs (since

the radiation backreaction force is proportional to γ 2). The figure

indicates that particle energization is more spatially localized in the

high-σ case, with intense hot spots that often coincide with current

sheets.

3.2 Equilibrium temperature

Before analysing the turbulence statistics in detail, we confirm

that the plasma attains the steady-state temperature expected for

the given simulation parameters. In the top panel of Fig. 6, we

use a set of 2563 simulations with 〈σ 〉 ≈ 1 to demonstrate that

simulations attain the same mean particle energy γ at late times

despite significantly different initial temperatures: 
0 ∈ {
ss/4,


ss, 4
ss}. Recall that temperature and mean energy are related

by 
 = γ /3 for an ultrarelativistic Maxwell–Jüttner distribution. In

the bottom panel of Fig. 6, we show the steady-state mean particle
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608 V. Zhdankin et al.

Figure 3. Particle number density n (normalized to mean value n0) for

〈σ 〉 = 0.2 (top) and 〈σ 〉 = 3.4 (bottom) in the 512 3 simulations.

energy 〈γ 〉 versus magnetization 〈σ 〉 for the 384 3 simulation series.

As expected from our numerical setup (in particular, tuning Uph to

get fixed 
ss), 〈γ 〉 does not vary significantly with 〈σ 〉, showing only

a slight increase with 〈σ 〉. We compare 〈γ 〉 to the equilibrium values

predicted from the initial parameters, γ ss, 0, and predicted from the

time-averaged parameters, γ ss, both calculated from equation (7)

with ηinj = 1.4 chosen to get good agreement between the simulation

measurement and the predictions. This value of ηinj is close to

the injection efficiency measured in our previous non-radiative

simulations (Zhdankin et al. 2018a). Hence, we conclude that

equation (7) provides an accurate prediction for the steady-state

temperature. Since the plasma is ultrarelativistically hot, 〈γ 〉 � 1,

the absolute value of the temperature is irrelevant for the physics

described in the remainder of the paper (as long as the relevant

dimensionless plasma parameters 〈σ 〉 and L/2π〈ρe〉 are held fixed).

3.3 Energetics

We now consider the overall energetics of the simulations. In Fig. 7,

we show the evolution of the different contributions to total energy

in the system, for simulations in three magnetization regimes: low

(〈σ 〉 = 0.2), moderate (〈σ 〉 = 0.8), and high (〈σ 〉 = 11), for the 384 3

Figure 4. Magnetic energy density B2/8π (normalized to mean value

B2
rms/8π) for 〈σ 〉= 0.2 (top) and 〈σ 〉= 3.4 (bottom) in the 512 3 simulations.

simulation series. Specifically, we show magnetic, electric, internal,

and bulk kinetic energy, with the latter two defined as in Zhdankin

et al. (2018a).2 For the given initial conditions, the energies arrive at

a statistical steady state after a couple of large-scale Alfvén crossing

times (L/vA).

Next, we consider the time-average of the different energies in

steady state for varying σ (for the 3843 series), shown in Fig. 8.

For σ � 1, there are comparable amounts of turbulent energy

in the bulk flows and in fluctuating magnetic fields (which are

in turn comparable to the mean field energy), consistent with an

Alfvénic character. The electric energy is significantly smaller,

roughly by a factor of (vA/c)2, consistent with it arising from the

ideal MHD electric field component (E ≈ vf /c × B, where vf is

the bulk flow velocity). The internal energy is much larger than

the turbulent energy, and thus the plasma has a high effective mass

density and subsonic motions. For σ � 1, on the other hand, the

total particle energy becomes small compared to the electric and

magnetic energies. A large portion of the particle energy is contained

2The internal and bulk energy density was computed separately for electrons

and for positrons, then combined to obtain the total.
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Radiative turbulence 609

Figure 5. Local (cell) average particle Lorentz factor γ avg for 〈σ 〉 = 0.2

(top) and 〈σ 〉 = 3.4 (bottom) in the 5123 simulations.

in the bulk flows rather than the internal energy. The electric energy

in this case is comparable to the magnetic energy. This is nominally

the regime of relativistic force-free electrodynamics, as considered

in previous works in the literature (Thompson & Blaes 1998; Cho

2005; Cho & Lazarian 2013; Zrake & East 2016).

3.4 Turbulence spectrum

We proceed to describe the power spectra for various turbulent

quantities. In the following, we integrate the power spectra across

wavenumbers parallel to the global mean field B0 and angles

around it, showing the resulting reduced spectra with respect to

the perpendicular wavenumber k⊥ = (k2
x + k2

y)1/2. The motivation

to focus on the perpendicular spectra comes from the anisotropy of

MHD turbulence, which leads to different spectra perpendicular

and parallel to the background magnetic field, as described by

critical balance (Goldreich & Sridhar 1995). This anisotropy must

be measured in coordinates with respect to the local magnetic field,

which is generally tilted from the global guide field (Lazarian &

Vishniac 1999; Cho & Vishniac 2000), and can be verified by

applying structure functions or spectra along magnetic field lines

(Cho & Vishniac 2000; Beresnyak 2015; Zhdankin et al. 2018a).

Figure 6. Top panel: Evolution of the mean particle energy γ for a set

of 2563 simulations with 〈σ 〉 ≈ 1 and different initial temperatures, 
0

∈ {
ss/4, 
ss, 4
ss}, demonstrating that all these cases are approaching

the specified steady state. Bottom panel: The time-averaged mean particle

energy 〈γ 〉 versus magnetization 〈σ 〉 for the 3843 simulation series (red).

Also shown for reference are the predicted equilibrium values for the time-

averaged parameters, γ ss (blue), and for the initial parameters, γ ss, 0 (green),

assuming ηinj = 1.4 in equation (7).

For simplicity, in this work we only focus on the perpendicular

scalings, which are accurately measured in the global coordinate

system.

We show a series of power spectra (compensated by k
5/3
⊥ ) in

Fig. 9. We find that the magnetic energy spectrum Emag(k⊥), electric

energy spectrum Eelec(k⊥), and particle density spectrum En(k⊥) all

approach a scaling consistent with k
−5/3
⊥ in the inertial range (k⊥ρe

� 1) as the size is increased, for the cases with fixed 〈σ 〉 ≈ 1. The

largest case, on a 7683 lattice with L/2π〈ρe〉 = 60.3, has an inertial

range roughly from k⊥〈ρe〉 ≈ 0.05 to k⊥〈ρe〉 ≈ 0.3. At small scales,

k⊥〈ρe〉 > 1, we find that the magnetic and electric energy spectra

substantially steepen; although not a clear power law, these kinetic

(sub-inertial) range spectra steepen to a scaling comparable to k−6
⊥ .

The spectral indices in the kinetic range, however, are sensitive to

numerical parameters such as filtering, resolution, and number of

particles per cell; hence, we leave their asymptotic scaling to future

work.

In Fig. 10, we again show the three spectra Emag(k⊥), Eelec(k⊥),

and En(k⊥), compensated by k
5/3
⊥ , this time for varying 〈σ 〉 (taken

from the 5123 simulations; recall that L/〈ρe〉 is not strictly the

same for these three cases). The magnetic energy spectrum is

MNRAS 493, 603–626 (2020)
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610 V. Zhdankin et al.

Figure 7. Evolution of various energies at 〈σ 〉 = 0.2 (top), 〈σ 〉 = 0.8

(centre), and at 〈σ 〉 = 11.0 (bottom), taken from 384 3 simulations. Turbulent

magnetic energy (red), electric energy (blue), internal energy (magenta), and

bulk kinetic energy (green) are shown, all normalized to the energy of the

mean magnetic field Emean (black).

consistent with k
−5/3
⊥ for 〈σ 〉 � 1, but becomes steeper for the

high-magnetization case, 〈σ 〉 = 3.4, with no clear power law.

Evidently, the break near k⊥〈ρe〉 ∼ 1 becomes broader at high 〈σ 〉,
perhaps indicating that the transition to the kinetic range occurs

at de rather than ρe. The electric energy spectrum appears to be

similar for all three cases (slightly steeper than k
−5/3
⊥ ). The 〈σ 〉 � 1

cases have density spectra close to k
−5/3
⊥ , as expected for subsonic

Figure 8. Partitioning of the overall energy into time-averaged internal

energy (magenta), turbulent magnetic energy (red), bulk kinetic energy

(green), and electric energy (blue), versus magnetization 〈σ 〉.

MHD turbulence; this becomes drastically shallower for the 〈σ 〉
= 3.4 case, with a scaling near k−1

⊥ . This shallow spectrum is

qualitatively similar to the case of supersonic MHD turbulence,

where the density spectrum becomes dominated by intense, small-

scale compressive structures in the high Mach number regime (e.g.

Beresnyak, Lazarian & Cho 2005; Kowal, Lazarian & Beresnyak

2007).

3.5 Energy transfer spectrum

A primary objective in studies of kinetic turbulence is to identify

the nature of energy transfer from electromagnetic fields to internal

energy (e.g. Matthaeus et al. 2015). To take a first step in this

direction, in this subsection, we measure the irreversible transfer of

energy from the turbulent electromagnetic field to the plasma as a

function of scale. To accomplish this, we implement the following

diagnostic. We first expand the electric field and current density

in terms of Fourier modes: E(x, t) =
∫

d3k Ẽ(k, t)eik·x/(2π)3 and

J(x, t) =
∫

d3k J̃(k, t)eik·x/(2π)3, respectively. The rate of overall

particle kinetic energy gain can then be written as

∫

d3x E(x, t) · J(x, t) =
∫

d3xd3kd3k′

(2π)6
Ẽ(k, t) · J̃(k′, t)ei(k+k′)·x

=
∫

d3kd3k′

(2π)3
Ẽ(k, t) · J̃(k′, t)δ(k + k′)

=
∫

d3k

(2π)3
Ẽ(k, t) · J̃

∗
(k, t). (8)

Thus, the integrand Ẽ(k, t)· J̃
∗
(k, t) describes the rate of energy

transfer from the electromagnetic field to the plasma (involv-

ing bulk flows, adiabatic compressions, heating, and non-thermal

particle acceleration) for modes with the given wavenumber k.

Note that the energy transfer rate between the electric field and

flows/compressions can be positive or negative, while irreversible

energy dissipation (heating and non-thermal particle acceleration)

has a net positive value. Thus, the signatures of flows and com-

pressions are removed after integrating over directions of k and

averaging over sufficiently long times. We are therefore led to define

the energy transfer spectrum by

D(k) = k2

∫

d�〈Ẽ(k, t) · J̃
∗
(k, t)〉, (9)
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Radiative turbulence 611

Figure 9. Power spectra for magnetic fluctuations Emag(k⊥) (top), electric

fluctuations Eelec(k⊥) (centre), and density fluctuations En(k⊥) (bottom),

compensated by k
5/3
⊥ , for varying system size and fixed magnetization

〈σ 〉 ∼ 1. Inertial-range fits (prior to compensation) of k
−5/3
⊥ are shown for

all cases (dashed lines). Kinetic-range scalings of k−6
⊥ for Emag(k⊥) and

Eelec(k⊥), and k−2.3
⊥ for En(k⊥), are also shown for reference (dotted lines).

where d� is the solid angle differential in k space (we do not take

into account anisotropy with respect to B0 here). The integral of

the energy transfer spectrum is proportional to the (average) rate of

radiative energy loss,
∫

dkD(k) ∝ Ėrad.

We measure D(k) for a simulation with 3843 cells and 〈σ 〉 ∼ 1,

run rS1∗ in Table 1, identical to run rS1 except with a longer duration

and higher cadence of dumps for E and J fields (174 snapshots from

tvA/L = 5.3 to tvA/L = 40.5). The result is shown in the first panel of

Fig. 11. We find that D(k) is very strongly peaked at driving scales,

Figure 10. Power spectra for magnetic fluctuations Emag(k⊥) (top), electric

fluctuations Eelec(k⊥) (centre), and density fluctuations En(k⊥) (bottom),

compensated by k
5/3
⊥ , for fixed lattice size (5123) and varying magnetization

〈σ 〉∈ {0.2, 0.9, 3.4}. Fits from Fig. 9 are also shown, along with steeper

k−2
⊥ inertial-range scalings for Emag(k⊥) and Eelec(k⊥), and a shallower k−1

⊥
scaling for En(k⊥) (dash-dotted line).

consistent with the secular injection of energy into the cascade by the

electromagnetic driving. In the inertial range, D ∝ k−1, indicating

that the energy transfer is scale-invariant throughout this range,

in the sense that
∫

dkD(k) is constant for any given logarithmic

interval in wavenumbers. We interpret this as a signature of the

energy cascade, which secularly transfers energy from bulk flows

at low k to bulk flows at high k at a constant (scale-independent)

rate, thus siphoning energy out of the electromagnetic field (which

is continuously replenished from large-scale energy transfer). This

MNRAS 493, 603–626 (2020)
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612 V. Zhdankin et al.

Figure 11. Top panel: The energy transfer spectrum D(k) in a 3843

simulation with 〈σ 〉 ∼ 1, with positive values (red) and negative values

(blue) both shown, and a k−1 power-law fit (green, dashed). Bottom panel:

The normalized energy transfer rate, �D(k) = (L/vA)D(k)/EEM(k), where

EEM(k) is the electromagnetic energy spectrum, with a k2/3 power law for

reference.

result is consistent with the absence of dissipation mechanisms at

MHD scales. Finally, D(k) strongly decreases at scales k〈ρe〉 � 1,

becoming negative (indicating net cooling) at large wavenumbers,

k � 2/〈ρe〉. However, we find that this cooling region diminishes as

the number of particles per cell is increased (not shown), indicating

that it is likely a numerical artefact.

We next divide D(k) by the electromagnetic energy spectrum,

EEM(k) = Emag(k) + Eelec(k), to obtain the rate of energy transfer

(which we normalize to vA/L), �D(k) = (L/vA)D(k)/EEM(k). As

shown in the second panel of Fig. 11, �D ∼ 1 at driving scales,

consistent with non-linear energy transfer through Alfvénic mo-

tions. The energy transfer rate then drops just below the driving

scales, and increases with wavenumber until k〈ρe〉 ∼ 1, with a

scaling somewhat steeper than k2/3 (the scaling expected from a

k−5/3 energy spectrum; this is due to the simulation size being too

small for a converged inertial-range spectral index). The rate then

increases strongly at k〈ρe〉 � 1, peaking near k〈ρe〉 = 2, indicative

of damping at sub-inertial scales.

These results are broadly consistent with kinetic-scale dissipation

mechanisms, such as gyroresonant particle acceleration, which is

further discussed in the context of steady-state particle distributions

in Section 4.2. We cannot preclude non-local contributions to

the energy transfer (damping of compressive modes, magnetic

Figure 12. Top panel: probability distribution for the magnetic field

magnitude B for the 3843 simulations with 〈σ 〉 ∈ {0.04, 0.8, 11}. Bottom

panel: probability distribution for the fluctuating magnetic field components

δBz (dashed) and Bx (solid) for the same simulations.

reconnection, etc.), which are difficult to distinguish from the

signatures of large-scale driving and the cascade.

3.6 Magnetic field and density fluctuations

In this subsection, we comment on the statistics of the magnetic

and density fluctuations. In the top panel of Fig. 12, we show the

probability distribution for the magnetic field magnitude B in the

3843 series of simulations with 〈σ 〉 ∈ {0.04, 0.8, 11}. We find

that although all cases have distributions peaked near B/B0 ≈
√

2

(as dictated by the driving amplitude), the low σ case has a much

narrower distribution than the other two cases. In the bottom panel

of Fig. 12, we show the probability distribution for the magnetic

field components Bx and δBz = Bz − B0, showing that while the

perpendicular magnetic fluctuations have similar distributions for

all of the simulations, the component along B0 has a narrower

distribution in the low σ case. Together, these results indicate that

the magnetic fluctuations become rotationally dominated at low σ ,

which may be a consequence of kinetic instabilities or constraints

from pressure anisotropy at high β (Tenerani & Velli 2018; Squire

et al. 2019). This appears to be a non-trivial signature of collision-

less plasma physics affecting fluctuations at large scales, which

would not appear in an MHD simulation.

In the top panel of Fig. 13, we show the scaling of the rms

fluctuations in number density, δnrms, and in velocity, vf ,rms, with

respect to 〈σ 〉 (for the 3843 series). We find that the velocity scaling

MNRAS 493, 603–626 (2020)
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Radiative turbulence 613

Figure 13. Top panel: The time-averaged rms fluctuations for number

density 〈δnrms〉 (blue) and flow velocity 〈vf,rms〉 (red) versus magnetization

〈σ 〉 in the 3843 simulation series. For reference, the dotted line shows

(2/3)vA/c. Bottom panel: Probability distribution for the particle density n

(for the 5123 series), with lognormal fits (dashed).

can be fit by (2/3)vA/c, consistent with Alfvénic fluctuations. We

find that density fluctuations also increase with σ , with fluctuations

becoming comparable to the mean (δnrms ∼ n0) at σ ∼ 3. Since the

speed of sound in a relativistic ideal gas is cs = c/
√

3 ≈ 0.58c (e.g.

Weinberg 1972), shocks are formed for σ � 1. In the bottom panel of

Fig. 13, we show the time-averaged probability distribution for the

particle density n, for the 5123 series of simulations. We find that the

lognormal distribution provides a reasonable fit for the distributions

(for the given range of 〈σ 〉), apart from at low values of the density,

where there is a noticeable excess of particles compared to the fit.

This excess diminishes when the number of particles per cell is

increased (not shown), thus we consider it a numerical artefact due

to PIC noise.

3.7 Pressure anisotropy

The pressure tensor in a collision-less plasma is generally

anisotropic with respect to the local magnetic field. The es-

tablishment of a significant pressure anisotropy can affect the

thermodynamics of the plasma and trigger kinetic (mirror and

firehose) instabilities, as observed in, e.g. numerical simulations

(Kunz, Schekochihin & Stone 2014; Servidio et al. 2014) and the

solar wind (Bale et al. 2009). In this subsection, we consider the

statistics of the pressure anisotropy ratio P⊥/P||, with the pressure

Figure 14. 2D probability distribution of pressure anisotropy ratio P⊥/P||
versus β || (for the 3843 series). Contours are shown at five values for each

case: {1/2, 1/4, 1/8, 1/16, 1/32} of the maximum value of the 〈σ 〉 = 0.04

distribution. Thresholds for the firehose instability (black, solid) and non-

relativistic mirror instability (black, dashed) are shown for reference.

components parallel and perpendicular to the local magnetic field

B defined by

P|| = B̂ B̂ : P

P⊥ =
1

2

(

I − B̂ B̂
)

: P, (10)

where P =
∫

d3p( p pcf )/
√

m2
ec

2 + p2 is the pressure tensor (with

ram pressure terms from bulk flows included).

In Fig. 14, as per convention, we show the 2D distribution of

pressure anisotropy ratio, P⊥/P||, versus the plasma beta using the

pressure component parallel to the magnetic field, β || = 8πP||/B
2,

for the simulations in the 3843 series. We find that the distributions

are peaked at isotropic pressure, P⊥/P|| ∼ 1, and β || ∼ β ∼ 1/(2〈σ 〉)
(at least, for high β). The low-β (high-σ ) cases have a broad spread

in pressure anisotropy, ranging from P⊥/P|| ∼ 0.1 to P⊥/P|| ∼ 10,

while the high-β (low-σ ) cases have much narrower distributions.

We find that all of the simulations are within the marginal thresholds

for the mirror and firehose instabilities (Kunz et al. 2014),

P⊥

P||

∣

∣

∣

Firehose
� 1 −

2

β||
,

P⊥

P||

∣

∣

∣

Mirror
�

1

2

(

1 +

√

1 +
4

β||

)

. (11)

Note that both thresholds here are taken from the non-relativistic

limit.3 These results suggest that mirror and firehose instabilities

may become important in some regions of space for the high-β

cases, constraining the kinetic physics and possibly influencing

aspects of the turbulence (such as the magnetic field fluctuations

described in Section 3.6).

3For a discussion of the relativistic MHD mirror and firehose thresholds in

the doubly polytropic approximation, which may not be strictly applicable

for a collision-less plasma, see Chou & Hau (2004). In this case, the firehose

threshold remains unchanged for an ultrarelativistic plasma, but the mirror

threshold shifts.
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614 V. Zhdankin et al.

Figure 15. Top panel: Time-averaged particle energy distributions 〈f〉(γ )

for varying 〈σ 〉 (for the 3843 series). For reference, a Maxwell–Jüttner

distribution with the same mean energy is also shown (black, dashed).

Bottom panel: similar distributions for varying system size (at fixed

〈σ 〉 ∼ 1).

4 PARTICLE STATISTICS

4.1 Steady-state particle energy distributions

We now proceed to describe the particle statistics in our simulations,

starting with the system-integrated energy distribution, f(γ ) (com-

bined for electrons and positrons). Since f(γ ) is a global distribution,

it in principle includes non-thermal signatures both from bulk flows

and from particle acceleration. In the top panel of Fig. 15, we show

the time-averaged particle energy distributions 〈f〉(γ ) for varying

〈σ 〉 in the 3843 series of simulations. Our first main result is that the

distributions are fairly close to the Maxwell-Jüttner distribution

(equation 6) for all σ . This is in contrast to the broad power-

law distribution (extending up to the system-size limited energy

γ max = LeB0/2mec2) observed in simulations without radiative

cooling (Zhdankin et al. 2017), indicating that radiative cooling

effectively thermalizes the plasma. In the bottom panel of Fig. 15,

we similarly show 〈f〉(γ ) for varying system size L/2π〈ρe〉 at fixed

〈σ 〉 ∼ 1. We find that the system size weakly affects the far tail of

the distribution, perhaps indicating that those high-energy particles

are sensitive to fluctuations in the inertial range of turbulence. For

L/2π〈ρe〉� 25, the dependence on the system size is negligible; this

scale separation is achieved by most simulations in our study, apart

from the 3843 low-〈σ 〉 cases. Note that the system-size limited

energy γ max is significantly higher than the energies obtained by

any particles in these simulations: for example, the smallest case

(2563) in the system-size scan has γmax = 1.28 × 104 ≈ 43γ while

the largest case (7683) has γmax = 3.84 × 104 ≈ 128γ .

Although the particle energy distributions are generally close to

thermal, there are modest non-thermal deviations. We characterize

these deviations by decomposing the distributions into thermal

and non-thermal components, following the procedure in Zhdankin

et al. (2019). We define the thermal part fth(γ ) to be a Maxwell–

Jüttner distribution with temperature and normalization such that

the peak coincides with the peak of the measured distribution. We

also include all of the measured distribution at energies below the

peak value in the thermal component. The non-thermal part fnth(γ ) is

then defined to be the difference between the measured distribution

and the thermal fit, fnth(γ ) ≡ f(γ ) − fth(γ ).

The top panel of Fig. 16 shows the thermal and non-thermal

component distributions, fth(γ ) and fnth(γ ), for varying 〈σ 〉 (time-

averaged in the 384 3 simulations). We find that all cases have

a well-defined non-thermal population of high-energy particles,

albeit without a power-law tail. The centre panel of Fig. 16

shows the fraction of kinetic energy in the non-thermal popula-

tion, Enth/Etot, and the fraction of total particles in the non-thermal

population, Nnth/Ntot, as functions of 〈σ 〉. We find that both non-

thermal fractions increase with 〈σ 〉, with a scaling that is close

to linear for 〈σ 〉 � 1, and weaker than linear for 〈σ 〉 � 1. The

linear scaling at low σ suggests that the efficiency of non-thermal

particle acceleration is related to the dissipation of the available

magnetic energy relative to the thermal kinetic energy. We note

that ∼25 per cent of the energy and ∼ 10 per cent of the particles

are in the non-thermal population at 〈σ 〉 ≈ 1. For the most extreme

case, 〈σ 〉 = 11, about ∼ 50 per cent of energy and ∼ 30 per cent of

particles are in the non-thermal population, indicating that although

the distribution does not span a broad range of energies, it does have

a significantly non-thermal shape. The characteristic energy of the

non-thermal population does not increase with 〈σ 〉, as demonstrated

in the bottom panel of Fig. 16, which shows the average particle

energy of the non-thermal population relative to the overall average

energy, γ nth/γ = (Enth/Nnth)/(Etot/Ntot), for varying 〈σ 〉. Rather,

the average energy of the non-thermal population is only twice the

overall average energy in the highest-σ case, while it is a factor of

∼5 greater than the overall average in the lowest-σ case, indicating

that the non-thermal population moves further into the tail at low

σ . We find that γ nth/γ is well fit by 1 + 1.5〈σ 〉−0.3.

4.2 Fokker–Planck model fits

To explain the nature of the quasi-thermal distributions observed in

our simulations, we compare them to theoretical expectations from

stochastic particle acceleration. Analytic models of non-thermal

particle acceleration in a turbulent environment are generally

formulated using the Fokker–Planck advection–diffusion equation

in momentum space (e.g. Blandford & Eichler 1987; Schlickeiser

1989; Chandran 2000; Demidem, Lemoine & Casse 2019). In

Appendix, we derive an analytic solution to the Fokker–Planck

equation with a radiative cooling term, assuming that the advection

coefficient is linear in momentum and the diffusion coefficient is

quadratic in momentum:

Ap ∝ �hγ0 + �aγ,

Dpp ∝ �0γ
2
0 + �2γ

2. (12)

These terms thus model first-order and second-order Fermi accel-

eration processes, respectively (Fermi 1954, 1949). We choose the
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Radiative turbulence 615

Figure 16. Top panel: Time-averaged thermal (dashed) and non-thermal

(solid) components of the particle energy distribution f(γ ), for the 3843 sim-

ulation series. Centre panel: Non-thermal particle energy fraction Enth/Etot

(blue) and number fraction Nnth/Ntot (red) versus 〈σ 〉 for same simulations,

with a low-σ fit of 〈σ 〉/4. Bottom panel: Average particle energy of the non-

thermal population 〈γ nth〉, relative to the overall mean energy 〈γ 〉, versus

〈σ 〉 for same simulations, with a fit of 1 + 1.5〈σ 〉−0.3.

characteristic energy γ 0 = 300, comparable to the mean particle

energy in the simulations. The remaining four parameters describe

the rates for the various terms in the Fokker–Planck equation:

energy-independent diffusion �0, second-order diffusive acceler-

ation �2, energy-independent advection (heating) �h, and first-

order acceleration �a. Note that the second-order acceleration term

(�2) alone yields the Maxwell–Jüttner distribution as a solution,

Figure 17. Top panel: Steady-state particle energy distribution f(γ ) for the

5123, 〈σ 〉 = 0.2 case (blue) with fit from the Fokker–Planck model (black,

dashed). Centre panel: similar for the 768 3, 〈σ 〉 = 0.9 case. Bottom panel:

similar for the 512 3, σ = 3.4 case.

while other terms contribute to the modest non-thermal population

(regardless of whether the first-order or second-order mechanism

dominates). As a simplification, we choose �0 = �2. After these

restrictions, the resulting steady-state solution (equation A8) that

we fit to has three free parameters (�2, �a, and �h) which may vary

with 〈σ 〉 and, in principle, L/2π〈ρe〉.
In Fig. 17, we fit the particle energy distributions from the largest

simulations (cases rM1d4, rL1, and rM4) with the solution from

the Fokker–Planck model. We are able to obtain very good fits

to all three simulations, with the fitting parameters depending on

〈σ 〉 as shown in Table 2. In these fits, we limited ourselves to

MNRAS 493, 603–626 (2020)
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616 V. Zhdankin et al.

Table 2. Fokker–Planck fit parameters.

Case 〈σ 〉 �0 = �2 �h �a

rM1d4 0.20 3.0 −1.0 − 20.0

rL1 0.90 1.8 −3.0 − 8.0

rM4 3.4 1.4 −5.0 − 3.5

Figure 18. Particle energy distribution f(γ ) at 20 different times (output at

constant cadence) for the 〈σ 〉 = 3.4, 5123 case (red; times 7.3 < tvA/L <

35.3) and for the 〈σ 〉 = 0.2, 5123 case (blue; times 6.8 < tvA/L < 32.7).

�2 ∝ c/vA, motivated by second-order Fermi acceleration or gy-

roresonant interactions with Alfvén waves (equation A11) (Miller,

Guessoum & Ramaty 1990). Curiously, the advection terms are

negative, implying that there is a first-order cooling (or deceleration)

process, consistent with measurements from tracked particles in

previous non-radiative turbulence work (Wong et al. 2019). The

first-order acceleration term (�a) becomes less negative as 〈σ 〉
increases, indicating that there may be a competing first-order

acceleration process that becomes important in the high-σ regime.

Given the admittedly considerable amount of freedom in fitting

to the Fokker–Planck solution and interpreting the parameters, we

limit this work to a proof of concept. Thus, we defer a more complete

analysis of the Fokker–Planck equation (using tracked particles to

directly measure the diffusion and advection coefficients) to future

work.

4.3 Temporal variability of energy distribution

Having completed our characterization of the steady-state particle

energy distribution, we next turn to the temporal variability of

the distribution. To illustrate the overall variability of the energy

distributions, in Fig. 18 we overlay f(γ ) at 20 different times (during

statistical steady state) for two simulations: a high-magnetization

case (〈σ 〉 = 3.4, 5123) and a low-magnetization case (〈σ 〉 =
0.2, 5123). We find that the high-magnetization case exhibits a

significant amount of variability in the high-energy tail, with the tail

often shifting by a factor of ∼2 in energy. The low-magnetization

case, on the other hand, is very stable in time.

We now consider the temporal variability of the 〈σ 〉 = 3.4, 5123

case in more detail. In the top panel of Fig. 19, we show the time-

evolution of the non-thermal energy and particle number fractions,

Enth/Etot and Nnth/Ntot. We find that Enth/Etot and Nnth/Ntot both

typically vary by a factor of ∼2 on time-scales of ∼L/vA (with values

ranging from ∼0.1 to ∼0.5 for the former and ∼0.05 to ∼0.25 for the

Figure 19. Top panel: Evolution of non-thermal energy fraction (blue) and

number fraction (red) for the 〈σ 〉 = 3.4, 5123 case. The fiducial non-thermal

energization event at tvA/L = 26.0 is marked with the vertical dashed line.

Centre panel: Particle energy distributions f(γ ) at times tvA/L ∈ {24.5, 26.0,

27.4}, showing hardening of the distribution during the fiducial event. The

thermal part at tvA/L = 26.0 is also shown (black, dashed). Bottom panel:

Evolution of turbulent magnetic energy (red) and particle kinetic energy

(magenta) relative to the energy of the mean magnetic field Emean.

latter). There are several non-thermal energization events indicated

by spikes in the energy and number of non-thermal particles. We

focus on one particular energization event, at time tvA/L ∼ 26.0,

which we refer to as the fiducial event in the remainder of the paper.

We show the particle distribution corresponding to the fiducial event,

along with an earlier time tvA/L = 24.5 and later time tvA/L = 27.4,
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Radiative turbulence 617

in the centre panel of Fig. 19. Whereas f(γ ) is close to thermal at

an earlier time (tvA/L = 24.5), it becomes significantly harder and

extends to higher energies during the event. This indicates that the

system exhibits significant kinetic variability on global scales. In

the bottom panel of Fig. 19, we show the evolution of turbulent

magnetic energy and particle kinetic energy (bulk and internal

combined) for the simulation, with the fiducial event marked by

a dashed line. We find that the magnetic energy has a noticeable

drop (by ∼50 per cent) just before the event; the particle energy

grows to a local maximum just after the event, although its increase

is small compared to the decrease in magnetic energy (indicating

that a significant fraction of the energy was lost to radiation). These

results together suggest that magnetic reconnection of the large-

scale fields may play a role in the energization, which we revisit in

Section 4.7. We will investigate the fiducial event in more detail in

the following subsections.

4.4 Momentum anisotropy distributions

The next topic that we tackle is the anisotropy of the global particle

momentum distribution F ( p). Since radiation is emitted in the direc-

tion of particle motion, the momentum anisotropy has implications

for observable radiative signatures. In particular, phenomena such

as the kinetic beaming of high-energy particles may cause rapid

time variability in the overall momentum anisotropy, as discussed

by Cerutti et al. (2012, 2013), Mehlhaff et al. (in preparation) in the

context of relativistic magnetic reconnection.

To characterize the anisotropy of the momentum distribution, we

condition F ( p) on particles in given energy ranges. We define the

particle momentum anisotropy distribution for energies between a

lower threshold γ thr,1 and upper threshold γ thr,2 by

f (θ, φ|γthr,1 < γ < γthr,2) ≡
∫ γthr,2

γthr,1

dγ f (θ, φ, γ ), (13)

where f (θ, φ, γ ) = mecp
2 sin θF ( p), with F ( p) being the

(spatially averaged) 3D particle momentum distribution

(for positrons and electrons combined) and p/mec =
(γ cos φ sin θ, γ sin φ sin θ, γ cos θ ). We assumed ultrarelativistic

particles. Thus, θ and φ are the polar and azimuthal angles

(respectively) of the momentum vector with respect to the global

mean field B0. In the following, we use the Mollweide projection

to display the particle anisotropy distributions in an area-preserving

way. We normalize f(θ , φ|γ ) to the time- and direction-averaged

value for the given range of γ .

We first consider the momentum anisotropy distributions for the

low-energy particles, defined as those with γ < 800. In Fig. 20, we

show the low-energy anisotropy distributions, f(θ , φ|γ < 800),

in nine snapshots of the 5123, 〈σ 〉 = 3.4 case (spanning from

tvA/L = 12.0 to tvA/L = 28.0, shown every ≈2L/vA). We find that

the anisotropy distribution typically exhibits wide-angle particle

beams, which are signatures of large-scale bulk flows. An example

of a particularly conspicuous bulk flow is at time tvA/L = 16.0,

where a beam with amplitude ∼3 times the mean isotropic value

dominates the anisotropy map.

Next, in Fig. 21, we show similar momentum anisotropy dis-

tributions for high-energy particles (γ > 1600) in the same nine

snapshots of the 5123, 〈σ 〉 = 3.4 case. In contrast to the low-

energy particles, we find that the energetic particle populations

are characterized by finer angular structure, organized in an en-

semble of narrow beams. These beams have random orientations,

but are most commonly directed perpendicular to B0. We find that

the intense high-energy particle beams are often correlated with the

Figure 20. Momentum anisotropy distributions for low-energy particles,

f(θ , φ|γ < 800), at nine different times for the 5123, 〈σ 〉 = 3.4 case.

Figure 21. Momentum anisotropy distributions for high-energy particles,

f(θ , φ|γ > 1600), at nine different times for the 5123, 〈σ 〉 = 3.4 case.

low-energy bulk flows (e.g. at time tvA/L = 16.0), indicating that the

non-thermal population is boosted by the flow, not unlike minijet

models (Lyutikov 2006; Giannios et al. 2009; Kumar & Narayan

2009; Narayan & Kumar 2009). However, we also find cases of

multiple narrow high-energy beams in the absence of significant

low-energy bulk flows (e.g. at times tvA/L = 20.0 and tvA/L = 24.0),

suggesting inherently kinetic beaming phenomena. We also find

some times where beams are almost entirely absent (e.g. at times

tvA/L = 12.0 and tvA/L = 22.0). An animation of the momentum

anisotropy distribution is available as supplementary material.

In contrast to the high magnetization cases, we find that the low

magnetization cases (〈σ 〉 � 1) do not exhibit significant kinetic

beaming. To demonstrate this, we show the probability distribution

function (PDF) for the momentum anisotropy distribution bin

values. This PDF highlights the probability for f(θ , φ|γ ) to reach

extreme values. The measured PDF is shown in Fig. 22 for 3843

simulations with σ ∈ {0.04, 0.8, 11}, both for low-energy particles

(γ < 800) and for high-energy particles (γ > 1600). The PDF for

high-energy particles has broader tails when σ is higher, indicating

more extreme beaming events. The low-energy particles exhibit

a much narrower PDF, which however also broadens at high σ ,

indicating more intense bulk flows.

MNRAS 493, 603–626 (2020)

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/m
n
ra

s
/a

rtic
le

-a
b
s
tra

c
t/4

9
3
/1

/6
0
3
/5

7
1
8
3
9
0
 b

y
 U

n
iv

e
rs

ity
 o

f C
o
lo

ra
d
o
 B

o
u
ld

e
r u

s
e
r o

n
 0

1
 J

u
ly

 2
0
2
0



618 V. Zhdankin et al.

Figure 22. The probability distribution function for the momentum

anisotropy distribution f(θ , φ|γ ) bin values, for low-energy particles (γ

< 800, dashed) and high-energy particles (γ > 1600, solid), in 3843

simulations with σ ∈ {0.04, 0.8, 11}.

Figure 23. Momentum anisotropy distributions averaged over the az-

imuthal angle φ for low-energy particles, f(θ |γ < 800) (dashed), and for

high-energy particles, f(θ |γ > 1600) (solid). Simulations with varying 〈σ 〉
from the 3843 series are shown in different colours.

To characterize the statistical anisotropy of the momentum

distribution with respect to B0, we integrate the distribution over az-

imuthal angles φ, defining the reduced distribution f(θ |γ ) =
∫

dφf(θ ,

φ|γ ). We show the resulting time-averaged distribution for low-

energy particles and for high-energy particles, for simulations with

varying 〈σ 〉, in Fig. 23. We find that the low-energy population is

essentially isotropic with respect to B0, indicating that the particles

contributing to the bulk flows are not significantly influenced by

the global mean magnetic field. The high-energy population, on the

other hand, has momentum vectors that are preferentially oriented

perpendicular to B0, with the anisotropy being strongest for cases

with 〈σ 〉 � 1. This result supports dissipation mechanisms that are

associated with the perpendicular (ideal) electric field, which we

further explore in Section 4.8.

4.5 Kinetic beam evolution

To understand kinetic beaming in more detail, we next focus

on a particularly strong beaming event as a case study, which

coincides with the fiducial non-thermal energization event described

in Section 4.3. This beam reaches a peak (of ∼40 times the average

bin value) at tvA/L ≈ 26.0 in the 〈σ 〉 = 3.4, 5123 simulation (thus

appearing in the bottom centre panel of Fig. 21). The evolution

of the particle anisotropy distribution during five snapshots (over

a duration of ∼0.24L/vA) that cover the fiducial event is shown in

Fig. 24. The peak of the beam is located at θ = 122◦ and φ =
174◦; note that the φ coordinates in the figure have been shifted by

180◦ to show the beam more clearly. The beam is visible in three of

the five times shown, indicating a duration of roughly ∼0.12L/vA,

thus comparable to the time-scale of the energy-containing scale

(L/2πvA ≈ 0.16L/vA). The beam covers an angle of roughly 90◦ in

both θ and φ. In comparison, smaller beams generally have a faster

evolution. A systematic study of the statistical properties of beams

(intensities, sizes, durations, and motion) is left to future work.

In the top panel of Fig. 25, we show the evolution of the

momentum anisotropy distribution in the direction of the beam

from the fiducial event, f(θ = 122◦, φ = 174◦|γ ). The two curves

correspond to different energy bands: low energy (γ < 800) and

high energy (γ > 1600). The low-energy population typically varies

by a factor of ∼2 on time-scales comparable to ∼L/vA, while the

high-energy population exhibits a much more intermittent evolution,

characterized by rapid beaming events. Nevertheless, enhancements

in both high-energy particle and low-energy particle populations are

strongly correlated, indicating that beaming is enhanced by bulk

motion. We find that during the fiducial event, the population in

the high-energy band increases by a factor of ∼40 over the time-

and direction-averaged value. For comparison, in the bottom panel

of Fig. 25, we show the evolution of the anisotropy distribution

in the direction of the strongest beam in the simulation (occurring

at tvA/L = 28.7), f(θ = 119◦, φ = 74◦|γ ), which attains an even

stronger peak, ∼100 greater than the average. In terms of radiative

signatures, these results imply that kinetic beams can appear as

flares that are orders of magnitude more intense than the average

emission.

4.6 System size dependence

An important question is whether the properties of intermittent

high-energy particle beams depend on system size. Indeed, if the

structures responsible for the beaming have sizes comparable to the

kinetic scales, one may anticipate that the momentum anisotropy

distribution will become increasingly homogeneous for larger

systems, due to the beaming events becoming weaker or due to the

large number of superimposed beaming events being washed out in

the global anisotropy. As a first step towards answering this question,

we consider the PDF for the momentum anisotropy distribution bin

values for simulations of varying system size (similar as we did for

varying 〈σ 〉 in Fig. 22). The measured PDF is shown in Fig. 26 for

〈σ 〉 = 3.4 cases with two different sizes: L/2π〈ρe〉 = 18.0 (2563)

and L/2π〈ρe〉 = 39.1 (5123). We find that low-energy particles

(with γ < 800) have similar PDFs in both cases, but the high-

energy particles (with γ > 1600) have a narrower PDF in the larger

simulation, with a high-energy cutoff that is roughly a factor of

two smaller in energy. This suggests that the beams are less intense

at larger system sizes, and the PDF in the limit of asymptotically

large sizes is unclear. A more careful, complete investigation of the

system size dependence of kinetic beaming is left to future work.

4.7 High-energy particle density profile

To better understand the physical origin of the kinetic beams, we

next consider the spatial profile of the high-energy particle density.

In the following, we define the high-energy particles as particles

MNRAS 493, 603–626 (2020)

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/m
n
ra

s
/a

rtic
le

-a
b
s
tra

c
t/4

9
3
/1

/6
0
3
/5

7
1
8
3
9
0
 b

y
 U

n
iv

e
rs

ity
 o

f C
o
lo

ra
d
o
 B

o
u
ld

e
r u

s
e
r o

n
 0

1
 J

u
ly

 2
0
2
0



Radiative turbulence 619

Figure 24. Momentum anisotropy distributions for high-energy particles, f(θ , φ + π|γ > 1600), over a duration of 0.24L/vA covering the fiducial beaming

event at θ = 122◦ and φ = 174◦, from the 5123, 〈σ 〉 = 3.4 case. Note that the coordinate system has been shifted by 180◦ in φ for clarity.

Figure 25. The evolution of the momentum anisotropy distribution f(θ ,

φ|γ ) versus time in two different energy bands (γ < 800, blue; γ > 1600,

red), for the 5123, 〈σ 〉 = 3.4 case, taken in two different directions. Top

panel: θ = 122◦ and φ = 174◦, coinciding with the beam from the fiducial

event at tvA/L = 26.0 (shown in Fig. 24). Bottom panel: θ = 119◦ and φ =
74◦, coinciding with the strongest beam in the simulation at tvA/L = 28.7.

with γ > 800 (roughly 2.5γ ), and subsequently describe the number

density field of these high-energy particles, which we denote by

nhe(x).

In the three panels of Fig. 27, we show contours of the high-

energy particle density nhe in a snapshot of the 5123, 〈σ 〉 = 3.4

case, averaged in the z direction across L/32 of the domain (to

reduce noise from the small population size). These contours are

overlaid on top of images of the cell-averaged particle Lorentz factor

γ avg (top panel), the heating rate proxy E · J (centre panel), and the

magnitude of the current density J (bottom panel). We find that nhe

is strongly localized in space and strongly correlated with all three

quantities (γ avg, E · J , and J). The strong correlation of nhe with

Figure 26. The probability distribution function for the momentum

anisotropy distribution f(θ , φ|γ ) bin values, for low-energy particles (γ

< 800, blue) and high-energy particles (γ > 1600, red), in 〈σ 〉 = 3.4

simulations with two different system sizes, L/2π〈ρe〉 = 18.0 (2563; dashed)

and L/2π〈ρe〉 = 39.1 (5123; solid).

γ avg suggests that high-energy particles are energized locally at the

same sites as where much of the overall bulk plasma heating occurs.

The correlation of nhe with E · J indicates that this energization is

rapid, with high-energy particles confined to locations near the sites

of energization. The correlation of nhe with intense, intermittent

current sheets (and filaments) hints that magnetic reconnection may

play a role in energizing and beaming the particles. Note, however,

that the correlation is imperfect: there are some current sheets which

lack high-energy particles (perhaps indicating that reconnection is

inefficient in those structures, e.g. Zhdankin et al. 2013), and some

clusters of high-energy particles that are far away from current

sheets (possibly a consequence of alternative channels of energy

dissipation). High-energy particles are less well localized in the low

magnetization simulations, consistent with weaker kinetic beaming

in that regime (not shown).

4.8 Tracked particle properties

Finally, to gain insight into the underlying charged particle dy-

namics, we consider some properties of tracked particles in the

simulations. We randomly track 20 000 of the simulated particles

in each case, recording their positions, momenta, and field values

starting at a time t0 that is during statistical steady state. With this

information, we measure the amount of energy that each particle

gains from the electric field component parallel to the magnetic

field (E|| = E · B̂ B̂, absent in ideal MHD) and from the component

perpendicular to it (E⊥ = E − E||, representative of the ideal MHD
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620 V. Zhdankin et al.

Figure 27. The cell-averaged particle energy γ avg (top), heating rate proxy

E · J (centre), and current density J (bottom), all with overlaid contours of

the high-energy particle number density, nhe (with green contours at four

and eight times nhe). All quantities are averaged in the z direction over L/32

of a snapshot from the 〈σ 〉 = 3.4, 5123 case.

Figure 28. The different contributions to the energy gain 
γ for represen-

tative tracked particles in the 5123 simulations with 〈σ 〉 = 0.2 (top) and

〈σ 〉 = 3.4 (bottom). The lines correspond to contributions from the parallel

electric field (blue), perpendicular electric field (red), and overall electric

field (black, dashed). We also show the energy radiated by the particle

(green).

component), along with the energy lost to radiation. These energy

contributions can be expressed, respectively, for the ith tracked

particle, as


γ||,i(t) =
qi

mec2

∫ t

t0

dt ′ E||(xi(t
′), t ′) · vi(t

′),


γ⊥,i(t) =
qi

mec2

∫ t

t0

dt ′ E⊥(xi(t
′), t ′) · vi(t

′),


γrad,i(t) = −
1

mec2

∫ t

t0

dt ′ FIC(vi(t
′)) · vi(t

′), (14)

obtained by integrating equation (1) from the reference time t0 to

the given time t.

We first show, in Fig. 28, these contributions to the particle energy

change 
γ for two representative electrons: one from the 5123,

〈σ 〉 = 0.2 case and the other from the 5123, 〈σ 〉 = 3.4 case.

In the low σ case, changes in the particle energy are very slow

and irregular, and are almost entirely due to E⊥. In the high σ

case, the energization is also dominated by E⊥, and occurs from a

mixture of gradual heating and rapid, isolated energization events.

It is tempting to associate the latter events with energization in

current sheets, and thus with the kinetic beams. Indeed, these
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Radiative turbulence 621

Figure 29. The different contributions to the particle energy gain 
γ ,

similar to Fig. 28 but averaged for all tracked particles, in the 5123

simulations with 〈σ 〉= 0.2 (top) and 〈σ 〉= 3.4 (bottom). The expected energy

increase due to external driving (equation 4) is shown for comparison, with

ηinj = 1.4 and ηinj = 2.1, respectively (dashed magenta line).

acceleration episodes are often preceded by a small energy kick from

E||, reminiscent of results from 2D relativistic kinetic turbulence

that suggest a two-stage acceleration process in which E|| (within

intermittent current sheets) injects particles to energies where they

can resonantly interact with the turbulent fluctuations (Comisso &

Sironi 2018). In contrast to the rough evolution of energization from

the electric fields, the amount of radiated energy shows a relatively

smooth increase in time. On average, the amount of radiated energy

balances out the energy gain from electric fields.

We next show the different contributions to 
γ averaged for all

tracked particles, again for the 5123, 〈σ 〉 = 0.2 and 〈σ 〉 = 3.4 cases,

in Fig. 29. We find that these contributions increase linearly in

time, consistent with the statistical steady state and constant rate of

energy injection. We compare the radiated energy with equation (4)

to extract an injection efficiency of ηinj = 1.4 and ηinj = 2.1 for the

two cases, respectively. The first value is consistent with ηinj inferred

from the thermal equilibrium condition in Section 3.2, while

the second is somewhat larger. The differences between the two

approaches at high σ may be attributed to significant deviations from

a uniform Maxwell–Jüttner distribution (an assumption required to

estimate the equilibrium temperature).

To get a sense of the relative importance of the different

electric field components at varying magnetizations, in Fig. 30

we show the relative energy gain from perpendicular electric

Figure 30. The fraction of overall particle energy gain from perpendicular

(rather than parallel) electric fields versus 〈σ 〉, for the 3843 simulation series.

fields, 
γ ⊥,i/(
γ ⊥, i + 
γ ||,i), versus 〈σ 〉, averaged for all tracked

particles in the 3843 simulation series. We find that at low 〈σ 〉,
more than 90 per cent of the energization is due to E⊥. At high

〈σ 〉, however, this percentage decreases, with only ∼50 per cent

of the energization from E⊥, and the rest from E||, at 〈σ 〉 ∼ 10.

The preferential perpendicular energization is qualitatively similar

to recent results from hybrid kinetic simulations of non-relativistic

turbulence (Arzamasskiy et al. 2019) and from PIC simulations of

the kink instability (Alves, Zrake & Fiuza 2018, 2019).

The energization of particles by E⊥ is generally consistent with

diffusive acceleration mechanisms (e.g. second-order Fermi or

gyroresonant scattering), further supporting results in Section 4.2.

The energization by E|| in the high σ regime, on the other hand,

may be attributed to particles that are directly accelerated by the

electric field within the current layers during magnetic reconnection

(also previously suggested in the low β non-relativistic regime, e.g.

Makwana et al. 2017).

5 D ISCUSSION

5.1 Generic blazar emission

In this section, we consider the implications of our numerical results

for high-energy astrophysical systems, choosing to focus on blazar

jets. The broad-band radiation spectra of blazar jets (and other high-

energy astrophysical systems such as pulsar wind nebulae and black

hole accretion flows) have been interpreted to arise from a non-

thermal population of electrons (and positrons) with a power-law

energy distribution. Some studies have suggested that the underlying

distributions may have modest deviations from a pure power law,

as fit by, e.g. the log-parabola distribution (Sambruna, Maraschi &

Urry 1996; Massaro et al. 2006; Tramacere, Massaro & Taylor 2011;

Fraschetti & Pohl 2017).

The generally thermal character of the particle distributions

obtained from radiatively balanced driven turbulence suggests

that a single-zone model of this kind does not account for the

bulk of the relatively stable power-law emission spectrum from

blazar jets. If the radiative cooling is strong, these spectra likely

reflect the cumulative particle acceleration from numerous transient

events (such as discrete reconnection events or decaying turbu-

lence), distributed within the source, each contributing a burst of
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622 V. Zhdankin et al.

non-thermal particles which cool radiatively at later times (i.e. after

the end of the energization event).

However, an intriguing alternative is that a power-law spectrum

could result from the superposition of thermal peaks from an

array of radiatively balanced turbulent regions with a power-law

distribution of relativistic temperatures along the blazar jet (see

e.g. Henri & Saugé 2006; Boutelier, Henri & Petrucci 2008). For

example, consider a Poynting flux-dominated jet, comprising pair

plasma, carrying a luminosity

Lj = 1046L46 erg s−1 = �j r
2�2

j

B2
0

4π
c, (15)

where �j(r) is the jet solid angle, �j(r) = 10�1(r) is the bulk

Lorentz factor, r = 1018r18 cm is the distance from the black hole,

and B0(r) is the typical magnetic field in the jet comoving frame. We

consider photons upscattered from an external radiation field Uph(r)

(e.g. supplied by the broad emission-line region or dusty torus, and

expressed in the jet comoving frame),

Uph = δph�
2
j

Lj

4πcr2
, (16)

where δph ∼ 0.01−0.1 is the fraction of jet power in the seed photon

field. Following the analysis in Section 2.1, assuming a pair plasma

composition, we then obtain the average particle Lorentz factor,

γ =
3π

4
σ

ηinj

δph

(

r

�jLturb

)

mec
3r

σT Lj�j

∼ σ
ηinj

δph

(

r

�jLturb

)

r18

L46�1

,

(17)

where Lturb(r) represents the size of a turbulent region inside the jet,

presumably driven by internal instabilities such as the kink mode

(Begelman 1998; Das & Begelman 2019). For the sake of argument,

if we assume Lturb ∼ 0.1r/�j and ηinj ∼ 0.1, then from equation (17)

we would estimate

γ ∼
σ

δph

r18

L46�1

. (18)

If we next assume that �j and �j are independent of r, then

conservation of both Poynting flux and particle flux implies that

γ ∝ r1/2 (solving equations 15 and 18) and the energy of produced

Compton photons is ε ∝ r (given a fixed seed photon energy). The

volume emissivity in the comoving frame is then n0Ė/4π ∝ r−3 ∝
dI/dr , the derivative of the frequency-integrated intensity entering

the line of sight from radius r. If we assume that the solid angle

contributing to this intensity is proportional to r2 (consistent with

�j independent of r), then the frequency integrated flux satisfies

dF/dr ∝ r−1. We can then deduce the observed spectrum by taking

dF/dν = dF/dr/(dν/dr) ∝ r−1 ∝ ν−1, which gives a spectral index

comparable to observed values in the γ -ray band (Madejski &

Sikora 2016). Elaboration of this model to more realistic turbulent

jet propagation will have to await further work.

5.2 Blazar flares

The strong anisotropies and flaring behaviour obtained from radia-

tively cooled kinetic turbulence at σ � 1 provide an appealing

model for high-energy flares from blazars. In standard models,

where the flare variability time-scale is assumed to be associated

with the bulk dynamics of the jet or a localized energy release

process within it, there is a tension between the short flare time-

scales and constraints that place the emitting region rather far from

the black hole. This tension is particularly acute when considering

very-high-energy gamma-ray (TeV) flares from flat-spectrum radio

quasars (FSRQs), where the flares must be produced on parsec

scales in order to avoid being absorbed in pair production against the

ambient diffuse radiation background (Begelman, Fabian & Rees

2008; Nalewajko, Begelman & Sikora 2014; Madejski & Sikora

2016). Such flares have been observed to be as short as a few

minutes (Aharonian et al. 2007; Albert et al. 2007). If, however, the

flares represent extremely relativistic beams of particles swinging

past the observer’s line of sight, the time-scale, and energetics are

largely decoupled from the size and location of the emitting region.

Returning to the model in Section 5.1, to create a flare at εTeV TeV

energies by upscattering seed photons of energy εeV eV, typical of

the broad-line region, we need γ ≈ 105�−1
1 (εTeV/εeV)1/2 (assuming

scattering by particles from a narrow quasi-thermal distribution),

implying σ ∼ 103 − 104 for fiducial values of Lj and r. Thus,

a self-consistent model invoking radiatively cooled turbulence in

an FSRQ would have to have an enormous σ and could therefore,

extrapolating our numerical results, presumably produce extremely

short and intense flares even at large distances from the black hole.

Since we know very little about how mass is loaded on to the

base of a jet, it is quite possible that jets start out with enormous

values of σ , especially if they are powered by black hole spin via the

Blandford–Znajek mechanism (in which case they are also likely

to be pair-dominated) (Blandford & Znajek 1977). Whether such

high values of σ can be sustained out to parsec-scale distances

is a separate question. In ideal MHD models for relativistic jet

production assuming cold plasma, with a ratio of jet power to its

rest mass energy flux μ � 1, the flow typically accelerates to

Lorentz factor � ∼ μ1/3 near the light-cylinder radius (near the fast

magnetosonic point: e.g. Begelman & Li 1994) and can accelerate

(more slowly) subsequently to � ∼ O(μ/2), corresponding to

approximate equipartition between Poynting flux and relativistic

enthalpy flux, σ ∼ O(1). However, these results apply primarily

to cold, non-dissipative flows, whereas the entire premise of our

analysis here is that internal instabilities lead to dissipation while

drag in an external radiation field hampers acceleration. If these

effects are operating at relatively small radii within the flow, it

would seem possible for a large value of σ to get ‘frozen’ into the

jet flow, since once the magnetic field twists into an overwhelmingly

toroidal configuration, as measured in the comoving jet frame, it is

very difficult for it to share additional energy with the particle flow

(Begelman & Li 1994).

The above results apply to a pair-dominated jet; the effect of an

ion component on radiatively cooled turbulence is outside the scope

of this paper. The ions would effectively not cool at all, but would

probably receive the majority of dissipated energy (Zhdankin et al.

2019), suggesting that the true value of σ could be much lower due

to a hot ion component. A self-consistency condition that needs

to be met in order for external IC to dominate over synchrotron

cooling, B2
0 /8π < Uph, could be violated if δph or �j is too small.

A cooled turbulence model is also attractive for explaining flares

from BL Lac-type blazars, which lack an intense ambient radiation

field. Here it is plausible that the jet emission is self-contained

and likely due to the SSC process, and even larger values of σ (at

least the σ associated with the electron or pair content) would be

required.

6 C O N C L U S I O N

In this work, we conducted and studied the results from a series

of PIC simulations of driven turbulence in relativistic collision-less

pair plasma with external IC radiation. We focused on understand-

ing the statistical properties of turbulent fluctuations and particle
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Radiative turbulence 623

distributions during the statistical steady state, where injected

energy from external driving is balanced by radiative energy losses.

We performed a parameter scan over the steady-state magnetization

〈σ 〉 and system size L/2π〈ρe〉, to the extent that computational

resources allowed. We now summarize our main results:

(i) Regardless of initial conditions, turbulence eventually ac-

quires a rigorous statistical steady state (by heating or cooling)

with an equilibrium temperature that is close to analytic predictions

(equation 7) and can be controlled by adjusting the energy density

of the external photon bath, Uph. Radiative turbulence thus provides

an ideal scenario for studying the fundamental properties of kinetic

turbulence.

(ii) The properties of turbulence change from low 〈σ 〉 to high 〈σ 〉.
The former looks like standard non-relativistic MHD turbulence,

apart from the tendency to have rotational magnetic fluctuations.

The latter has fluctuations that are highly relativistic, compressible,

and electromagnetically dominated.

(iii) The steady-state particle energy distributions are always

close to the thermal (Maxwell–Jüttner) distribution, with only a

modest non-thermal population (broadening the tail by a factor

of ∼2 in energy). The non-thermal population is more temporally

variable and energetically significant at high 〈σ 〉.
(iv) These steady-state particle energy distributions are well fit

by analytic solutions to the Fokker–Planck equation describing

stochastic particle acceleration, for simple forms of the momentum

advection and diffusion coefficients (linear and quadratic in energy,

respectively). The diffusion coefficient scales with 〈σ 〉 in a way that

is consistent with second-order Fermi acceleration or gyroresonant

interactions with Alfvén modes. Tracked particles are mainly

energized by the perpendicular electric field (for the accessible

〈σ 〉), lending further evidence for this mechanism.

(v) In the high magnetization regime, the non-thermal particle

population is intermittently beamed in random directions. This pro-

duces a fine-scale anisotropy in the global momentum distribution,

which can be manifest as highly variable radiative signatures. The

beaming becomes weaker as the system size is increased, however,

raising questions about beaming statistics in the limit of large system

size.

(vi) The beamed high-energy particles are spatially correlated

with intermittent current sheets, suggesting that magnetic recon-

nection may locally energize the non-thermal particles.

We considered the applicability of our numerical results on

radiative turbulence to blazar jets. The quasi-thermal distribution

obtained in our model is at odds with the broad-band emission spec-

tra observed from blazars (as well as other systems), which require

extended non-thermal distributions of electrons (and positrons). One

way to reconcile these results is to posit that blazars may be in a

weak cooling regime, where the distribution of electrons will lie

somewhere in between the radiative steady-state solution (found

in this work) and the extended power-law distributions seen in

non-radiative kinetic turbulence simulations (Zhdankin et al. 2017;

Comisso & Sironi 2018; Nättilä 2019). Alternatively, we suggested

that a multizone model incorporating a superposition of quasi-

thermal distributions may be a viable way to obtain broad-band

emission spectra. Further observational constraints on the statistical

properties of the blazar jet flows will be valuable for testing such

theoretical models (e.g. Guo, Mao & Wang 2017).

Our results may also be relevant for GRBs. The Fokker–Planck

formalism with radiative cooling was previously employed to

model GRB spectra (e.g. Asano & Terasawa 2009; Xu & Zhang

2017). If a power-law distribution of particles is injected, it can

be substantially modified by strong radiative cooling (as well as

adiabatic expansion), which has been suggested to cause a steeper

power-law distribution (e.g. Kardashev 1962; Sari, Piran & Narayan

1998). PIC simulations of radiative turbulence will validate and

inform such models.

This work takes the first step in numerically investigating

radiative turbulence in collision-less plasmas, but it is far from

complete or comprehensive. This work has established the ex-

istence of intermittent beaming in turbulence, but understanding

the beam statistics and corresponding radiative signatures requires

a deeper investigation. It is particularly important to understand

these properties for larger systems and higher magnetization.

Some astrophysical systems (e.g. blazar jets and pulsar winds)

may have magnetizations higher than the maximum value (〈σ 〉=
11) considered in our simulations. At these high magnetizations,

magnetic reconnection may play the dominant role in particle

energization (Comisso & Sironi 2019). Particle acceleration in an

isolated magnetic reconnection site may manifest as a first-order

mechanism in the Fokker–Planck equation (Kowal, Dal Pino &

Lazarian 2012; Lazarian et al. 2012; Guo et al. 2014, 2015; del

Valle, de Gouveia Dal Pino & Kowal 2016); however, it has also

been suggested that the diffusion of particles through an ensemble

of reconnection sites may appear as a second-order mechanism (e.g.

Brunetti & Lazarian 2016). It is also conceivable that reconnection

lies outside of the Fokker–Planck formalism, in which case a

separate model may need to be developed to describe the steady

state (e.g. Isliker et al. 2017). Whether an extended power-law

distribution can form in this reconnection-dominated regime despite

strong radiative cooling is an interesting question that awaits future

simulations (see e.g. Sobacchi & Lyubarsky 2020, for a discussion

of this possibility). In the high magnetization regime, we anticipate

that a majority of the dissipated energy may be beamed.

There are several other future directions in which to proceed.

One direction is studying the effect of synchrotron cooling, which

is self-consistently determined from the magnetic energy density

rather than an imposed external photon field. We expect that the

overall steady state for synchrotron cooling would closely resemble

that for external IC radiation, but the additional spatial dependence

due to the turbulent magnetic field may modify some features of

the kinetic beams. A second future direction is studying the weak

cooling regime, where the plasma temperature is significantly below

the equilibrium value. In this case, particles will be accelerated to

a power-law energy distribution, but cooling may impose a high-

energy cutoff to the energy distribution. A third future direction is

studying radiative cooling in electron-ion plasmas, where a radiative

steady state does not necessarily exist due to ions being inefficient

radiators. In this case, a steady state can occur only if there is an

efficient collision-less thermal coupling mechanism between ions

and electrons; we will investigate this problem in a follow-up paper.
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APPENDIX: STEADY-STATE

F O K K E R – P L A N C K M O D E L

Given a stochastic scattering process, non-thermal particle acceler-

ation can generally be modelled with a Fokker–Planck diffusion-

advection equation for the global momentum distribution F ( p, t)

(e.g. Blandford & Eichler 1987). The Fokker–Planck equation,

along with a radiative cooling term, can be written as

∂tF =
∂

∂ p
·
(

Dpp ·
∂F

∂ p

)

−
∂

∂ p
· (ApF + FICF ), (A1)

where FIC = −(4/3)σT Uph(p/mec)2 p̂ is the IC radiation backre-

action force. Assuming isotropy for simplicity, the diffusion coef-

ficient becomes Dpp( p) = Dpp(p)I and the advection coefficient

becomes Ap( p) = Ap(p) p̂. The energy distribution (assuming

ultrarelativistic particles, γ = p/mec) can be obtained by f (γ ) =
4πp2mecF ( p), allowing us to write the Fokker–Planck equation

for f(γ ),

∂tf = ∂γ

(

γ 2Dpp∂γ

f

γ 2

)

− ∂γ

(

Apf −
γ 2

γ0τc

f

)

, (A2)

where γ 0 is a characteristic (reference) energy and τ c =
3mec2/(4σ TUphγ 0) describes the radiative cooling time-scale. We

now consider the steady state, ∂ tf = 0. Equation (A2) can be

integrated in γ using the boundary condition that Dpp(γ ) and Ap(γ )

approach a constant value (or zero) as γ → 0. We can then write

∂γ log f =
2

γ
+

Ap − γ 2/γ0τc

Dpp

. (A3)

In this work, we consider the following simple form for Dpp(γ ) and

Ap(γ ):

Ap =
γ0

τh

+
γ

τa

,

Dpp =
γ 2

0

τ0

+
γ0γ

τ1

+
γ 2

τ2

. (A4)

Letting x = γ /γ 0, and defining the rates compared to the cooling

time-scale �s = τ c/τ s, we have

∂x log f =
2

x
+

�h + �ax − x2

�0 + �1x + �2x2
. (A5)

This can be analytically integrated to obtain the general, five-

parameter solution for f(x):

f (x) ∝ x2
(

�0 + �1x + �2x
2
)(�a�2+�1)/2�2

2 exp

(

−
x

�2

)

× exp

[

2�0�2 − �2
1 + 2�h�

2
2 − �a�1�2

�2
2

√

4�0�2 − �2
1

× tan−1

(

�1 + 2�2x
√

4�0�2 − �2
1

)]

. (A6)

As x → 0, as long as �0 > 0, f(x) ∼ x2 as required by continuity.

At intermediate values of x, for non-zero �1 > 0, if the ordering

�0 � �1x � �2x2 is satisfied, there may be a power law with

index 2 + (�a�2 + �1)/2�2
2 (which is thus increasing with energy

unless �a is sufficiently negative). Finally, at large x � �2, there

is an exponential cutoff. If all �s are zero except for �2, then a

Maxwell–Jüttner distribution is recovered, with temperature 
 =
�2γ 0. In general, adding the other �s produces modest non-thermal

corrections to the Maxwell–Jüttner distribution. Thus, within this

steady-state Fokker–Planck framework, we do not expect to see

an extended non-thermal population, even if there is an efficient

first-order acceleration mechanism.

In this work, we restrict ourselves to �1 = 0 and �0 = �2

(anticipating that the diffusion process becomes independent of

energy for particles with energies less than the mean energy). Thus,

the advection and diffusion coefficients are

Ap =
γ0

τc

(�h + �ax),

Dpp =
γ 2

0

τc

�2(1 + x2). (A7)

Equation (A6) then becomes the three-parameter solution

f (x) ∝ x2(1 + x2)�a/2�2 exp

(

−
x

�2

+
�h + 1

�2

tan−1 x

)

. (A8)

Note that since fitting to a physical distribution requires choosing

γ 0, the actual number of fitting parameters is four (γ 0, �h, �a, and

�2) .

We choose the remaining parameters as follows. We set γ 0 =
300, approximately the mean energy measured in the simulations.

We suppose that the diffusive acceleration time-scale is given

by (isotropic) second-order Fermi acceleration (Longair 2011) or
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gyroresonant interactions with Alfvénic fluctuations (e.g. Schlick-

eiser 1989), which can be expressed by

τ2 ∼
3λmfpc

u2
A

∼
3L

η2σc
, (A9)

where uA = vA(1 − v2
A/c2)−1/2 is the Alfvén four-velocity, λmfp is

the scattering mean free path, and η2 is the efficiency of scattering.

Using the radiative steady-state condition (equation 5), assuming


ss = γ 0/3, we also have

τc =
4

ηinj

L

σvA

. (A10)

Combining the two, we obtain

�2 =
τc

τ2

∼
4η2

3ηinj

c

vA

∝
c

vA

. (A11)

We thus take �2 ∝ c/vA when comparing different simulations

with varying 〈σ 〉. We then have two unconstrained parameters, �h

and �a, which we choose by hand. These two terms control the

effect of heating processes and first-order acceleration processes,

respectively, which have not (to our best knowledge) been rigorously

modelled by past analytic works.

This paper has been typeset from a TEX/LATEX file prepared by the author.
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