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Suppose that Alice and Bob are located in distant laboratories, which are connected by an ideal quantum
channel. Suppose further that they share many copies of a quantum state p 4z, such that Alice possesses the
A systems and Bob the BE systems. In our model, there is an identifiable part of Bob’s laboratory that is
insecure: a third party named Eve has infiltrated Bob’s laboratory and gained control of the E systems.
Alice, knowing this, would like use their shared state and the ideal quantum channel to communicate a
message in such a way that Bob, who has access to the whole of his laboratory (BE systems), can decode it,
while Eve, who has access only to a sector of Bob’s laboratory (E systems) and the ideal quantum channel
connecting Alice to Bob, cannot learn anything about Alice’s transmitted message. We call this task the
conditional one-time pad, and in this Letter, we prove that the optimal rate of secret communication for this
task is equal to the conditional quantum mutual information /(A; B|E) of their shared state. We thus give
the conditional quantum mutual information an operational meaning that is different from those given in
prior works, via state redistribution, conditional erasure, or state deconstruction. We also generalize the
model and method in several ways, one of which is a secret-sharing task, i.e., the case in which Alice’s
message should be secure from someone possessing only the AB or AE systems, but should be decodable

by someone possessing all systems A, B, and E.
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Introduction.—This Letter shows that the optimal rate of
a communication task, which we call the conditional one-
time pad, is equal to a fundamental information quantity
called the conditional quantum mutual information. To
prove this statement, we operate in the regime of quantum
Shannon theory [1-3], supposing that Alice and Bob
possess a large number n of copies of a quantum state
pape- We suppose that one party, Alice, has access to all of
the A systems and another party, Bob, has access to all of
the BE systems. We suppose that Bob’s laboratory is
divided into two parts, one of which is secure (the B part)
and the other which is insecure (the E part) and accessible
to an eavesdropper Eve. We also suppose that Alice and
Bob are connected by an ideal quantum channel, but the
eavesdropper Eve can observe any quantum system that is
transmitted over the ideal channel if she so desires. The
goal of a conditional quantum one-time pad protocol is for
Alice to encode a message m into her A systems, in such a
way that, if she sends her A systems over the ideal quantum
channel, then (i) Bob can decode the message m reliably by
performing a measurement on all of the ABE systems,
while (ii) an eavesdropper possessing the AE systems has
essentially no chance of determining the message m if she
tried to figure it out. We prove that the optimal asymptotic
rate at which this task can be accomplished is equal to the
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conditional quantum mutual information of the state p, g,
defined as

I(A; BIE), = I(A; BE), — I(A;E),, (1)

where the quantum mutual information of a state org is
defined as I(F;G),=H(F),+ H(G),— H(FG),, with
H(F), = -Tr{oplog, oy} denoting the quantum entropy
of the reduced state op.

Our main result thus gives an operational meaning to the
conditional quantum mutual information (CQMI) that is
conceptually different from those appearing in prior works
[4—7]. CQMI has previously been interpreted as the optimal
rate of quantum communication from a sender to a receiver
to accomplish the task of state redistribution [4,5], in which
the goal is for a sender to transmit one of her systems to a
receiver who possesses a system correlated with the
systems of the sender. CQMI has also been interpreted
as the optimal rate of noise needed to accomplish the task of
conditional erasure or state deconstruction [6,7], in which
(briefly) the goal is to apply noise to the AE systems of
p?gE such that the resulting A systems are locally recov-
erable from the E systems alone, while the marginal state
p?g is negligibly disturbed. Recently, the dynamic counter-
part of CQMI has been interpreted as the optimal rate of
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entanglement-assisted private communication over quan-
tum broadcast channels [8], which is inspired by the
conditional one-time pad protocol presented in this Letter.

The conditional mutual information is an information
quantity that plays a central role in quantum information
theory. The fact that it is non-negative for any quantum
state is nontrivial and known as the strong subadditivity of
quantum entropy [9,10]. The strong subadditivity inequal-
ity is at the core of nearly every coding theorem in quantum
information theory (see, e.g., [1-3]). The CQMI is also the
information quantity underlying an entanglement measure
called squashed entanglement [11], a quantum correlation
measure called quantum discord [12,13] (as shown in [14]),
and a steering quantifier called intrinsic steerability [15].
The CQMI is also a witness of Markovianity in the sense
that if I(A; B|E) is small, then the correlations between
systems A and B are mediated by the system E via a
recovery channel from E to AE [16]. Moreover, the CQMI
of three regions with a nontrivial topology leads to the
topological entanglement entropy of the system, which
essentially characterizes irreducible many-body correlation
[17-19]. The CQMI is thus an important information
quantity to study quantum correlations in condensed matter
systems (see, e.g., [20]). Furthermore, in the context of
thermodynamics, the CQMI has been used to establish that
the free fermion nonequilibrium steady state is an approxi-
mate quantum Markov chain [21]. The CQMI also plays an
important role in high energy physics [22-24].

The basic intuition for the achievability of the condi-
tional mutual information for the conditional one-time pad
task is obtained by inspecting the expansion in (1) and is as
follows: the authors of [25] showed that the quantum
mutual information of a bipartite state is equal to the
optimal rate of a task they called the (unconditional)
quantum one-time pad. In our setting, the result of [25]
implies that Alice can communicate a message secure
against an eavesdropper, who can observe only the A
systems, such that Bob, in possession of the BE systems,
can decode it reliably, as long as the number of messages is
~nl(A; BE) , bits. Here, we show that the message of Alice
can be secured against an eavesdropper having access to
both the A and E systems if Alice sacrifices ~nl(A; E),, bits
of the message, such that the total number of bits of
the message is ~nl(A; BE), —nl(A;E), = nl(A; B|E),,
where we have employed (1). The main idea for a code
construction to accomplish the above task is the same as
that for the classical wiretap channel [26], which has been
extended in a certain way to the quantum case in [27,28].
To prove the achievability part of the main result of our
Letter, we use a coding technique developed in [29]
(Sec. III A) and which was rediscovered shortly thereafter
in [25] and later used in [30]. We also employ tools known
as the quantum packing and covering lemmas (see, e.g.,
[3]). To establish optimality of the CQMI for the condi-
tional one-time pad task, we employ entropy inequalities.

We note that the aforementioned methods also lead to a
proof of the main result of [31], which concerns a kind of
quantum one-time pad protocol different from that devel-
oped in [25] or the present Letter.

A modification of the coding structure for the conditional
one-time pad protocol allows us to establish that the
following information quantity

I(A; BE), —max{I(A;B),, [(A;E),} (2)

of a tripartite state p,pg is an optimal achievable rate for
a particular secret-sharing task that we call “information
scrambling.” In this modified task, we suppose that Alice,
Bob, and Eve are three distinct parties. Alice’s laboratory is
distant from Bob’s and Eve’s, but we imagine that Bob’s
and Eve’s laboratories are close together, and an ideal
quantum channel connects Alice’s laboratory to Bob’s and
Eve’s. The goal of the information scrambling task is for
Alice to communicate a message in such a way that it can
be decoded only by someone who possesses all three ABE
systems. If someone possesses only the AB systems or only
the AE systems, then such a person can figure out
essentially nothing about the encoded message.

Our finding here shows that the quantity in (2) is an
optimal achievable rate for information scrambling, such
that the message is encoded in the nonlocal degrees of
freedom (d.o.f.) of p$p,- and cannot be decoded exclusively
from the local d.o.f., which in this case are constituted by
systems AB or systems AE.

The rest of our Letter proceeds as follows. We first
formally define the conditional one-time pad task. We then
sketch a proof for the achievability part of our result. We
finally discuss variations of the main task, such as the
information scrambling task mentioned above and more
general tasks, and then we conclude with a brief summary.

The Supplemental Material [32] provides a detailed
proof of the achievability part of our main result. It also
establishes the optimality part of our main result: that Alice
cannot communicate at a rate higher than the conditional
mutual information 7(A; B|E), while still satisfying the
joint demands of reliable decoding for Bob (who gets the
ABE systems) and security against an eavesdropper who
has access to the AE systems. The optimality proof is based
on entropy inequalities and identities.

Conditional quantum one-time pad.—We use notation
and concepts standard in quantum information theory and
point the reader to [3] for further background. Let n, M € N
and let ¢,6 € [0,1]. An (n,M,¢,5) conditional one-time
pad protocol begins with Alice and Bob sharing n copies of
the state pypg, so that their state is p&y,. As mentioned
previously, Bob has access to the BE systems, but we
consider the E systems to be insecure and jointly accessible
by an eavesdropper. Alice and Bob are connected by an
ideal quantum channel, which Eve has access to as well.
[Later, we argue that it suffices for Alice and Bob to use
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only ~nH(A), ideal qubit channels, but for now, we
suppose that the ideal quantum channel can transmit as
many qubits as desired.] At the beginning of the protocol,
Alice picks a message m € {1,...,M} and applies an
encoding channel &%, , to the A” systems of pSy.,
leading to the state @”,,. ., = & (p$sx). She transmits
the system A" of @}, .. over the ideal quantum channel.
Bob applies a decoding positive operator—valued measure
{A} g} to the systems A’B"E" of @}, in order to
figure out which message was transmitted. The protocol is &
reliable if Bob can determine the message m with prob-
ability not smaller than 1 — ¢,

Vo om: Tr{A} g @y g pn } 2 1 — €. (3)
The protocol is & secure if the reduced state w’f.. on
systems A’E" is nearly indistinguishable from a constant
state o4 independent of the message m,

||a)Z‘,E,, — OAE" ||1 <4, (4)

1
vV m: >
where we have employed the normalized trace distance.

We say that a rate R is achievable for the conditional
quantum one-time pad if for all ¢,6 € (0,1), y > 0, and
sufficiently large n, there exists an (n, 2nR~Y] ¢ 8) condi-
tional one-time pad protocol of the above form. The
conditional one-time pad capacity of a state p,pr is equal
to the supremum of all achievable rates.

Achievability of CQMI for conditional one-time
pad.—Here we mostly sketch an argument that the
CQMI I(A;B|E), is a lower bound on the conditional
one-time pad capacity of p,pp, while the Supplemental
Material [32] contains a detailed proof. First, consider the
reduced state p, and a spectral decomposition for it as
pa = >, Px(x)|x)(x|,, where px is a probability distri-
bution and {|x),}, is an orthonormal basis. Let |§) 1z =

>« V/ Px(x)|x)alx) g be a purification of py. Let |y)sper
denote a purification of p,pg, with F playing the role of a

purifying system. Since all purifications are related by an
isometry acting on the purifying system, there exists an
isometry Ug_pgr such that Ug_perld)ag = [W)aper-
Applying the isometry Ug_, zrr followed by a partial trace
over F can be thought of as a channel N_, g, that realizes
the state papr as N p_pp(Par) = pape. Similarly, if we
apply the isometry Ug_, g and trace over F'B, then this is a
channel My_ that realizes the reduced state p,p as
Mp_p(bar) = pac-

If we take n copies of p,pg, then the state p© pE can be
thought of as the following state: N'§" ,.(#%5). The pure
state |¢)$x admits an information-theoretic type decom-

position of the following form: [¢)$r = >=, \/p(£)|®,) gngr»
where the label ¢ indicates a type class and |CI> ) Angn 1S

maximally entangled state of Schmidt rank d, with support

on the type class subspace labeled by 7. We can then consider
forming encoding unitaries out of the generalized Pauli shift
and phase-shift operators

Van(x;,20) = Xan(X0)Zan (24), (5)

which act on a given type class subspace ¢ and where

x;,2; € {0, ..., d, — 1}. The overall encoding unitary allows
for an additional phase (—1)” for b, € {0, 1} and has the
form

Upr(s) = D(=1)"Var(x,. 20), (6)

t

where s is a vector [(b,, x;, z,)],-

The coding scheme is based on random coding, as is
usually the case in quantum Shannon theory, and works as
follows. Let M, K € N. Alice has a message variable m €
{1,...,M} and a local key variable k € {I,...,K}. For
each pair (m, k), Alice picks a vector s, of the form
described previously, uniformly at random and labels it
as s(m, k). The set C = {s(m,k)},, , constitutes the code,
and observe that it is initially selected randomly. If Alice
wishes to send message m, then she picks k uniformly at
random from k € {1,...,K } applies the encoding unitary
U [s(m, k)] to the state p%5, and sends the A" systems to
Bob. Bob’s goal is to decode both the message variable m
and the local key variable k. Based on the packing lemma,
it follows that if log, MK ~ nl(A; BE),, then there is a

decoding measurement {A’;%, ..} for Bob, constructed
from typical projectors and corresponding to a particular
selected code C, such that

[Ec{ R TN U S0n TV <m,k>]}}
>1-—c¢, (7)

for all € € (0,1) and sufficiently large n, and where the
expectation is with respect to the random choice of code C.
On the other hand, from the perspective of someone who
does not know the choice of k and who does not have
access to the systems B”", the state has the following form:

TX”E” = — ZUAM m, k p®"UT [ (m,k)] (8)

The quantum covering lemma and the properties of typical
projectors guarantee that

Pref{ ||t — Tanp ||| < 8+ 4V6 + 245}

53K2—n[1(A;E)p+6’]
> 1 —2Dexp<—f>, 9)
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where D is a parameter that is no more than exponential in
n, 8 > 0 is a small constant, and

Fane = E{ U (S)pZ U ()} (10)
Thus, as long as we pick log, K ~ nl(A; E) ,, then there is
an extremely good chance that the state 7/, ;» will be nearly
indistinguishable from the average state 7 4. p». Now, we can
define the event E to be the event that Bob’s measurement
decodes with high average success probability and the
event E,, to be the event that ||} ;n — Tang || is small. The
union bound of probability theory then guarantees that
there is a nonzero probability for there to be a code
{s(m,k)},, such that the average success probability of
Bob’s decoder is arbitrarily high and ||z, — Tanpn]|, is
arbitrarily small for all m, with these statements holding for
sufficiently large n. So this means that such a code
{s(m,k)}, , exists. A final “expurgation” argument guar-
antees that Bob can decode each m and k with arbitrarily
high probability and that ||z, — Tanpn||, is arbitrarily
small for all m. Therefore, the number of bits that Alice can
communicate securely is thus

log,M = log,MK —log, K
~nl(A;BE), —nl(A; E),
= nl(A;B|E),, (11)

so that I(A; B|E), is an achievable rate. This concludes the
achievability proof sketch. As indicated previously, the
optimality proof is given in the Supplemental Material [32].

We note that it actually suffices to use ~nH(A),
noiseless qubit channels for the communication of the A
systems, rather than n log |A| noiseless qubit channels. This
is because Alice can perform Schumacher compression
[33] of her A" systems before transmitting them, and the
structure of the encoding unitaries is such that this can be
done regardless of which message is being transmitted (see
the discussion at the end of [3], Sec. 22.3). The Schumacher
compression causes a negligible disturbance to each of the
states that is transmitted.

Conditional one-time pad of a quantum message.—We
note that it is possible to define a conditional quantum one-
time pad of a quantum message, in which the goal is to
transmit one share M of a quantum state |@) iy securely in
such a way that Bob, possessing systems A’B"E", can
decode the quantum message in M, while someone
possessing the systems A’E™ cannot learn anything about
the quantum system M. Our result here is that /(A; B|E) /2
is the optimal rate for this task of a conditional one-time
pad of a quantum message. The optimality proof is nearly
identical to the optimality proof given previously, except
that we start with the assumption that the initial state
|@) iy 1s @ maximally entangled state |®),,.;,, such that

the quantum information in system # can be decoded well.
Then, the proof starts with the condition that log, M =
I(M"; M)4/2 and proceeds identically from there. For the
achievability part, we perform a coherent version of the
above protocol, as reviewed in [3] (Sec. 22.4), and we find
that it generates coherent bits [34], which are secure from
someone possessing the A”E" systems, at a rate equal to
I(A; B|E),,. By the coherent communication identity from
[34], it follows that qubits can be transmitted securely at a
rate equal to /(A; B|E),/2.

Generalizations.—We note that the coding scheme out-
lined above in the achievability proof can be generalized in
several interesting ways. Suppose that Alice shares a state
with “many Bobs,” i.e., one of the form p,p, 5, for some
positive integer £ > 2. Then Alice might wish to encode a

.....

only someone possessing all of the systems ABj, ..., B,
would be able to decode it, but someone possessing system
A and some subset B; € {By, ..., B,} would not be able to
determine anything about the message m. Alice might wish
to protect the message against several different subsets 13;,
for i € {1,...,p}, as in secret sharing. Then we could
structure a coding scheme similar to our achievability proof
to have a message variable m € {1, ..., M} and a local key
variable k € {1, ..., K}, such that

log, MK ~ nl(A; By, ..., B,), (12)

log, K =~ n[max{I(A; B).....1(A; B,)}].  (13)
Given that

I(A;By, ..., By), —max{I(A; B),, ..., [(A; B,),}  (14)
is always non-negative, the coding scheme guarantees that
this information difference is an achievable rate that
accomplishes the desired task. We note that the secret-
sharing task discussed above is different from the previ-
ously considered protocols in [35,36] and references
therein.

A particular case of interest is the scenario mentioned
earlier in this Letter and which we called information
scrambling. There, Alice, Bob, and Eve share a state p,pg,
and the goal is for Alice to encode a message in the A
system such that someone possessing the ABE systems
can decode it, but someone possessing the AB systems or
the AE systems cannot determine anything about the
message m (i.e., the message m has been scrambled in
the nonlocal d.o.f. of the state p,pr and is not available in
pPag OF pap). According to the above reasoning, an
achievable rate for this task is the information quantity
I(A; BE), —max{I(A;B),,I(A;E),}. This rate is also
optimal.
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We note also that our methods give a concrete and
transparent approach to prove the results of [31], as
discussed in the Supplemental Material [32]. In particular,
we have established an information-theoretic converse of
that result using entropy identities and inequalities along
the lines presented previously, and the achievability part of
that result can be accomplished by using the encoding
unitaries discussed earlier, along with the quantum packing
and covering lemmas.

Our operational interpretation of the conditional
mutual information also leads to an interesting opera-
tional interpretation of the squashed entanglement of a
bipartite state p,p: we can consider squashed entangle-
ment to be the optimal rate of secure communication in
the conditional one-time pad if an eavesdropper has the E
system of the worst possible extension p,pp of the
state p,p, given that squashed entanglement is defined
as 1/2inf, {I(A;B|E),:Trg{page} = pag} [11]. This
is analogous to the interpretations from [37] and the
follow-up one in [7].

Conclusion.—In this Letter, we proved that the condi-
tional mutual information 7(A; B|E), of a tripartite state
page 18 equal to the optimal rate of secure communication
for a task that we call the conditional one-time pad. This
represents a fundamentally different operational interpre-
tation of conditional mutual information that is concep-
tually simple at the same time. Furthermore, due to the fact
that the optimal rate is given by conditional mutual
information, the conditional one-time pad is an example
of a communication task in which non-Markov quantum
states are used as a resource [38,39]. In the continuing quest
to understand a refined generalization of conditional mutual
information, as has been attempted previously in [40—43],
the protocol of a conditional one-time pad might end up
being helpful in this effort.
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and the National Science Foundation. K. S. acknowledges
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