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ABSTRACT

mmWave communication has been recognized as a highly promis-

ing technology for 5G wireless backhaul, which is capable of pro-

viding multi-gigabit per second transmission rates. However, in

urbanwireless backhaul environments, unforeseen events can cause

short-term blockages or node failures and, therefore, network sur-

vivability is extremely important. In this paper, we investigate

a novel relay-assisted mmWave backhaul network architecture,

where a number of small-cell BSs and relays are deployed, e.g. on

the lampposts of urban streets. Relays are used to provide multi-

hop line-of-sight paths between small-cell BSs, which form logical

links of the network. In this scenario, the interconnected logical

links make up a mesh network, which offers opportunities for

both link-level and network-level reconfiguration. We propose two

joint link-network level reconfiguration schemes for recovery after

exceptional events. One prioritizes relay path (link-level) reconfigu-

ration and uses alternate network-level paths only if necessary. The

other splits traffic on both reconfigured links and backup paths to

improve network throughput. Simulation results demonstrate that

the proposed schemes significantly outperform purely link-level

and purely network-level reconfiguration schemes. The proposed

approaches are shown to not only maintain high network through-

put but to also provide robust blockage/fault tolerance across a

range of scenarios for urban mmWave backhaul networks.
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1 INTRODUCTION

With the advent of 5G networks, it is expected that a large num-

ber of small-cell base stations (BSs) will be deployed in urban ar-

eas. Each small cell will cover a smaller area but will have much

higher capacity and less interference. Millimeter wave (mmWave)

communication is very well suited to this scenario, especially for

self-backhauling [1–3], wherein a huge amount of data must be

transmitted with high rates among the BSs.

Due to the trend for dense deployment that makes current wired

backhaul costly and in some cases prohibitive, wireless backhaul

becomes a very promising solution [4], [5]. With wireless back-

haul, only a very small portion of BSs, referred to as anchored

BSs (A-BS), will have fiber backhaul and the rest of the small-cell

BSs (SBSs) backhaul to the fiber sites wirelessly. In order to fully

realize mmWave wireless backhaul in urban environments, the

poor propagation characteristics and higher penetration loss of

mmWave communications are two challenges that must be over-

come. With high-gain directional antennas and relaying techniques,

a sequence of relatively short but very high rate mmWave links

can be produced to compensate the high path loss.

Severe penetration loss makes blockage effects a serious prob-

lem in mmWave networks [6, 7], because the signal strength is

degraded by about 30dB for non-line-of-sight (NLOS) paths when

mmWave links are blocked by obstacles such as buildings, vehicles,

or even humans [8]. For this reason, it is necessary to adopt an

appropriate network topology with effective path reconfiguration

mechanisms, which can be applied for maintenance of line-of-sight

(LOS) mmWave paths with high rates in the presence of blockages.

There are primarily two kinds of network architecture for mm-

Wave backhaul, which are the centralized and distributed architec-

tures [9]. In a centralized architecture, a macrocell BS (M-BS) is

situated in the center with a number of SBSs distributed around it,

and these SBSs do not communicate with each other by direct links

but rather they access the core network through the M-BS that is

connected to the gateway by fiber links. This kind of system forms

a star topology, which makes it hard to perform path reconfigu-

ration for potential link failures since there exists only one route

from each SBS to the M-BS. However, in a distributed architecture,

backhaul data of each SBS are relayed to an A-BS instead of the

M-BS, and these data are allowed to traverse mmWave links of

adjacent SBSs and finally are collected by the A-BS to the core

network through fiber links [10]. Therefore, a mesh-like backhaul

network will be formed by the mmWave links. Compared with

the centralized solution, the distributed architecture can achieve

higher throughputs and be more reliable, mainly owing to sharing

cooperative traffic among multiple wireless SBSs. In this architec-

ture, when the communication of a path is blocked, the data can be

transmitted to other adjacent SBSs and be routed on an alternate

path to maintain the high-rate connectivity.
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In this paper, we consider a relay-assisted mmWave backhaul

network architecture in urban environments, where a number of

SBSs and mmWave dedicated relays are deployed along the urban

streets, which naturally produces a mesh network structure. The

deployment of relays between each SBS pair provide multi-hop LOS

relay paths between SBSs, which we refer to as logical links in the

mesh network. These networks are susceptible to node failures1

and/or obstacles in the form of large trucks or other objects that

could block some of the primary LOS paths. An advantage of the

use of multi-hop logical links is that they allow for link-level recon-

figuration when an obstacle blocks an individual physical link. This

provides opportunities for both link-level and network-level recon-

figuration for network survivability in the presence of obstacles

and/or node failures.

We propose two joint link-network level reconfiguration schemes

to tolerate these exceptional events. The first approach is to priori-

tize link-level reconfiguration, and use a network-level backup path

only when the performance of the reconfigured logical link drops

below a threshold value. The second approach is designed to further

improve the throughput performance, by using both reconfigured

logical links and alternative backup paths for data transmission

when blockage occurs. In this case, the traffic is split optimally

and off-loaded to these multiple paths. Through simulation, we

evaluate the performance of our proposed algorithms on backhaul

networks under random obstacle scenarios. The results show that

our proposed schemes substantially outperform purely link-level

and purely network-level reconfiguration approaches. The results

also demonstrate that our proposed approaches can provide near-

optimal blockage tolerance while maintaining throughputs that can

satisfy the rigorous data demands of wireless backhaul scenarios.

2 RELATED WORK

Prior work on path recovery in wireless networks can be broadly

categorized into two main methods: network-level reconfiguration

(NLR) and link-level reconfiguration (LLR).

2.1 Network-level reconfiguration schemes

In general, network-level reconfiguration includes the protection

method and the restoration method [12]. The former method re-

serves backup resources before link failure occurs, whereas the

restoration method finds a new path for the influenced traffic after

failure occurs. Most related works focus on the protection method

to prevent the link failure since it can achieve fast recovery [13–15].

The main idea in these approaches is to select a single disjoint

backup path for each primary path based on the assumption that it

is unlikely for a primary path and its backup path to fail simulta-

neously. [16] proposed a dynamic routing algorithm to select the

best backup path with minimized total cost, which improves the

utilization and reduces blocking in mesh networks. [17] introduced

another method that is based on pre-finding a set of backup paths

for each active path, and multiple survivable paths of a pair of

nodes could be used to survive any single risk. In [18], the author

1The node-failure case is actually equivalent to a blockage case where an obstacle
totally blocks the node. Thus, in the remainder of the paper, we mainly focus on
blockage effects caused by random obstacles.

presented a predictive weather-assisted routing protocol that routes

data around potential link failures ahead of time.

This kind of reconfiguration approach can also be applied in

backhaul networks, where the central A-BS pre-computes several

eligible backup paths for primary working paths, and once the

blockage occurs between a pair of SBSs, the A-BS can efficiently

switch to an alternate backup path as the new network-level path

to maintain the high-rate backhaul data transmission. However,

this approach is topology-dependent, and can only be applied in a

mesh-like network, because if the network has a tree or star-like

topology, there exists only one route between the A-BS any given

SBS, and it is impossible to find any other network-level paths for

blockage avoidance. In addition, backup paths might not always

exist [17], because sometimes it is hard to find a candidate path

that satisfies both rate and path length requirements of mmWave

backhaul.

2.2 Link-level reconfiguration schemes

Another approach to blockage handling is based on link-level re-

configuration (LLR), which aims to reconfigure a new relay path

within a single logical link between two wireless nodes when a

physical link failure occurs. To the best of our knowledge, there

are few works that considered multi-hop relay paths for blockage

avoidance in outdoor environments [19], [20], and they are primar-

ily concerned with finding a relay path with the highest probability

of reaching the BS. In contrast, our work considers the maintenance

of backhaul paths with very high rates in the presence of temporary

blockages. In our previous work [21], the high-throughput path-

level reconfiguration (HTPR) algorithm is proposed to reconfigure

around temporary blockages in relay-assisted mmWave backhaul

networks. In most situations, the HTPR scheme maintains high-

rate connectivity for logical links between each SBS pair and, in

this work, we use it as our comparison point for pure link-level

reconfiguration schemes.

Here we note that LLR can be applied in all types of network

topologies with relay assistance, and it can be conducted at the

SBS level without the participation of the A-BS. However, the link

quality will be degraded after reconfiguration since alternative

physical links are always longer than the original link. On the other

hand, while LLR may provide some network control benefits, it

cannot handle some blockage cases where the logical link (relay

path) is totally blocked.

3 SYSTEM OVERVIEW

In this section, we introduce the network topology, and channel

and antenna models used in the remainder of the paper.

3.1 Network model in an urban area

For future 5G cellular networks, a large number of small-cell base

stations will be deployed in urban areas to cooperatively provide

a more reliable access experience for users. A number of works

have proposed the use of mmWave wireless backhaul for 5G net-

works [22–24]. Here we consider a relay-assisted mmWave mesh

network architecture for backhaul in urban areas [25], [26], where

mmWave relay nodes are used to assist in connecting BSs of the

wireless mesh network.
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Figure 1: mmWave backhaul network model in a section of

Manhattan.

An example relay-assisted mesh backhaul network is shown

in Fig. 1. In this example, there are a single A-BS connected with

a fiber to the core network, a number of SBSs deployed at street

corners, and several mmWave relays along the roadside (shown

with the green triangles). It is assumed that all these three entities

can communicate in the mmWave band using directional antennas

with steerable beams, which produce a number of interconnected

mmWave links to form a wireless mesh network. There are three

important entities in our mmWave backhaul network model:

• Physical link: An actual link between relay pairs or between

a relay and its adjacent BS – the capacity of physical links is

determined by Shannon’s Theorem.

• Logical Link (relay path): A path between BS pairs including

SBS-to-SBS and A-BS-to-SBS, which consists of multiple

physical links. The achievable capacity of each logical link

is determined by the capacity of its bottleneck physical link

pair [3].

• Backhaul path: A path between the A-BS and a SBS, which

can consist of several logical links. For simplicity, we use

P0,i to denote the backhaul path from the A-BS to SBSi .

In this work, we adopt the "street canyon" model for relay paths

forming logical links [25]. In the street canyon model, each logical

link between BSs runs along a street and consists of a sequence of

mmWave relays. As in [21], we assume that relays are deployed in a

regular fashion on both sides of the road, e.g. by deploying them on

equally-spaced lampposts. As shown in Fig. 2, these physical links

within a given logical link form a triangular-wave topology, where

the topology angle θ and horizontal distance between adjacent

nodes d0 are the same everywhere along the topology (as depicted

by the blue links of Fig. 2). One advantage of this topology is that

the mutual interference along the logical link can be eliminated if θ

is made large enough relative to the beamwidth ϕ of the directional

antennas (Theorem 1 in [11]), i.e. if θ − arctan( tan θ3 ) >
ϕ
2 . In this

way, the logical link can support the high throughput of 10+ Gbps

to meet the requirement of mmWave backhaul. On the other hand,

this kind of topology is also capable of reconfiguring mmWave

links to avoid obstacles (eg. parked large vehicles) that occur along

the roadway. Through adaptive beam steering and dilation when

one or more original links are blocked, alternative links can be used

to restore the LOS connectivity of a logical link [27].

Parking

Lane

original links alternative links

R1

R2

R3

Lamppost

Lamppost Lamppostflow direction

d0SBS SBS

Parking

Lane

Figure 2: Original and alternative links in the triangular-

wave topology.

Note that the mmWave relay devices used in the network model

are dedicated to a single logical link between a pair of BSs, because

we assume relays are simple devices that cannot support the sharing

between different logical links. In addition, we assume this kind of

simple relay is subject to the primary interference constraint, which

means a single relay cannot transmit and receive simultaneously.

However, we assume that BSs (A-BS or SBSs) are not affected by

these constraints since they are more complex devices with capa-

bility to use better antenna isolation and interference cancellation

technologies.

From the view of the entire network model, the separation dis-

tances between each pair of BSs are around 350m, so the total

modeled area in Fig. 1 is around 1200m × 1300m, which is a bit

larger than the size of a typical 4G macrocell. By leveraging the ge-

ographical advantage with relaying technique in urban streets, this

network architecture can not only eliminate mutual interference

along logical links to achieve higher throughputs for backhaul, but

it also naturally forms a mesh-like topology in an urban area, which

makes it possible to jointly conduct the network-level and link-level

reconfiguration for the improvement of network survivability.

3.2 Channel and antenna model

Here we make the standard assumption of additive white Gaussian

noise channels. The rate of the directional unblocked physical link

p follows Shannon’s Theorem with an upper limitation, i.e.,

Rp ≤ β · B · log2(1 +min{
Pr (d)

NT
,Tmax}) (1)

where B is channel bandwidth, NT is the power of thermal noise,

Tmax is the upper bound of operating signal-noise ratio due to the

limiting factors like linearity in the radio frequency front-end, and

the link utility ratio β ∈ (0, 1). Considering the primary interfer-

ence of our simplified relays, β ≤ 0.5, and a maximum end-to-end

throughput of nearly 16 Gbps can theoretically be achieved in

mmWave communications [3]. Here Pr (d) is the received power of

the intended transmitter’s signal, and equals k0PtGtGrd
−α , where

k0 ∝ (λw /4π )2, λw is the signal’s wavelength, d is the propagation

distance, α is the path-loss exponent, and Gt and Gr are antenna

gains at the transmitter and receiver, respectively.

In this work, a flat-top directional antenna model is adopted for

each wireless node, which means that transceiver antennas have

a high constant gain Gh within the beam, and a very low gain Gl

that can be ignored outside the narrow beamwidth ϕ. For example,

with the 61 element uniform hexagonal array antenna simulated

by MATLAB software, the antenna gains Gh can be generated as
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23.18 dBi and Gl is lower than 0 dBi when the antenna beamwidth

is around 15◦.

4 JOINT LINK-LEVEL AND NETWORK-LEVEL

RECONFIGURATION SCHEME

The ability to reconfigure logical links (relay paths) in the presence

of obstacles provides multiple possible approaches to blockage tol-

erance for the mmWave backhaul network. Link-level blockage

tolerance mainly adopts relay path reconfiguration schemes, i.e.,

finding an alternative physical link to substitute the original blocked

link. As for network-level reconfiguration, it usually uses a new

high-rate path between the source and destination nodes for block-

age avoidance. In this section, we present joint link-network level

reconfiguration schemes for fast recovery, which utilize relay path

reconfiguration and alternate network-level paths in combination.

4.1 Prioritized Link-level Reconfiguration

In our considered relay-assisted network scenario, we first propose

a prioritized link-level reconfiguration scheme (PLLR), which takes

advantage of both link-level and network-level tolerance ability.

The main idea is to prioritize relay path reconfiguration to avoid

the use of alternate network-level paths whenever possible, so that

the A-BS does not need to modify the routing table and inform

the SBSs, which might complicate the network control. However,

alternative network-level paths can be used if the performance of a

reconfigured relay path drops so much that the throughput of that

logical link is lower than a threshold value, which means that the

original backhaul path P0,i cannot satisfy the data demand at SBSi .

In what follows, we introduce this novel approach in detail.

1) Backup path selection

To achieve fast recovery, we pre-calculate a set of backup paths

for each primary backhaul path and store them in the survivable-

path set (SS). Different from other related works that just find one

totally disjoint backup path to recover from a single link failure,

the SS is used to overcome multiple blockages since obstacles could

block a primary path and some of its backup paths simultaneously

in our considered scenario. On the other hand, there may not always

exist a totally disjoint backup path which also satisfies the high-rate

and few-hop constraints, but some partially disjoint paths that meet

the requirements can avoid the blockage and could even have better

performance than a totally disjoint backup path.

Therefore, our approach finds a SS that consists of a set of backup

paths that may not be totally disjoint but can survive blockages,

and this enables us to provide protection for a broader range of

scenarios and increase the network survivability. Here the backup

path selected into SS for potential path recovery should satisfy

two requirements: 1) supporting high throughput for mmWave

backhaul; 2) with fewer hops than a specified threshold, because

too many hops will lead to an unacceptably high end-to-end latency

between the A-BS and the associated SBS.

The approach of finding backup paths with higher rates and

hop-count constraint is shown in Algorithm 1. Considering the hop

counts of different logical links in the topology, we first find the

minimum hop countsm among these logical links. Then, given a

Algorithm 1 Finding top-k widest backup paths with hop-
count constraint

Input: V , E, H ,m, Hop, thrp, T
Output: SS
1: maxHop ← ⌈H/m⌉;
2: for each backhaul path Ps,i btw A-BS and SBSi do
3: ihop ← 0;
4: SS[i] = searchBackupPath(s , i , V, E, maxHop, ihop);
5: SS[i].rmv(PrimPath);
6: for each backup path BPj in SS do
7: if (

∑
l ∈BPj

Hop[l] > H | | min
l ∈BPj

{thrpl } < T ) then

8: SS[i].rmv(BPj );
9: sort(BPj , min

l ∈BPj
{thrpl });

10: if (SS[i].size > k) then
11: SS[i].rmv(last (SS[i].size − k) paths);
12: return SS ; // get survivable-path sets

Function: searchBackupPath(s , i , V, E, maxHop, ihop)
13: path.add(src);
14: if (i = src) then
15: SS[i].add(path);
16: path.rmv(end node);
17: return
18: id ← find(V .beдin,V .end, src) - V .beдin;
19: for each node j in V do
20: if (j has been visited) continue;
21: if (E[id][j]! = Inf & ihop + 1 <=maxHop) then
22: searchBackupPath(j, i , V, E, maxHop, ihop + 1);
23: path.rmv(end node);

hop-count constraint H (including intermediate relays and relayed-

SBSs), we compute a coarse allowable logical-level hops as the

rounded-up H/m (Line 1). After conducting the depth-first search

(DFS), we find all backup paths which have their logical-level hop

counts ihop no more thanmaxHop (Line 13-23), and these paths

can be further put into survivable path set SS[i] only if they satisfy

the following two conditions: 1) the total hop counts of this path

are not larger than H , becausemaxHop used in DFS steps actually

relaxes the real hop-count constraint, and some searched backup

paths with more thanH hops need to be dropped; 2) the throughput

of bottleneck logical link pair within this backup path should meet

the high-rate backhaul requirement T (Lines 7-8).

Note that with an appropriate H in most network topologies,

there are only a small number of backup paths in each SS. However,

we also set an upper bound k on the number of backup paths in

case the path length constraint is so weak that a large number of

possible backup paths exist. In this scenario, we only put the k

backup paths with highest rates into SS (Lines 10-12).

2) Combined link-level and network-level reconfiguration

Algorithm 2 shows the pseudocode for the proposed PLLR scheme,

which jointly considers link-level and network-level reconfigura-

tions. In the “Input” arguments, C is a vector that includes the

achievable capacity of each logical link between BSs, and NP is a

path set that contains each backhaul path P0,k between A-BS and

SBSk in the network. D and AD are the sets that include data-rate

demand of each SBSs and the aggregated data-rate demand of each

logical link, respectively, and the link much closer to the A-BS will
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have higher aggregated data-rate demand since it is required to

carry more traffic to further SBSs. SS contains the survivable-path

set SSk of each P0,k . When the logical link L between BSi and

BSj is blocked, the high throughput link-level reconfiguration algo-

rithm (HTPR) [21] is first executed for logical link recovery, and

the achievable capacity of L will be degraded since one or more

longer physical links would be selected for blockage avoidance, and

then C is updated with the new capacity of L (Lines 1-3).

If the current throughput of the degraded linkL drops lower than

its aggregated data-rate demand (AD) (Line 3), all SBSs backhauled

by the link L are found and put into BL (Lines 4-5). Then the

network-level reconfiguration will be activated to select alternate

backup paths for some of affected SBSs.

A-BS

SBS8

SBS1

SBS2 SBS3
D1 = 1

D2 = 1 D3 = 3

AD1 = 5.5

AD2 = 4.5

SBS6

D7 = 2

AD6 = 2

SBS7

D6 = 1.5
AD5 = 3.5

SBS4

D4 = 1.5

AD3 = 1.5

SBS5

D5 = 1

AD4 = 1

D8 = 1

AD7 = 1

AD0 = 12

L0

Figure 3: An example for minimizing rSBSs.

For example, Fig. 3 shows several primary backhaul paths, and

every logical link has the achievable capacity of 12 Gbps and data-

rate demand at each SBSi is Di . From further SBSs to A-BS, we

can compute the AD of each logical link in turn (shown in Fig. 3).

Now assuming the current capacity of link L0 (between ABS and

SBS1) drops to CL0
(CL0

< AD0), all backhauled SBSs (SBS1 ∼

SBS8) are obtained. In order to avoid the use of more alternate

network-level paths which might complicate the network control,

we set an objective to minimize the number of SBSs that need to be

reconfigured to use backup paths (referred to as rSBSs).

One direct method of minimizing rSBSs (MRS) is to formulate

the following optimization problem:

max
S

∑

i ∈Bl

si (2)

s .t .
∑

i ∈Bl

Di · si ≤ CL , si ∈ {0, 1} (3)

where si is the SBS backhauled by the logical link L. The objective

function in Eq. (2) aims to satisfy greatest number of SBSs affected

by this link. Eq. (3) indicates the capacity constraint, where the

aggregated data-rate demand on the link L cannot exceed its cur-

rent capacity, and si will be set as 1 if SBSi is chosen, otherwise it

equals to 0. This optimization problem is similar to the 0/1 knapsack

problem, and in this case the optimal solution is to sort the SBSs in

order of increasing data-rate demand and satisfy them in turn until

there is not enough capacity of link L to backhaul any SBSs. As an

example, in Fig. 3, when the capacity of the logical link between

A-BS and SBS1 (shown with green line) drops to 7, we need to

reconfigure new bachaul paths for SBS3 and SBS7.

However, this MRS method does not take into account the pri-

mary working paths, so we introduce another method to minimize

rSBSs with groups (MRG).

A-BS SBS1

SBS2 SBS3
D1 = 1

D2 = 1 D3 = 3

AD1 = 5.5

AD2 = 4.5

SBS7

D8 = 2

AD7 = 2

SBS8

D7 = 1.5
AD6 = 3.5

SBS4

D4 = 1.5

AD3 = 1.5

SBS5

D5 = 1

AD4 = 2
AD0 = 12

SBS6

D6 = 1

AD5 = 1

Group1

Group2

Group3

L0

Figure 4: An example for minimizing rSBSs with groups.

In the MRG method, if the current capacity of link L drops

belowADL , we first group all SBSs backhauled by linkL according

to their primary paths in set G. As an example, in Fig. 4, when

CL0
< AD0, all backhauled SBSs can be divided into three groups

based on their primary paths. Thenwe start to minimize the number

of groups that cannot be fully satisfied, i.e., maximize the number

of satisfiable groups by solving the similar knapsack-like problem:

max
G

∑

д∈Gl

дi (4)

s .t .
∑

i ∈Gl

ADдi · дi ≤ CL , дi ∈ {0, 1} (5)

where each дi includes the grouped SBSs backhauled by the logical

link L, andADдi is the aggregated data-rate demand of each group.

After obtaining the groups that can be fully satisfied, the remaining

items inG are the groups дr that need to be reconfigured. Starting

from the дr that comprises the maximum number of SBSs, we break

дr and repeat solving the problem in Eq. (2)-(3) with the remaining

CL , so the minimum number of rSBSs in each group is obtained.

In this way, for each group дr that is not fully satisfied, we only

need to reconfigure the new backhaul path for the rSBS closest

to the degraded link L, i.e., the leader rSBS (L-SBS), because the

paths from the L-SBS to other non-leader rSBSs (NL-SBS) can still

be maintained within the group. Different from the MRS method

that will alternate new backhaul paths for all rSBSs, here we try

to force rSBSs in one group and then only take care of the leader

rSBS, which can reduce the reconfiguration overhead.

Note that for those NL-SBSs in each group дr , we also need to

check whether or not each of them violates following constraints:

• Hop-count constraint (HC): The total hop counts of the new

reconfigured path and the maintained path for the NL-SBS

should be less than the hop-count threshold H .

• Data-demand constraint (DC): The available capacity of that

new reconfigured path should be able to satisfy the data

demand of the non-leader SBS.

If either HC or DC is violated, we need to select a backup path

for that NL-SBS from its own SS. Note that the NL-SBS that has

fewer backup paths should be checked first, because it has weaker

network-level blockage tolerance and should be taken care of in

the network first.

Here, the MRG method is adopted as an example shown in the

Algorithm 2. As the procedure mentioned above, the reconfigured

groups дr and corresponding rSBSs can be obtained by solving a

knapsack-like problem (Lines 6-14). Then, the network-level re-

configuration is activated to select a new network path for the
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leader SBS in дr , and we always select the backup path that has the

maximum achievable throughput from its SS (Line 16). Here the

achievable throughput performance (Th) of each backup path BPi
can be evaluated as follow:

Thi = min
Lj ∈BPi

{CLj
−ADLj

} (6)

which is determined by the extra available capacity of the bottleneck

logical link Lj within this path. Note that if no backup paths can

meet its own data-rate demand, we have to give up selecting new

paths for this SBS. For those NL-SBSs, if eitherHC orDC is violated,

a new path will be selected in the same way (Lines 18-22). In the

end, the aggregated data-rate demand setAD and the backhaul path

set NP need to be updated (Line 23).

Algorithm 2 Prioritized Link-Level Reconfiguration

Input: C , NP , AD, SS , D

Output: updated NP

1: HTPR(L, Relay[i][j]); // link-level reconfiguration

2: C .update(CL );

3: if (CL < ADL ) then

4: for each P0,k in NP contains L do

5: BL .add(sk );

6: G ← Group(sk , P0,k );

7: sort(дk ∈ G, ADk ↑);

8: for k ← 0 to size(G) do

9: if (ADk ≤ CL ) then

10: Gs .add(sk ); // satisfied groups

11: CL ← CL −ADk ;

12: else break; // not enough capacity

13: Gr ← G\Gs ; // get remaining groups from G

14: solve(Eq.(2), from дr with max SBSs);

15: for each дr in Gr do

16: AltPath(L-SBSm , when max(Thi ) ≥ D(m));

17: max(Thi )← max(Thi ) - D(m);

18: for each NL-SBSk with fewer backup path first do

19: if (HC & DC) = false then

20: AltPath(NL-SBSk , when max(Thj ) ≥ D(k));

21: else

22: max(Thi )← max(Thi ) - D(k);

23: AD.update; NP .update;

24: return NP ; // get updated network-level paths

4.2 High-Throughput Multi-path

Reconfiguration

To further improve throughput performance with blockages and

better leverage the cooperation between the A-BS and SBSs, we

introduce another reconfiguration approach based on the previous

PLLR algorithm, which is referred to as high-throughput multi-

path reconfiguration (HTMR) scheme. This approach is trying to

use the primary path and backup paths in combination for data

transmission when the blockage occurs, which will work well in

networks that support multi-path routing. As a primary relay path’s

performance is degraded due to link-level reconfiguration around

obstacles, some of its traffic can be off-loaded to backup paths so

that the reconfigured relay path and several alternative routes are

used at the same time. Before adopting this algorithm instead of

PLLR, we should pre-evaluate how much performance increase can

be achieved compared to the PLLR scheme, since the benefit will

depend on the overall network topology and the traffic flows, and

HTMR scheme should be used for path recovery in the scenario

where link outages occur infrequently and it can provide substantial

benefits on throughput, and is therefore worth the added network

control complexity for multi-path transmissions.

First, we need to solve a network flow problem in order to de-

termine how to split traffic among the degraded primary path and

backup paths which are totally disjoint. To split the traffic among

multiple available paths, assuming there are n possible network

paths between A-BS and SBSi with the data demand D, their re-

spective achievable data rates Ri can be obtained according to Eq.

(6). In this way, the required transmission time over each path is

ti = di/Ri (i ∈ Ps ), where di is the traffic assigned on path i . As-

suming the data di over each path is transmitted from A-BS to SBSi
at the same time, we can get the total required timeTr until all data

D has been received as follow:

Tr = max{
d1

R1
,
d2

R2
, ...,

dn

Rn
} (7)

Thus the end-to-end throughput can be obtained as D/Tr . To maxi-

mize the throughput performance by splitting traffic over multiple

paths, we formulate the optimization problem as follows:

max
{di }i∈Ps

D ·min{ R1

d1
,
R2

d2
, ...,

Rn
dn

}

s .t .
∑

i ∈Ps

di = D,Ri ≥ 0,di ≥ 0.
(8)

Theorem 1. To maximize the end-to-end throughput with given

data demand D between A-BS and SBSs along n routes, the assigned

traffic for each route is proportional to its achievable rate, i.e.,

di =
D · Ri∑
i ∈Ps

Ri
(1 ≤ i ≤ n). (9)

Proof. The objective function in Eq. (8) can be rewritten as

max Dτ , Ri/di ≤ τ ∀i . By making each Ri/di be equal, the Karush-

Kuhn-Tucker condition will be satisfied and we can get the optimal

solution as
∑

i ∈Ps

Ri . Therefore, the optimal value di is obtained as

DRi/
∑

i ∈Ps

Ri , which is proportional to Ri . If each Ri/di is not split

equally, which means that dj = (D · Rj/
∑

i ∈Ps

Ri ) − ϵ , and this would

result in another split data dk = (D · Ri/
∑

i ∈Ps

Ri ) + ϵ since the

total demand should be unchanged. Therefore, Rk/dk becomes the

bottleneck value and will reduce the original optimal solution. �

As an extension of the PLLR scheme, the basic logic of HTMR

algorithm is similar to Algorithm 2, but the main difference is the

method to select network-level paths for each rSBS (L-SBS or NL-

SBS), which is shown in Algorithm 3. First, if the degraded logical

link L’s capacity is not used up (Line 2), both the primary path

P0,k and backup paths can be possibly used for rSBS, otherwise

only backup paths will be used for reconfiguration. In both of these

cases, we first need to find the disjoint backup paths in SS (Line 4).

Here, an approach referred to as joint-weight selection is designed
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to obtain the maximum number of disjoint backup paths in SS

(shown in Eq. 10), where each selected path pi does not have any

overlapping logical links L with other paths.

max
P

∑
i ∈SS

pi

s .t .Lpi ∩ Lpj = ∅, i , j, pi, j = {0, 1}
(10)

In the case where the primary path P0,k can still be used, we need

to put P0,k in SS since it can also be viewed as one of backup paths

(Line 3). Then, we start to find disjoint paths in SSk (Lines 14-22).

First, the joint weightW for each backup path BPi is calculated,

which represents the number of paths overlapping with BPi in SSk ,

and these joint paths are recorded in P (Lines 17-19). After that, we

select the backup path BPm with minimum weightW and put it

intoMP (Lines 20-21). Note that if there exist multiple paths with

the same minimumW , the one which has higher throughput will

be selected. Finally, we obtain the maximum number of disjoint

backup paths of P0,k until SSk is empty (Line 15). When the primary

path cannot be used (i.e., CL = 0), we can find maximum number

of disjoint backup paths in SSk without P0,k in the same way.

After obtaining the multi-path set MP , the available backup

paths are sorted in order of decreasing rate (Line 5), and the paths

with highest rates will be iteratively selected until the data demand

Dk at rSBSk is satisfied (Lines 7-10). In the end, we split the data

demand Dk according to Theorem 1, and assign the traffic to each

selected path inMP ′ (Line 12).

Algorithm 3 Alternating Multiple Paths for Reconfiguration

Input: C , NP , AD, SS , D
Output: MP ′

1: for each rSBSk do

2: if (CL , 0) then
3: SSk .add(P0,k );
4: MP = FindDjPath(SSk );
5: MP.sort(BPi , Ri ↓);
6: Rt ← 0; // init Rt
7: for i ← 1 to size(MP ) do
8: MP ′.add(MP[i]); // add the higher-rate path
9: Rt ← Rt + Ri ;
10: if (Rt ≥ Dk ) then break;
11: if (Rt < Dk ) then return ∅; // do not alternate paths
12: OptimalTS(path ∈ MP ′); // follow Theorem 1
13: return MP ′;
14: Function: FindDjPath(SSk )
15: while (SSk , ∅) do
16: for each backup paths BPi ∈ SSk do

17: if (BPi ∩ BPj , ∅, j , i) then
18: Wi ←Wi + 1;
19: P[i].add(BPj ); // add BPj in joint-path set
20: FindPath(BPm with minW );
21: MP .add(BPm );
22: SSk .rmv(BPm & path ∈ P[m]);
23: return MP ;

5 NUMERICAL SIMULATIONS AND RESULTS

In the face of obstacles that necessitate path recovery in mmWave

backhaul networks, we evaluate the network performance including

the throughput and blockage tolerance with different reconfigura-

tion schemes. Here we conduct simulations where the mmWave

backhaul network is deployed based on the Manhattan urban de-

ployment shown in Fig. 1. With a single centralized A-BS, 19 SBSs

at street corners and a number of relays along the roadside are

selected. In this scenario, the established logical links between each

pair of BSs, which consists of several physical links in a triangular-

wave topology, form a mesh-like network that covers the area of

over 1.2 km2.

A-BS

SBS1

SBS2

SBS3

SBS4 SBS5

SBS6

SBS7

SS

SBS8

SBS10

SBS11

SBS12

SBS13

SBS14

SBS15

SBS1666

SBS17

SBS18

SBS19

8

SBS9

Figure 5: Primary backhaul paths in the mmWave backhaul

network model.

In Fig. 5, without any link failures, we can compute that the

network can support around 3 Gbps data demand for every SBS

since each logical link (relay path) can achieve a throughput of

around 13 Gbps. Considering potential blockages, we investigate

the backhaul network survivability (BNS) [17] and satisfiable data

demand for each SBS with our proposed reconfiguration schemes.

All evaluations are done at the mmWave frequency of 60 GHz

with a 2.16 GHz bandwidth. The directional antenna gains Gt , Gr

of each wireless node are 23.18 dBi and the transmit power is 1

watt. The attenuation from oxygen absorption is 17 dB/km, and a

15 dB link margin that covers rain attenuation and noise margin is

included. Obstacles are generated randomly in the streets and mod-

eled as rectangular vehicles, where their centers fall within the road

and form a homogeneous Poisson point process (PPP) of density λ,

the widths and lengths are assumed to be i.i.d. distributed and fol-

low the normal distribution N(µw=2.3m, σw=0.8) and N(µl=8.0m,

σ l=2.5), and orientations are the same as the road’s direction.

5.1 Network and Path Survivability

First, we evaluate the performance of the proposed PLLR scheme

based on minimize rSBS method (MRS) and minimize rSBS with

groups method (MRG), respectively. The aggregated user demand

of each SBS is assumed to be around 1 Gbps, which follows the

normal distribution N(Dµ=1, Dσ =0.3). On hundreds of simulation

runs with random-obstacle scenarios, Fig. 6 shows that MRS and

MRG provide very similar BNS across a range of obstacle densities

and the achieved BNS is relatively high (above 85% for all but the

highest density). However, by adopting MRG method in reconfig-

uration schemes, the same high BNS can be achieved with fewer

reconfigured network-level paths (see Fig. 7), especially when the

obstacle density is not very high. This is because most of time we

only reconfigure a new path for the leader rSBS instead of all rSBSs

in the group, which substantially reduces the reconfiguration over-

head. Based on this comparison, we adopt the MRG method in both

PLLR and HTMR schemes in the remainder of the results.
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Figure 6: Survivability comparison between MRS and MRG.
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Figure 7: Number of reconfigured paths comparisons.

Second, we show the survivability performance with different

reconfiguration schemes. As a comparison, an upper bound of BNS

is also reported by solving the feasible-flow problem. By simulat-

ing a large number of random-obstacle cases, Fig. 8(a) shows the

survivability performance of different reconfiguration schemes and

the upper bound (labeled OPT). It is observed that the proposed

PLLR and HTMR schemes provide significantly better robustness

than purely link-level and purely network-level reconfiguration ap-

proaches, where BNS is obviously improved and still over 80% even

with a high density of obstacles. Of particular note, the NLR scheme

that is adopted by most previous work has worse performance than

LLR, and has poor survivability with multiple blockages. On the

other hand, we can see that the BNS of our proposed schemes is

very close to the upper bound on BNS, and as the obstacle den-

sity increases, the performance gaps between the two proposed

schemes and the upper bound BNS are 1.2%∼4.8% and 3.5%∼8.4%,

respectively. Since the PLLR scheme only supports single-path rout-

ing and always reconfigures one path for each source-destination

pair, the performance gap of PLLR scheme is a little larger than

that of HTMR scheme, but it is still around 5% with a not very high

obstacle density.
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Figure 8: Network and path survivability comparisons.

Fig. 9 shows how the BNS of the proposed schemes and the upper

bound vary with increasing data demand, for an obstacle density of

λ = 2 · 10−4. As the demand increases, pure network level and pure

link level reconfiguration fail to provide survivability in almost all

cases. However, our proposed schemes maintain fairly high BNS

and remain close to the upper bound over all simulated demands.
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Figure 9: Network survivability comparisons with different

expected data-rate demands.

To get more fine-grained results, we also evaluate the path sur-

vivable rate (PSR), which is defined as the fraction of total backhaul

paths that remain connected with reconfiguration after blockages

occur. Fig. 8(b) shows that PLLR and HTMR can provide over 97%

PSR as the number of obstacles increases, which means that the

communication from the A-BS to each SBS would be largely un-

affected, even with multiple obstacles. Thus, with the proposed

schemes, the blockage tolerance of the entire backhaul network is

highly enhanced.

5.2 Throughput Performance

In this part, we evaluate whether or not the proposed reconfigu-

ration algorithms can maintain high throughput with blockages,

and the satisfied-BS percentage (SBP) is evaluated. SBP indicates

the fraction of SBSs that have their respective data demands satis-

fied. Here, the aggregated user demand of each SBS is assumed to

follow the normal distribution N(Dµ=2, Dσ =0.3). From Fig. 10, we

can see that HTMR scheme has the best SBP compared with other

schemes, since it splits traffic for transmission on both the primary

working path and backup paths, which compensates for degraded

throughputs on the reconfigured relay paths.
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Figure 10: SBP comparisons among different schemes.

In addition, we vary the data demand Dµ of each SBS, and it is

obvious to see that the SBP will decrease as Dµ increases with both

PLLR and HTMR schemes (shown in Fig. 11 (a) and (b), respectively).

By comparing the SBP based on the same Dµ between these two

schemes, the HTMR scheme can satisfy more SBSs than the PLLR
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scheme with the same obstacle density, and the SBP is improved

by more than 20% when Dµ = 3 and the obstacle density is high.

Because of such substantial benefits on throughput performance, it

might be worth adopting HTMR despite its added complexity.
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Figure 11: SBP for PLLR and HTMR with different Dµ .

5.3 Hop-constraint effects

Our problem formulation assumes that each eligible backup path se-

lected for a specific backhaul path should satisfy a hop-number con-

straint, i.e., the total hops (including dedicated relays and relayed-

SBSs) along this path must be fewer than a hop-number threshold

H . Here we investigate how this H affects network survivability.

With the obstacle density λ = 1.2 · 10−4 and data demand at each

SBS of around 1 Gbps, Fig. 12 shows that the BNS will increase asH

increases for all reconfiguration approaches except the LLR scheme.

This is because with largerH , more backup paths for each backhaul

path are put in the SS, which improves the network-level reconfig-

uration, but this has no effect on a purely link-level reconfiguration

approach. In addition, by increasing H , PLLR and HTMR can even

provide nearly 100% BNS, and NLR can also possibly provide bet-

ter blockage tolerance than LLR. However, a larger H results in

higher end-to-end latency and, therefore, this trade-off between

latency and robustness in the network would need to be carefully

considered with respect to application latency requirements.
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Figure 12: BNS comparisons with different schemes vs. con-

strained hop number H .

6 CONCLUSION

In this paper, we considered the problem of survivability inmmWave

backhaul networks, where a single A-BS serves as a gateway for

a number of SBSs and relays deployed along urban streets. In

such a scenario, joint link-level and network-level reconfigura-

tion schemes are proposed to overcome blockage and failure effects.

These schemes combine relay path reconfiguration with alternate

backup paths for fast path recovery. Through simulation results, the

performance of proposed schemes is shown to be always superior

to purely link-level/network-level reconfiguration schemes. The

approaches can provide a substantial improvement in backhaul

network survivability, and also maintain backhaul throughputs,

achieving the Gbps data demand for each SBS even in the presence

of multiple blockages/failures. Future research will focus on path

recovery in other network topologies of urban environments.
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