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Abstract—DNA fingerprinting can offer remarkable benefits,
especially for point-of-care diagnostics, information forensics,
and analysis. However, the pressure to drive down costs is
likely to lead to cheap untrusted solutions and a multitude of
unprecedented risks. These risks will especially emerge at the
frontier between the cyberspace and DNA biology. To address
these risks, we perform a forensic-security assessment of a typical
DNA-fingerprinting flow. We demonstrate, for the first time,
benchtop analysis of biochemical-level vulnerabilities in flows that
are based on a standard quantification assay known as polymerase
chain reaction (PCR). After identifying potential vulnerabilities,
we realize attacks using benchtop techniques to demonstrate their
catastrophic impact on the outcome of the DNA fingerprinting.
We also propose a countermeasure, in which DNA samples are
each uniquely barcoded (using synthesized DNA molecules) in
advance of PCR analysis, thus demonstrating the feasibility of our
approach using benchtop techniques. We discuss how molecular
barcoding could be utilized within a cyber-biological framework
to improve DNA-fingerprinting security against a wide range
of threats, including sample forgery. We also present a security
analysis of the DNA barcoding mechanism from a molecular
biology perspective.

I. INTRODUCTION

DNA fingerprinting—the use of DNA profiling techniques
for the identification of individuals—has had a dramatic im-
pact in the court of law, intelligence-gathering, and counter-
intelligence applications since its introduction in 1985 [1],
[2], [3]. Over the years, DNA fingerprinting technologies have
grown in sophistication to allow analysis on minute samples
of DNA while recent advances in cyber-physical system (CPS)
laboratory technologies, e.g., microfluidics-based assays, have
promised to streamline and optimize the processing of DNA
samples [4], [5], [6]. These advances have revolutionized not
only information forensics but also DNA-processing flows
in point-of-care clinical diagnostics, pathogen detection, and
cancer research [7], [8].

The increasing complexity of contemporary DNA-
fingerprinting flows has blurred the frontier between the
cyber-space (computer-based or human-based control)
and biology. Recent studies suggest that interactions
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across these spaces raise unprecedented security concerns,
which create a whole new category of threats known as
cyberbiosecurity threats [9]. In light of several instances of
diverse cyberbiosecurity threats that have been discovered in
recent years [10], [11], [12], it is imperative that the trust
placed in DNA-fingerprinting flows—especially in information
forensics laboratories—be thoroughly investigated.

Typical DNA-Fingerprinting Flow. In a traditional forensic
DNA-fingerprinting flow, a sample (e.g., blood cells) is first
collected, then DNA is extracted, amplified, detected, and ei-
ther stored or destroyed [5]. The process of DNA amplification
and quantification is performed using the polymerase chain
reaction (PCR) assay [13]. The flow steps, shown in Figure 1,
must be performed at a specially equipped forensics laboratory.
According to a report presented in 2009, the regulation of
forensics laboratories in the United States is fragmented, with
only a handful of states requiring accreditation for DNA
forensics [14]. Although a number of initiatives have been
taken in the United States to strengthen forensic science [15],
in 2019, not all states require accreditation for DNA foren-
sics [16]. Even with accreditation and government oversight,
cyberbiosecurity risks with the DNA forensics process have
been identified, such as interception of shipments to compro-
mise collected samples, tampering with computer-controlled
processes to introduce stealthy discrepancies between the
physical parameters of the process and the reported data,
and altering secret bioinformatics databases to produce a
misleading result [11], [17]. Motivations are varied and may
include the obstruction of justice, activism, or sabotage of a
biotechnology corporation, resulting in catastrophic financial
and social impacts. Hence, the cyberbiosecurity risks of DNA
fingerprinting need to be mitigated to prevent such activities.
Cyberbiosecurity Risks in DNA Fingerprinting. There
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Fig. 1: Steps in a typical DNA-fingerprinting flow based on the PCR
assay.
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Fig. 2: A typical DNA-fingerprinting flow and related cyberbiosecu-
rity threats.

is a broad set of the cyberbiosecurity threats in a DNA-
fingerprinting flow, classified based on where an attack can
take place within the flow of information. Based on the similar
and clearly differentiated steps in typical DNA-fingerprinting
flows, we identify three spaces: the cyber space, the biological
space, and the physical space. Note that we separate the
biological space and the physical space. The first example
of a DNA-fingerprinting flow is shown in Fig. 1 where the
flow steps can broadly be grouped into two main tasks: (1)
biochemical processing, i.e., sample preparation and amplifica-
tion, and (2) substrate detection and biosensing (sometimes re-
ferred to as DNA separation). Most DNA-fingerprinting flows
utilize common assay procedures for biochemical processing,
i.e., DNA extraction, purification, and PCR amplification.
However, the task of substrate detection can vary among
different flows, where different “sophisticated” physics-based
methodologies and biosensing techniques are employed, and
the goal is to achieve the highest detection throughput, accu-
racy, and speed. Examples of detection methodologies include
benchtop techniques for gel electrophoresis [18] (described in
this paper) and capillary electrophoresis [19], and also minia-
turized techniques that use on-chip fluorescence sensors [20].
Our research suggests that the cyberbiosecurity threats can be
classified into four main categories (see Figure 2): evidence-
level threats, assay-level threats, cyber-physical system (CPS)-
level threats, and software-level threats.

(1) Evidence-level Threats: Attacks on the integrity of DNA
fingerprinting can occur even before DNA analysis begins. An
attacker can tamper with the sample or the sample ID during
sample packaging and shipping. DNA-fingerprinting flows
assume that the samples under investigation were collected,
labelled, and shipped in a trustworthy manner. That is, the

samples have not been contaminated or were not exposed
to environmental conditions that would lead to fouling of
the samples or alteration in its intrinsic biological behavior.
In a more adversarial setting, trust in the sample collection
requires that the samples were neither deliberately replaced
by a malicious actor nor tampered with harmful reagents.
This trust assumption has been shown to be invalid [21]. The
work in [22] also showed that by replacing biological cells
in samples, a new form of bioterrorism can be introduced to
Bio-NanoThings communication networks.
(2) Assay-Level Threats: Once the DNA samples are collected
and shipped to a forensics laboratory, they must be processed
and analyzed for comparison with reference samples or a
DNA library. The instructions for carrying out the processing
are specified as an assay that instructs when samples are
mixed with reagents, heated, or split to obtain a desired result,
such as in the PCR used for DNA amplification (Figure 2).
Tampering with the assay can destroy precious samples that
may be impossible to re-collect, or can lead to misleading and
inconclusive results. Studies related to assay-level threats can
be found in [23], [24], [25].
(3) CPS-Level Threats: The support systems that surround
DNA fingerprinting are potential attack surfaces that must be
evaluated. Programmable robotic arms or microfluidic biochips
are supported by computer-based controllers and sensor feed-
back [26]. The signals transmitted from the controllers to
the laboratory devices are vulnerable to attacks. The results
obtained from integrated sensors—if any—must be transmit-
ted electronically; they could potentially be tampered with.
Detailed studies on security implications of CPS-level threats,
especially in cyber-physical microfluidic laboratory-on-chip
systems, have been reported [27], [28], [29].
(4) Software-Level Threats: Using the detection results,
quantitative-analysis methods are used to identify genetic
variants, e.g., phenotypes, compared with the genetic profiles
of a large number of individuals. Most of these computational
methods require access to big genomic repositories, potentially
across several laboratories or sites, to improve the power
of DNA-fingerprinting studies. However, Trojan attacks have
hindered these large-scale studies by discouraging individu-
als and authorized laboratories from sharing their genomic
data [30], [31]. Researchers have counteracted the impacts of
such attacks by adapting modern cryptography mechanisms
such as secure multiparty computation to large-scale genome-
wide fingerprinting platforms [32].
Guidelines for Evidence-level Security. Security assessment
of evidence-level threats has not gained attention despite
their potential impacts on the end result. Study of these
threats has thus far been considered only within cell-free
DNA frameworks, e.g., DNA-sequencing frameworks [12]. In
applications such as clinical diagnostics or forensic sciences,
DNA samples can be obtained only after: (1) relevant human
cells are collected, shipped, and processed, and (2) specific
primer and control reagents are prepared (see Figure 2). The
security implications of this early process has been overlooked,
raising concerns about the effectiveness of the current cyber-
biosecurity model.

As an example of a evidence-level threat, an attacker can fal-
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sify blood and saliva samples containing DNA from a person
other than the donor of these fluids [33]. Forged evidence can
be realized using a strand of hair or drinking cup used by the
target person. Forged DNA can then be extracted, amplified,
and planted within the collected samples. The attacker may
be either an intruder or a malicious technician in the forensics
laboratory, and the attack does not require detailed knowledge
of the forensic analysis platform.

To prevent this attack, crime-scene investigators can use

utilities to securely “barcode” the collected evidence cells.
In the barcoding routine, evidence cells are supplemented
with specially designed DNA molecules. These molecules
do not change the properties of the evidence cells, but they
allow the evidence cells to have unique DNA signatures at
specific regions of the DNA. These barcodes are assumed to be
generated from a probabilistic distribution whose parameters
are known to only authenticated persons at the front-end
(molecular barcodes generation) and the back-end (decipher-
ing barcoded samples at the forensics laboratory). A cyber-
level key management scheme is also required to control the
interactions among the participating parties.
Paper Contributions. Our research is the first attempt to
consider evidence-level security implications of the DNA-
fingerprinting flows. The key contributions of this paper are
as follows.

We demonstrate a benchtop experimental study that in-
vestigates evidence-level threats associated with DNA
fingerprinting. We present a real-life demonstration of
attacks along with the resulting outcomes.

We introduce molecular barcoding to secure collected
samples against evidence-level attacks.

We describe a multi-space security framework that in-
cludes DNA barcoding (biological space) and data en-
cryption (cyber space) to improve the security of DNA
fingerprinting.

We demonstrate a benchtop experimental study that im-
plements the barcoding mechanism.

We provide a security analysis for the multi-space secu-
rity framework from a molecular biology perspective.

II. BACKGROUND

In this section, we present an overview of biological and
chemical processes related to DNA fingerprinting, in order
to properly contextualize the central proposition of DNA
barcoding.

A. DNA

Deoxyribonucleic acid (DNA) is a molecule that represents
the genetic material in all living organisms. It is composed
of a chain of structures known as nucleotides (also known as
bases) whose order forms the identity of a DNA sequence.
Each nucleotide can be one of four structures: adenine (A),
cytosine (C), guanine (G), and thymine (T). This sequence
forms a single-stranded DNA (ssDNA) that is chemically
bonded with another complementary ssDNA to form a double-
stranded DNA (dsDNA), which has a double helix structure.
Figure 3 shows a linear representation of a dsDNA structure,
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Fig. 3: A linear representation of ssDNA and dsDNA.

which is comprised of base (nucleotide) pairs. Often, dsDNA
is just referred to as DNA for short.

B. DNA Fingerprinting and PCR

DNA fingerprinting is a laboratory method that is applied
to collected cells to characterize an individual DNA sample
either by size or specific nucleotides (A, C, G, or T). Most
often, genomic regions of interest are targeted for analysis
by either PCR or DNA sequencing. PCR is widely used and
it enables information-forensics analysts to make numerous
copies of isolated dsDNA molecules. A unique feature of PCR
is that only dsDNA containing target sequence, referred to
as an amplicon, are copied (“amplified”), with the aid of a
specific set of chemical reagents as well as precisely controlled
thermal cycling [34]. During amplification, the two strands
(chains) of dsDNA are thermally separated. Next, under a
lower temperature, each single strand is allowed to re-attach
(anneal) to specially synthesized primers that have comple-
mentary nucleotide sequences. A DNA polymerase enzyme
then extends the primer sequence by filling in the remainder of
the complementary nucleotides, thus, constructing new copies
of a target dsDNA. By repeating this process (i.e., thermal
cycling and primer re-attachment), we can generate thousands
of new copies of an amplicon.

Post DNA amplification, biophysical features, e.g., molecu-
lar weight, of these amplicons can be measured and the results
can be used to distinguish between samples. Considering the
forensic security of DNA-fingerprinting flows, these biophys-
ical features can be key enablers for detecting evidence-level
attacks or even securing these flows against such attacks, as
discussed later in Section III.

C. DNA Preparation and Amplification

For each type of collected samples/cells, purified DNA is
isolated to start DNA-fingerprinting experiments using PCR.
PCR typically requires the preparation of three reactions and
processing them in parallel through DNA amplification (Fig-
ure 1). One reaction represents PCR processing of the sample
under investigation (SUI). A second reaction represents a
reference positive control (PC), which is expected to produce
visible amplicons at the end of the reaction. A third reaction
represents a reference negative control (NC), which should
not show any amplicons in the reaction result. PC is used to
examine the efficiency of the reagents and the PCR procedure,
whereas NC is used for calibration and for detecting carryover
contamination. If amplicons are observed from the SUI reac-
tion, then it is concluded that the given sample belongs to a
cluster of sample types that exhibit biological activity at the
locus of this particular amplicon. Likewise, if no amplicons
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Fig. 4: Measurement of DNA amplification using gel electrophoresis.

are observed, i.e., similar to the NC pathway, then the sample
belongs to a different cluster. Obviously, both PC and NC
play a key role in the determination of the sample identity;
therefore, they must be processed carefully.

D. DNA-Fingerprinting Measurement

Agarose gel electrophoresis is a routinely used method for
separating protein or DNA molecules based on their molecular
weight, which is proportional to the size of DNA strands [18].
Hence, PCR products (amplicons) are size-separated by the aid
of an electric field where negatively charged DNA molecules
migrate toward an anode (positive) pole. The shorter the
amplicon (i.e., the lower the molecular weight), the further the
sample will reach on the gel. Figure 4 shows the outcome of
gel electrophoresis for four samples used in our study. Samples

and are samples that exhibit amplicon generation
through DNA amplification and the target amplicons contain
a large number of base pairs (bp). Hence, the molecular-
weight size markers (shown as white bands and named “DNA
bands”) associated with these samples indicate that a short
distance () has been migrated. Sample  also exhibits DNA
amplification, but the resulting amplicons contain a smaller
number of base pairs‘. Therefore, the DNA band associated
with indicates that  has travelled a longer distance; see

. Sample  represents an NC pathway and it does not show
a white band since no DNA amplification has occurred.

The process of DNA amplification is precise and it is
sensitive to any modifications applied to the DNA-preparation
process [35]. Therefore, the results we obtain from agarose gel
electrophoresis can be analyzed to capture potential attacks on
DNA-fingerprinting flows.

III. EVIDENCE-LEVEL ATTACK MODELS

As described in Section I, DNA-preparation steps for PCR
can be regarded as potential attack surfaces that can be
exploited by a malicious adversary, who may be interested,
for example, in tampering with the final results of a DNA
analysis and information forensics. The tampering can result
in the complete destruction of evidence (the true DNA-
amplification profile), or modification of evidence such that it
produces a misleading result. To demonstrate this capability,
we carried out a benchtop experiment that executed DNA-
amplification analysis on 6 different types of samples. Using

'A gene mutant with a smaller number of base pairs can be created from
another by enabling enzymatic gene deletion.

these 6 samples, 4 parallel runs of DNA fingerprinting using
PCR amplification were performed. The first run represents
the golden, i.e., mainstream, implementation of the protocol,
where all the protocol settings are adjusted normally. The
remaining three runs represent malicious implementation of
PCR, where DNA preparation was deliberately altered. We
“simulated” three evidence-level attacks to demonstrate the
following malicious behavior:

Attack 1: An attack that causes all collected samples to
maliciously report equivalent positive signals for DNA
amplification; therefore, concealing the identity of the
collected samples. We refer to this attack as positive
denial-of-service (PDoS) attack.

Attack 2: This attack causes all samples to maliciously
report a negative value of DNA amplification (i.e., no
DNA amplification occurs). This damages all the col-
lected samples. We refer to this attack as negative denial-
of-service (NDoS) attack.

Attack 3: An attack that replaces or switches samples.
This attack is sample forgery.

Attack 1 and Attack 2 completely destroy the evidence,
whereas Attack 3 alters the evidence. Details of the benchtop
experiment are presented below.

A. Benchtop Realization of Evidence-Level Attacks

We first describe the experiment setup for the 4 parallel
PCR runs. Next, we explain the steps we used to implement
the golden and the malicious DNA-fingerprinting processes.
Figure 5 summarizes the steps described in this section and it
aligns with the generic flow depicted in Figure 1.
Experiment Setup and Sample/Reagent Preparation. Hav-
ing collected target DNA samples (Figure 5(a)), our imple-
mentation of a PCR run has three main steps: (1) sample
and reagent preparation (Figure 5(b-c)); (2) PCR thermal-
cycling and amplification (Figure 5(d)); (3) analysis using gel
electrophoresis (Figure 5(e-f)). Hence, we first isolated DNA
from the 6 DNA samples (via cell lysis and purification).
Second, for each PCR run, we prepared a PCR mixture tube,
also known as a master mix, that consists of 36 L of buffer,
18 L of deoxynucleotides (ANTPs), 36 L of primers, 7.2 L
of MgCL , 82.8 L of H O, and 3 L of the Taq polymerase.
Each quantity was pipetted carefully into the tube. Since our
experiment has 4 parallel PCR runs, we prepared 4 PCR master
mixes, as shown in Figure 5(b). Finally, to ensure complete
diffusion of PCR reagents, PCR tubes were spun using a
micro-centrifuge.

Golden vs. Malicious PCR. The 4 master mixes were clean
and were prepared using the same quantities of reagents. To
demonstrate the attacks described earlier, we altered the con-
tents of master mix 2 to reflect Attack 1 (PDoS). To implement
PDoS, we added a small quantity of PC (ura4+) to master
mix 2. We altered master mix 3 to refect Attack 2 (NDoS).
We implemented NDoS by adding ethylenediaminetetraacetic
acid (EDTA) to master mix 3. Master mixes 1 and 4 were
kept clean to implement the golden reactions and to implement
Attack 3 (sample forgery), respectively”. The positive control

2Sample-forgery attacks do not require alteration to the master mix.
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measurement of DNA fingerprints using gel electrophoresis.

(urad4+) is an endogenous gene that was previously selected
as a region of interest of the genome. The negative control
(EDTA) is a chelating agent that renders the Taq polymerase,
which is necessary for DNA synthesis in the PCR reactions,
inactive.

Next, we prepared a PCR plate that included all the chem-
icals needed for the 4 parallel runs as shown in Figure 5(c).
We divided a set of empty tubes into 4 rows, where each row
has 8 tubes. The reason for including 8 tubes (and not 6 tubes
associated with the 6 DNA samples) was that two additional
tubes per row were needed for PC and NC, as described in
Section II.

The tubes in the first row on the plate (Figure 5(c)) were
used for chemical reactions associated with the golden PCR
assay. We pipetted 20 L of PCR reagent in each tube. We
added 1 L of crude extract of each DNA sample to a separate
tube, starting from tube #3 and ending at tube #8. To include a
reference positive control (PC) and a reference negative control
(NC) in the reaction, we pipetted 1 L of distilled water (an
NC solution that does not contain DNA) into tube #1 and 1

L of ura4+ (a PC solution that is known to have the DNA of
interest) into tube #2—we use tubes #1 and #2 for referencing.
We repeated these steps to fill in the tubes in the second and
the third rows. For the tubes of the second and third rows,
we used master mixes 2 and 3. The tubes in the fourth row
were filled with DNA samples that were randomly selected,
triggering sample forgery.

After filling in all the tubes on the PCR plate, the tubes
were sealed, placed in a balanced micro-centrifuge, and spun
for a few seconds. Immediately after the spin, we placed
the reaction tubes in the thermal cycler (Figure 5(d)), which
had been programmed to perform DNA amplification by
continuously raising and lowering the temperature of the PCR-
plate content in discrete, pre-programmed steps. After the PCR
program is finished, we transferred the PCR-plate contents
into the gel electrophoresis apparatus, allowing the chemical
solutions to migrate over the gel with the aid of an electric
field; Figure 5(e) shows the transfer of samples into the
gel.

The gel was divided into four sections, and each section was

loaded with samples from a certain row of tubes on the PCR
plates. This approach allowed us to compare the outcomes of
all the PCR runs. Also, in each section, we pipetted a specific
chemical reagent, known as DNA ladder, which has fragments
of DNA of different sizes, allowing us to benchmark the results
of the PCR-related chemical solutions. Gel electrophoresis
was run for an hour, then the gel block was transferred to
a chamber that contains a source of UV light in order to
visualize the DNA bands. Figure 5(f) shows a view of the
gel after the electrophoresis process, viewing the migration of
different PCR products.

B. Interpretation of Reaction Results

Figure 6 shows the results obtained by gel electrophoresis.
The DNA-ladder plot has four regions: (1) the top-left region
(Region 1) contains the DNA bands associated with the golden
PCR reaction; (2) the top-right region (Region 2) represents
the DNA bands based on Attack 1 (PDoS); (3) the bottom-left
region (Region 3) shows the DNA bands for Attack 2 (NDoS);
(4) the bottom-right region (Region 4) contains the DNA bands
based on Attack 3 (sample switching). In all these sections,
the result of the benchmark (the DNA ladder) is located at the
leftmost column (column 1).

By analyzing Region 1 (trusted reaction), we observe that
column 2 does not show any DNA bands; this result is
expected since this column is associated with the NC tube
where DNA amplification does not occur. In contrast, column 3
shows a DNA band, capturing the effect of DNA amplification
within the PC tube. The remaining columns show various
results of DNA amplification, depending on whether the target
gene expresses at the target amplicon locus and also the length
of the amplicon (number of base pairs). The DNA samples
represented by columns 4 and 8 exhibit DNA amplification
and they have amplicon mutants that are longer (contain more
base pairs) compared to those in the DNA samples represented
by columns 5 and 9.

In Region 2, we observe that all the columns exhibit the
same high DNA-amplification profile, indicating that all the
samples were deliberately manipulated to express the target
gene. This behavior shows the impact of maliciously adding
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Fig. 6: Gel-electrophoresis results of the four DNA-fingerprinting
runs (Region 1: golden DNA fingerprinting; Regions 2-4: malicious
DNA fingerprinting).

PC reagent to all samples, causing a PDoS attack. This result
is invalid especially because a white-band signal appears at
column 1, which is supposed to suppress amplicons generation
for the NC. As a result, this result cannot be used by an
information forensics lab to distinguish DNA samples.

Similarly, in Region 3, no DNA amplification is reported at
all samples since no DNA bands exist. This result indicates
that all the samples, including the reference PC sample at
column 3, were tampered with to suppress the expression of
the target amplicons, causing NDoS attack. This result is also
invalid and cannot be used to distinguish DNA samples. Note
that both PDoS and NDoS attacks can be easily detected.

Finally, the different DNA bands observed in Region 4 indi-
cate that no PDoS or NDoS attacks were launched. However,
the profile of DNA bands shown in Region 4 is different from
that of Region 1, indicating that DNA samples were likely
switched or replaced with other samples, i.e., subjected to a
sample-forgery attack. Note that this attack is hard to detect
unless the switching action impacted either the PC or the
NC samples, causing abnormal behavior at either column. For
instance, in column 1 of Region 4, we observe a DNA band,
meaning that DNA amplification has occurred. Since column
1 is associated with the NC sample, which is supposed to sup-
press DNA amplification, this observation is sufficient to prove
that either the NC sample was tampered with/contaminated or
the samples (including NC) have been switched.

In practice, Attack 3 (sample forgery) can be stealthy and
hard to observe, especially if the attacker is aware of the
locations of the NC and PC samples. Therefore, in Section IV,
we present a benchtop study that provides an efficient counter-
measure technique against Attack 3 based on DNA barcoding.

IV. DEFENSE AGAINST SAMPLE-FORGERY THREATS

In this section, we describe our approach for preventing
sample-forgery attacks.

A. Molecular Barcoding of DNA Samples

We propose a defense that is inspired by a technique from
microbiology called DNA barcoding [36]. DNA barcoding

helps identify a sample similar to the optical identification
of an object using a machine-readable barcode. Each sample
is assigned one or a set of unique DNA barcodes that can
be used to confirm the identity of the sample during down-
stream DNA-fingerprinting analysis. This technique can be
implemented in the field (by collectors) and be applied once
the cells are collected. Barcoded cells are shipped to an
information forensics laboratory for regular PCR analysis.

At the information forensics laboratory, the embedded DNA
barcode has to be amplified first then compared with a database
to ensure that no sample-forgery attacks has occurred’. If the
sequenced barcode matches the database, then the sample is
considered genuine and it can be analyzed. On the other hand,
if no barcode or an incorrect barcode is detected, then the asso-
ciated sample is likely false and it has to be discarded. Figure 7
explains the above strategy using a schematic representation.

It is evident that molecular barcoding functions as a form of
side-channel fingerprinting, which ensures that only genuine
(trusted) samples can be used. The key principle that enables
this security scheme is that each DNA barcode is initially
designed with a unique sequence of nucleotides whose order
forms the identity of a barcode. Recall from Section II that
each nucleotide (or base) can be one of the following four
options: adenine (A), cytosine (C), guanine (G), and thymine
(T). This sequence forms a single-stranded DNA (ssDNA) that
is chemically paired with another complementary ssDNA to
form a double-stranded DNA (dsDNA).

Hence, to design a barcode of length L; bp, the number
of possible dsDNA structures n4s is slightly lower than 4%¢,
if we exclude unrealistic combinations such as AAAAA.... If
Ly = 280 bp, which is a typical length of a small barcode, then
ngs ~ 3.773962 x 1098, Since each barcode has a specific
nucleotide sequence, the barcode can be sequenced or detected
(using PCR) at the down stream only using two specific
primers (forward and reverse primers) that are tightly coupled
with the nucleotide sequence. Hence, the number of primers
is 2 x 4Lemr where Ly, is the primer length (L, = 21 in
our experiment). This large number ensures that launching a
brute-force attack with the intent of identifying the sequence
of a used barcode is impractical.

By analyzing the above characteristics of the molecular
barcoding, we observe that the proposed biochemical routine
can function as an effective defense mechanism only if the

following conditions are satisfied:
1) Each barcode has a unique sequence of nucleotides, and

so do the associated primers.

2) Only authorized collectors are allowed to barcode the
samples. Only authorized analyzers can sequence/detect
the barcodes before conducting DNA fingerprinting.

3) All the information related to the barcodes is transmitted

securely between the collectors and analyzers.
A major challenge in the above conditions is that they apply

to different spaces (cyber/information and biology spaces)
and also different physical locations (field and forensics lab-
oratory), putting the integrity of the molecular barcoding at
risk. Hence, the routine for molecular barcoding needs to be

3Sample forgery can be performed by a man-in-the-middle (MITM) attacker
who secretly relays and possibly alters transferred samples.
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Fig. 7: Details of the multi-space security scheme.

coordinated with techniques for cyber-level security in order
to enhance the integrity of the proposed defense. Such a
coordination leads to a multi-space defense mechanism.

B. Multi-Space Defense Scheme

Figure 7 explains the steps in the proposed multi-space
defense against sample-forgery. In the first step, a trusted party
designs a set of barcodes with varying lengths and develops
barcode-specific primers. These barcodes and the associated
primers are registered in a secure database along with their
secret identification numbers. Only authenticated users and
collectors have access to this database.

Each of these classes has only a specific view of the
database. In the second step, authenticated collectors obtain
the barcodes and their associated secret identification num-
bers, whereas authenticated analyzers receive primers and
their secret identification numbers. The identification of a
barcode-specific primer must match the identification of the
barcode. Also, such authenticated users are not required to
have detailed knowledge of the barcoding sequences. The
interactions described thus far, denoted by A and B in Figure 7,
ensure that collectors and analyzers are individually trusted.
Therefore, the process of molecular barcoding and detection
can be trustworthy.

While collectors and analyzers can work independently off
of the secret information and material obtained from the
trusted party, they still need to interact because barcoded
samples are prepared by collectors in-field and are delivered to
analyzers in information forensics laboratories. A significant
advantage of the proposed defense is that both types of users
can interact securely and semi-anonymously. Therefore, in
the third step, a collector communicates with an analyzer by
sending two types of material: (1) a barcoded DNA sample
(biological material), which encapsulates a secret molecular
barcode obtained from the trusted party; (2) a public key-
encrypted message (information material), denoted by C in
Figure 7, which includes secret information about the barcode
and the sample identification numbers. The use of public-

key cryptography [37] ensures that analyzers can decrypt the
message, using a private key, select the right type of primers
based on the received identification message, and then perform
barcode identification using PCR, as described in Section II.
After completing the identification routine, the analyzer can
verify the genuineness of all collected DNA samples.

This scheme does not prevent an adversary from intercept-
ing an encrypted message and replacing it with an encrypted
false message4. However, such an action is intrusive and is
easy to detect since the end analyzer will not be able to
identify the barcode, and the sample will eventually be dis-
carded. Nevertheless, to avoid such a scenario, an end-to-end
encryption protocol can be adopted to prevent eavesdroppers
from accessing the encrypted message [38], [39].

By analyzing the above scheme along with the conditions
described in the previous subsection, we show that this scheme
can satisfy all the conditions.

V. BENCHTOP DEMONSTRATION AND ANALYSIS OF
MOLECULAR BARCODING

In this section, we present our benchtop study implementing
molecular barcoding for two DNA samples to demonstrate the
effectiveness of the defense.

A. Specifications of Molecular Barcodes

Each sample is associated with a specific molecular barcode
that has unique genomic characteristics (nucleotide sequence
and fragment size). In our study, we use two molecular
barcodes (gBlocks® Gene Fragments from Integrated DNA
Technologies). The first barcode, denoted by BARI, has 280
bp, and the second barcode, denoted by BAR2, has 190
bp. Table I shows the nucleotide sequence for BAR1 and
BAR?2. The difference in fragment size allows us to distinguish
barcodes downstream after DNA amplification (Figure 4).

Each barcode is associated with two specific primers that
are designed to anneal to a specific region in the barcode;
one primer is designed to anneal at the 5’-end, called forward
primer. The other primer, called reverse primer, is designed
to anneal at the 3’-end of the barcode segment. The forward
and reverse primers of BARI1 are denoted by BARIF and
BARIR, respectively. The forward and reverse primers of
BAR?2 are denoted by BAR2F and BARIR, respectively. The
nucleotide sequence information for BARIF, BARIR, BAR2F,
and BAR2R are shown in Table I.

B. Identification of Barcodes Using PCR

In order to detect the presence of a molecular barcode in a
sample, we use traditional PCR to count the number of bp us-
ing agarose gel electrophoresis, as described in Sections II-B-
II-D. By using the right type of primers in the PCR reaction,
the barcode is amplified, allowing us to verify its presence in
the associated reaction. Since BARI has a longer sequence
of bp compared to BAR2, we expect that BAR2 amplicons
migrate farther through the gel than BAR1 amplicons.

4A public key is known to everyone and it is tightly coupled with a private
key, which is only known to an analyzer.
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TABLE I: The sequence information for BAR1 and BAR2.

5" - CAG TCA CTA TGG CGT GCT GCT
AGC GCT ATA TGC GTT GAT GCA ATT
TCT ATG CGC ACC CGT TCT CGG AGC
ACT GTC CGA CCG CTT TGG CCG CCG
CCC AGT CCT GCT CGC TTC GCT ACT
TGG AGC CAC TAT CGA CTA CGC GAT
CAT GGC GAC CAC ACC CGT CCT GTG
GAT CCT CTA CGC CGG ACG CAT CGT
GGC CGG CAT CAC CGG CGC CAC AGG
TGC GGT TGC TGG CGC CTA TAT CGC
CGA CAT CAC CGA TGG GGA AGA TCG
GGC TCG CCA CTT CGG GCT C - 3’

5" - GAC ATG AAG CTT TAA ATC AAT
CTA AAG TAT ATA TGA GTA AAC TTG
GTC TGA CAG TTA CCA ATG CTT AAT
CAG TGA GGC ACC TAT CTC AGC GAT
CTG TCT ATT TCG TTC ATC CAT AGT
TGC CTG ACT CCC CGT CGT GTA GAT
AAC TAC GAT ACG GGA GGG CTT ACC
ATC TGG CCC CAG TGC TGC AAT GAT
A-3

BARIF | 5 - CGC TAT ATG CGT TGA TGC AA - 3’
BARIR | 5’ - AGA TGG TAA GCC CTC CCG TAT - 3’
BAR2F | 5° - TGC TTA ATC AGT GAG GCA CCT - 3’
BAR2R | 5’ - AGA TGG TAA GCC CTC CCG TAT - 3’

BARI1

BAR2

TABLE II: Description of PCR reactions designed in the barcc
experiment.

Reaction  Tube Sample Barcodes Primers
1 2 BARI1 BAR2 BARIF(R) BAR2I

1 (1:10)

1 2 (1:100)
3 (1:1000)
1 (1:10)

2 2 (1:100)
3 (1:1000)

3 1 (1:100) (1:100)
1

4 2 (1:100)
3 (1:100)
1

5 2 (1:100)
3 (1:100)
1

6 2 (1:100) (1:100)
3 (1:100) (1:100)
1

7 2 (1:100)
3 (1:100)

C. Experiment Procedure

The purpose of our experiment is twofold. First, we verify
that BARI and BAR2 exhibit different characteristics (frag-
ment size) that can be identified using gel electrophoresis.
We achieve this objective without using actual DNA samples,
i.e., only using barcodes. Second, we demonstrate that after
a sample is barcoded, the amplification of the DNA barcode
can occur only if the right primers are used in the reaction.
This important demonstration, despite its technical challenges,
confirms that molecular barcoding functions secure samples
against forgery.

Experiment Design: To achieve the above goals, the experi-
ment was designed by considering 7 parallel PCR reactions.
We describe these reactions and their associated objectives in
Table I and Table III, respectively.

Sample and Reagent Preparation: To start the experiment,
we first prepared the DNA samples, molecular barcodes, and
the reagents. We used two types of DNA samples, and they
were both grown in yeast media so that they could be presented
in the experiment in a liquid form (Figure 8(a)). Second, we

TABLE III: Objectives of PCR reactions.
Reaction Objective
1 Verify PCR amplification of BAR1 and BAR?2 at different
2 dilutions. Verify the difference in fragment size.
3 Verify the ability to use multiple “distinguishable” barcodes.
4

Verify that a barcode is not amplified if its specific primers
are not used (the template is a barcoded sample).

Verify that a barcode is amplified if its specific primers are
used (the template is a barcoded sample).

Verify that a barcode is amplified if its specific primers are
6 used even if they are used along with other primers (the
template is a barcoded sample).

Verify that a barcode is not amplified if the used primers are
not the right ones (the template is a barcoded sample).

Dilutions of BAR1

“90” + BAR2

A\ 2N AN

Master mixes 1-2 Master mixes 3-6

Fig. 9: Six tubes containing master mixes.

prepared the barcodes BAR1 and BAR2, shown in Figure 8(b),
by serial dilution for each barcode. The dilutions we obtained
for each barcode were 1:10, 1:100, and 1:1000 as shown in
Figure 8(c). Third, we prepared barcoded samples by spiking
the first DNA sample, labeled as 501, with BAR1 (1:100) and
the second DNA sample, labeled as 90, with BAR2 (1:100), as
shown in Figure 8(d). The diluted barcodes (Figure 8(c)) were
used to implement the first and second PCR reactions, and the
barcoded samples (Figure 8(d)) were used to implement the
remaining reactions. We added only barcodes in Reaction 1
to Reaction 3; we added samples as well as barcodes in
Reaction 4 to Reaction 7. We added sample-specific primers
in Reaction 4 to Reaction 7.

Next, for each PCR reaction, we prepared a PCR master
mix, which consists of primers (of DNA sample and/or bar-
codes), buffer, water, and Taq solution. The amounts of these
components were adjusted based on the requirements of each
PCR reaction. These components were pipetted into 6 master-
mix tubes, as shown in Figure 9. Note that Reaction 3 is similar
to Reaction 1 and Reaction 2, therefore no specific master mix
was designed for Reaction 3.

Having prepared the samples and PCR master mixes, we
loaded all the chemicals into 6 strips of empty tubes on a
PCR plate; see Figure 10(a). Each 8-tube strip was associated
with a PCR reaction, except the second strip which included
Reaction 2 and Reaction 3. In each strip, we only used three
out of eight tubes, as described in Table II.
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Fig. 11: Results of DNA amplification for the seven PCR reactions.

PCR Reaction and Gel Electrophoresis: Having filled in
the assigned tubes on the PCR plate, the tubes were closed
then spun for a few seconds using a micro-centrifuge. Next,
we placed the strips in the thermal cycler and started the
PCR reaction; see Figure 10(b). After the PCR program had
finished, we transferred the PCR-plate contents into the gel
electrophoresis apparatus, allowing the chemical solutions to
migrate over the gel with the aid of an electric field. Gel
electrophoresis was run for an hour, then the gel block was
moved to a UV to a chamber that contains a source of UV light
to visualize the DNA bands. Results interpretation is discussed
next.

D. Interpretation of Results

Figure 11 shows the results obtained by gel electrophoresis.
The plot is divided into 7 regions. Region 1 and Region 2
show the results of Reaction 1 and Reaction 2, respectively.
In other words, they are associated with the serial dilution for
BARI1 and BAR2, respectively. Region 3 shows the result for
a combined BAR1/BAR2 reaction, i.e., Reaction 3. The results
of Region 1, Region 2, and Region 3 are located at the top
row.

Furthermore, the results shown in Region 4, Region 5,
Region 6, and Region 7 (bottom row) are used to assess
the barcoding performance in the presence of DNA samples,

and they are associated with PCR Reaction 4, Reaction 5,
Reaction 6, and Reaction 7, respectively. Each one of these
regions contains 3 columns, where the leftmost column is
related to the reference negative control, the middle and the
rightmost columns are associated with DNA samples 501 and
90, respectively.

By comparing Region 1 and Region 2, we observe that the
bands in Region 2 are located at a further distance compared
with the bands in Region 1. This observation indicates that
both BAR1 amplicons and BAR2 amplicons can be distin-
guished because of their different sizes, even if they are both
included in a single tube (Region 3). The bands of BAR2 are
located at a further distance since BAR2 (190 bp) has a shorter
sequence of base pairs than BAR1 (280 bp).

The bands shown in Region 1, Region 2, and Region 3
are significantly bright, even after diluting the barcodes. This
indicates that the copy number of DNA fragments that exists
in BARI and BAR2, i.e., concentration, is significantly large.
This result raises questions concerning the optimization of the
copy numbers of a starting DNA sample and a molecular bar-
code when they co-exist in one tube. In other words, the DNA
samples 501 and 90 produce amplicons of length 400 700
bp, whereas BAR1 and BAR2 produce amplicons of length
190 280 bp. With such a difference in molecular weights, a
microliter volume of a DNA sample contains a lower copy
number than a microliter volume of a barcode. Hence, by
introducing an excessive number of barcode amplicons, the
yield of the sample amplicons is significantly reduced. This is
why we observe that the bands related to the sample amplicons
are faint, as shown in Region 4, or they completely vanish, as
shown in Regions 5-7. Discussion related to the optimization
of copy numbers is presented later in this section.

In Region 4, no barcode bands are observed even though
DNA barcodes were used in Reaction 4. This is because no
barcode-specific primers were used in the reaction. Similarly,
in Region 7, no barcodes are observed even though barcodes
and primers were used. This is because we deliberately added
the wrong primers—we used BAR1-specific primers when we
added BAR2 and vice versa. These results indicate that the
detection of a certain barcode is possible only if a specific set
of primers are used.

In contrast, in Region 5, we observe the bands related to
the barcodes as the right type of primers were used. In Region
6, we observe bands related to the barcodes since each tube
contained all types of primers; a DNA barcode will bind with
its specific primers during annealing.

Hence, despite the technical challenges related to the opti-
mization of amplicon copy numbers, the above results show
the effectiveness of the molecular-barcoding scheme in iden-
tifying samples and securing them against forgery. We carried
out additional benchtop studies, based on serial dilution, to
co-optimize DNA amplification for both DNA samples and
barcodes.

E. Co-Optimization of DNA Samples and Barcodes Using
Serial Dilution

To co-optimize DNA amplification for both DNA samples
and barcodes, we performed two PCR experiments for a
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Fig. 12: Results of serial-dilution experiments that investigate the co-

optimization of DNA amplification for DNA samples and molecular
barcodes.

10-fold serial dilution of a genomic DNA sample and the
barcodes BAR1 and BAR2. The goal of these experiments
was to determine the optimum concentrations of the DNA
sample and the barcodes such that the overall reaction yield is
improved. In the first experiment, we prepared a serial dilution
of BAR1 and BAR2 (similar to Reaction 1 and Reaction 2 in
the previous experiment) followed by DNA amplification and
gel-electrophoresis analysis. The outcome of this experiment
is shown in Figure 12(a). The optimal dilution factors for
BAR1 and BAR?2 that result in clear bands with reduced primer
dimers (noise) are 1:1000 and 1:10000, respectively.

Having determined the optimum dilution factors for the
molecular barcodes, we conducted a second PCR experiment
over a serial dilution of a multi-template setting, i.e., a DNA
sample barcoded with (1:1000) BAR1 or (1:10000) BAR?2.
The result obtained from gel electrophoresis after running this
experiment is shown in Figure 12(b). We observe that using
dilution factors of (1:100) or lower for the DNA sample may
degrade the sample yield, thus causing the bands associated
with the sample amplicons to vanish. As a result, to co-
optimize the DNA-amplification profile for the DNA sample
and barcodes based on the above setting, the following condi-
tions need to be fulfilled: (1) the volumes of the DNA sample
and the barcode used in the same PCR reaction are equal;
(2) by using (1:1000) BAR1 and (1:10000) BAR2, the DNA
sample should not be diluted lower than 1:10 in order to get
clear bands for both templates. This result is intuitive since the
size of the sample amplicons that we used in the experiments
is larger than the size of the barcode amplicons.

A different approach to co-optimize DNA amplification
for the barcoded samples is to fix the dilution factors for
both templates while examining the impact of using different
volumes of DNA sample and the barcode. However, this
approach is complex, and therefore, we did not consider it
in this study.

VI. SECURITY ANALYSIS

In the threat model described in Section IV, an adversary
can forge the sample when it is transferred from the collector
to the analyzer. When the multi-space security scheme is used,
it is difficult to forge samples during transit without being
detected by the analyzer. This is because, the attacker must
also forge the added barcodes. A forged barcode must satisfy
two constraints: (1) it must use the primers as those for the
legitimate barcode so that the forged barcode will be amplified
using PCR in the analysis. (2) The forged barcode must have
the same length as the legitimate barcode so that the gel-
electrophoresis results of the forged barcode are the same as
that of the legitimate barcode.

When the barcoded sample is transferred from the collector
to the analyzer, an attacker can obtain (1) the encrypted
message of the barcode, and (2) the biological sample that
contains the barcode and the DNA sample (see Figure 7).
One way the attacker can thwart the security scheme by
breaking into the encrypted message. However, the message
is encrypted using a standard public-key encryption algorithm
such as RSA or ECC? [41], [42]. Since RSA is widely used
and is a certified standard, e.g., IEEE P1316 [43], it is unlikely
that the attacker can gain information from the RSA encrypted
message.

Alternatively, the attacker may try to extract the barcode
information from the biological material. To do so, the initial
goal of the attacker is to guess the two primers of the barcode.
The attacker can run PCR using the barcoded sample as well as
the primers and then discover the length of the barcode. Here,
we consider two classes of attackers: (1) a novice attacker with
limited knowledge of biology, and (2) an attacker that is an
expert in genomics.

The novice attacker who is not an expert in biology may ran-
domly guess the sequence of the two primers. To successfully
guess the sequence of a primer, the attacker needs to guess
two factors: the primer length and the order of nucleotides.
Let , be the event that the attacker guesses the right primer
length and  be the event that the attacker guesses the right
nucleotide order. The probability ,,,, that an attacker can
successfully guess a primer is:

pmr P P (1)
Because the primer length ranges from 18 bp to 25 bp,
» _ —. Each primer is composed of four
different nucleotides. Thus, » — where is the
length of the primer, and ., —=r. In practice, the
attacker will follow a “sampling without replacement” strategy.
When the attacker fails to guess the primer in the first
attempts, the probability is adjusted to

pmr 3F20 L °

Because is between  and , the probability of ,,,, and
the probability of are negligible and similar. The
probability is always smaller than for

SRSA and ECC are vulnerable to quantum computer based attacks. In that
case, one can consider using quantum-resistant cryptography that is currently
being standardized by NIST [40]
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Fig. 13: The probability P,q as a function of the barcode length and
the plasmid size.

Example: In the experiment described in Section V, our
primers are  bp long. The probability that the attacker can
guess the two primers correctly is ..
An expert attacker, e.g., a biologist, may discover the bar-
code in a more sophisticated way. Since the security scheme is
used to secure the human genome, the attacker may infer that
the barcode design uses plasmid vectors that are widely used
in molecular biology®. There are three factors that the attacker
has to consider to guess the barcode. (1) The attacker needs
to pick the right plasmid vector. According to a non-profit
plasmid repository, there are over plasmid vectors
that molecular biologists use [44]. Let be the event
that the attacker picks the right plasmid vector. Therefore,
——. (2) The attacker needs to guess the length
of the barcode. A barcode can have — bp. The barcodes
must be small enough so that they can be easily amplified
using PCR on one hand and large enough to be visualized on
the agarose gel. Assuming that 4 is the event that the attacker
guesses the length of the barcode, b
(3) The attacker needs to choose the right segment from
the plasmid sequence. Let be the event that the attacker
chooses the right segment of a plasmid vector. Assuming that
the chosen plasmid sequence is of length ,;4 and the barcode
length is j, the probability b T o
As a result, the probability ;4 that the attacker discovers the
barcode is described as:

3+2x21 90 -

bd b b

2

pld b

Figure 13 shows the probability given plasmid length and
a barcode length. For ;4 , the probability is smaller
than
Example: In the experiment in Section V, we used a seg-
ment of bp from the plasmid vector pBR332. Therefore,
b —. The vector pBR332 was one of the first widely
used cloning vectors in molecular biology, and it is bp
long. Therefore, b —_—

SPlasmids are small DNA molecules that are physically separated from
chromosomal DNA in cells. The plasmid sequences are unique in a way such
that they are not found in human or mouse genomes.

TABLE IV: Probability that an attacker discovers a barcode that uses
a specific plasmid with a barcode length choice.

. Barcode Length (bp)
Plasmid 50 175 300
pUCI8 [ 216 x 10" [ 226 x 107" | 2.38 x 10~ ™
pBR322 | 1.32x 107! | 1.36 x 107!* | 1.40 x 107!
pTS36 | 7.33x 1072 | 745 x 1072 | 7.57 x 10712
pAA3l | 6.43 x 1072 | 6.52 x 1072 | 6.61 x 10~ *?
pBIN19 | 4.85 x 1072 | 4.91 x 107! | 4.96 x 102

The probability that the attacker can guess the barcode is
bd ——— — —— -

To examine how the forensic-security strength depends on
the plasmid choice and barcode length, we ran a simulation
based on several widely-used plasmid vectors, namely, pUC18,
pBR322, pTS36, pAA31, and pBIN19. The sequence of the
vectors can be found at the plasmid repository in [44]. The
lengths of the plasmid vectors range from bp to
bp. The probability that an attacker can discover a specific
barcode is obtained using Equation (2). The length of the
barcode is between bp and bp. Table IV shows the
simulation results. No matter what type of plasmid vector is
used to design the barcode, the probability that an attacker can
discover the barcode is less than

Note that in the threat model described in Sectlon IV, our
molecular barcoding does not embed the fingerprints of the
genuine sample in the barcode, i.e., it does not implement bio-
PUFs. The proposed scheme only helps in protecting genuine
samples but does not help in identifying forged ones. As shown
in Fig. 7, molecular barcoding relies on the fact that the secret
ID of the sample/barcode is transmitted via a trusted channel.

VII. DISCUSSION

In this section, we present comparison with prior work. We
also discuss the resilience of molecular barcoding against DNA
sequencing-based attacks. Next, we discuss how to optimize
molecular barcoding. Finally, we consider how the proposed
scheme can be used in today’s forensic workflows.

A. Comparison with Prior Work

An authentication assay has been proposed in information
forensics to distinguish between a human DNA sample and
DNA synthesized in the laboratory [45]. This work points out
that DNA with any desired genetic profile can be synthesized
in vitro and then used to replace the genuine DNA samples
collected from crime scenes [46], [47]. The experimental
results in [45] demonstrate that an authentication assay that
monitors the methylation state of a DNA sample can distin-
guish between a human DNA sample and DNA synthesized in
the laboratory. However, an authentication assay that monitors
DNA methylation is susceptible to the attack model described
in Section III. A stealthy attacker can replace (or swap) a
DNA sample collected at the crime scene with a DNA sample
isolated from an innocent person. Both DNA samples are
methylated and thus, the authentication assay will deem the
replacement sample to be authentic. Therefore, this defense
can only thwart a subset of the sample-forgery.

Our defense can defend against many threats, including the
attack described in [45]. When a PDoS attack is launched,
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All evidence-level attacks

Fig. 14: Comparison between the state-of-art defense and our
multi-space defense. The state-of-art defense can only detect lab-
synthesized DNA forgery [45]; whereas, our defense can thwart all
the attacks described in Section III.

the gel results will show an extra band when compared with
a normal case. Therefore, the analyzer can easily detect such
the attack. Similarly, when an NDoS attack is launched, the
analyzer will not be able to see the band associated with the
barcode in the gel results. Thus, the attack is detected. As
shown in the experiments in Section V, our defense can detect
the sample-forgery. Figure 14 shows the comparison between
the work in [45] and our defense.

B. Sequencing Attacks for Molecular Barcoding

Recent advances in sequencing technology, such as whole-
genome sequencing, have enabled scientists to sequence the
whole genome of a sample without any prior knowledge [48].
However, obtaining the sequence of a barcode, which is in the
mixture of crime-scene samples, may be impractical because
the sequencing technique is time-consuming and expensive.
Consider that, in order to obtain a barcode sequence, an
attacker employs advanced sequencing technology on the
solution acquired from the field (which contains the added bar-
code). This technology first breaks the sample genome as well
as the barcode into small fragments, where each fragment has

bps. Note that the genome of a human is approximately
three billion bps. After sequencing, the attacker acquires
the sequences of millions of fragments corresponding to the
sample and the barcode. Therefore, the challenge of acquiring
the barcode sequence lies in identifying the fragments from the
barcode and assembling the fragments (in the right order) as
the human genome and the barcode. Although it is technically
possible for an expert in genomics with powerful software
tools to understand the barcode sequence, the overall process
is time-consuming and expensive. According to a report from
NIH [49], the cost of sequencing the whole genome of a
human is approximately $1,000 (USD) in 2019. To further
increase the security strength of molecular barcoding, we can
add more than one barcode in various lengths in the sample.
After the advanced sequencing, the barcodes are cut into
several fragments. Therefore, in order to discover the barcode
sequences, the attacker first needs to reveal the number of
barcodes used in the sample and the length of each barcode.
As aresult, it is impractical for an attacker to use this advanced
sequencing technology to discover the barcodes.

C. Optimization for Molecular Barcoding

Molecular barcoding is a powerful technique that allows
scientists to authenticate DNA samples in vivo even before
genomic analysis starts. A major advantage of this technique

is that designing robust molecular barcodes and relevant DNA
primers that amplify them is easy. By using PCR, DNA
primers anneal specifically to the barcode template based on
its inherent DNA sequence and annealing temperatures. Thus,
features of the barcode and paired primers can be optimized to
improve forensic security. Our benchtop experiments showed
that primer annealing depends on the barcode sequence and
primer length, and any mismatches in these variables will
reflect in the final result. This feature makes the barcoding
immune to stealthy attacks, which maliciously change either
environmental conditions of the barcoding or the genomic
characteristics of the collected DNA sample, but without
causing a denial of service.

Our benchtop results (Section V-E) showed that the mul-
tiplexing of these barcodes with isolated DNA samples may
require systematic optimizations for some experimental set-
tings to avoid interference of signals. This is due to the fact
that optimum conditions for barcode detection using the PCR
technique depend on the barcode/primer pair, as we did not
observe robust amplicon signals for both the barcode and
the genomic target in a single PCR reaction. Our ongoing
research is focused on developing an optimization framework
that adapts the experimental settings based on the barcode
specifications. These settings include variables such as the
optimal concentration values for the DNA sample and the
barcode, and the annealing temperature profile of the PCR.
This optimization framework will open the door for developing
an automated, trustworthy DNA-fingerprinting system using
microfluidics.

D. Integration in Today’s Forensic Workflows

We consider two possible ways in which we can add the
barcodes to the samples collected from a crime scene in
forensic workflow. One possible way is that sample tubes have
been pre-loaded with a barcode solution. The sample tubes
are taken into the field, and then the crime-scene evidence is
added directly to the tube with a sterilized swab. Alternatively,
collection tubes could be prepared with lyophilized barcode(s),
which would increase the stability of the barcode while in the
field [50].

In this paper, we validated the presence/absence of added
barcodes using gel electrophoresis. Our benchtop approach
is meant to be simple and easy to understand and replicate,
especially for security experts. The implemented concepts
can be easily mapped to different technologies, e.g., gel
electrophoresis, capillary electrophoresis (CE), or DNA se-
quencing, while maintaining the same security measures. As
shown in Fig. 7, the security flow still requires molecular
barcodes, corresponding primers, and the encrypted IDs. To-
day’s forensic laboratories often use CE instruments to analyze
short tandem repeat (STR) profiles for identification [51]. The
main difference between using gel electrophoresis and using
CE is that STR compares the presence/absence or number of
repeats in a given sample to a control sample—or other samples-
and asks whether the STR patterns match. Our barcodes are
sequences that are not contained within the human (or mouse,
Drosophila, yeast, etc) genomes and are thus “unique”. There-
fore, the barcode approach could be used with STR profiling,
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in which barcode analysis is a first check to ascertain whether
a sample has been tampered with (attacked or switched), and
then once confirmed, STR analysis can be performed.

VIII. CONCLUSION

A major barrier toward a wide adoption of DNA-
fingerprinting flows in criminal justice and bio-defense ap-
plications is the lack of trust and security measures. This
paper takes the first steps in addressing the forensic-security
implications of DNA-fingerprinting flows at the biochemistry
level. We demonstrated a benchtop study that implements
real-life evidence-level attacks. An effective countermeasure
mechanism, based on molecular barcoding, is proposed and
implemented. We present a forensic-security analysis of the
molecular barcoding. The analytical results show that it is
unlikely that an attacker, even an experienced biologist, can
discover the molecular barcode. These results open the door
to a new line of research on securing biomolecular systems.
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