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Abstract—This paper presents the design of a low power
multiplier cell which multiplies an input voltage with current.
The multiplier achieves high precision with ±0.1% error for a
wide range of both voltage and current. An approach to increase
the range of the current is also presented. The multiplier cell is
used to perform 2-D discrete convolution on an input matrix of
size 3×3 with a 2×2 kernel. The outputs of the matrix multiplier
are available after 7.5 µs, which is independent of the matrix
size.

I. INTRODUCTION

With the end of CMOS scaling in sight, the future road-map
for the expansion of computing power remains uncertain. State
of the art digital computing systems, which benefited signifi-
cantly from scaling, actually use area and power inefficiently
as they operate transistors at two extreme points. Contrary
to digital, analog circuits make use of the entire operating
voltage range of the transistor and are highly area and power
efficient [1]. Analog computing has long been associated with
high variability and linearity issues when implemented on-
chip. However, sub-threshold gm stages have been shown to be
very stable against process, voltage, and temperature variations
[2]. We can leverage this technique to come up with high
precision analog computing circuits. Analog implementation
of vector matrix multipliers (VMM) has become quite popular
in machine learning vision applications where they are used
to implement convolutional neural networks (CNN).

CNNs have been proven to be very accurate in image
classifiers [3] where convolutional and pooling layers of a
CNN perform feature extraction. The convolution layer outputs
a feature map by sliding a kernel over an entire image
which consists of element wise multiplication and accumu-
lation/addition(MAC). These successive MAC operations are
efficiently performed in hardware. While conventional hard-
wares such as GPUs and FPGAs use the digital implementa-
tion of MAC, the trend in application specific circuits (ASIC)
is to use the analog implementation of MACs to achieve higher
computation efficiency. However, analog multipliers can suffer
from lower precision due to process, voltage, and temperature
variations, and inherent nonlinearity in the devices used for
VMM. In this paper, we present a highly accurate VMM

implementation using analog circuits to achieve a 10-bit digital
equivalent mixed precision accuracy.

Conventional analog multipliers are designed as Gilbert
cells based on operational transconductance amplifier (OTA)
based implementations, and are typically used in amplitude
modulation applications [4]. Translinear principle of BJTs can
also be exploited with mosfets in the subthreshold region to
achieve multiplication in current mode multipliers [5]. These
circuits consume high power in the µWs range and are hence
not suitable for analog computation applications. Current mode
multipliers operating in the subthreshold region are also used
to improve linearity of the multiplier [6].

Another design approach to perform VMM is using the Dot
Product Engine (DPE) [7]. One unit DPE is placed at each
intersection of a crossbar array to speed up the operation. Each
DPE consists of a memresistor and series transistor. Mem-
resistors were first introduced in [8] and are used in VMM
operations to implement the weight matrix. The conductance
of the memresistor is proportional to the weight, and is tuned
to update the weights. However, memresistor based designs
provide lower resolution for computing as high energy barrier
is needed to separate two adjacent resistor values.

Advances in floating gate devices have made weight storage
with non-volatile memories possible [6]. Floating gates do
not lose charge as they are surrounded by an insulator. To
update weights, the charge is modified with Fowler-Neidham
tunnelling and hot carrier injection. In [9], floating gate based
NOR flash memory cells are used to design a 10×10 multi-
plier. However, non volatile memory (NVM) arrays suffer from
sneak path effect which limits their large scale integration.
Also, programming the floating gates is based on hot electron
injection and tunneling, which are prone to error and affect
overall precision of the multiplier.

In [10], a switched capacitor multiplier for MAC opera-
tions is presented. However, it can only perform 3-bit MAC
operations. The VMMs presented so far have achieved low
to medium precision. This paper presents a time-based high
precision multiplier cell with less than ±0.1% error. We further
present the use of this circuit as a VMM implementation for
machine-learning vision applications.



Fig. 1: A 10-bit equivalent analog multiplier circuit using time and
current to achieve multiplication output.

II. ANALOG MULTIPLIER IMPLEMENTATION

Fig 1 shows our proposed analog multiplier circuit which
uses voltage to time conversion (VTC) to perform analog
multiplication. Final output of the circuit results in an output
voltage which is a weighted output of multiplication of VX
and current IX . The concept behind the multiplication circuit
is explained as follows. Capacitors C1 and C2 are charged with
currents IREF and IX respectively until the voltage VREF

reaches VX . Capacitor C1 charges up to VX in time T1, given
by

T1 =
C1(VX + VOS)

IREF
+ td (1)

where VOS is the offset of the comparator, and td is the delay.
Since C2 is charged for the same time by IX ,

VOUT = (
C1

C2IREF
)VXIX +

C1IXVOS

C2IREF
+
IXtd
C2

(2)

VOUT is ideally a scaled multiplication of the input voltage
VX and weight represented by current IX .

A. High Precision Realization

Equation 2 shows that the output voltage is a weighted
multiplication of current and voltage. However, several non-
idealities can effect the accuracy of the proposed analog
multiplier. The accuracy of the results depends on the matching
of C1 and C2 and on the accuracy of IREF . Through circuit
design, an ideal current source can be realized for IREF

making it a constant [11]. The matching for C1 and C2 can be
achieved through analog matching techniques. The delay of
the comparator circuit to output a zero will add additional
time to T1 which is another source of error. We address
this by using higher values for the capacitors C1 and C2

while keeping the output load of the comparator very small
to achieve very low delay compared to T1. Additionally, the
charge injection from the switches in the transmission gate
during transition can create non-idealities which we address
by switch sizing to cancel charge injection. Finally, the device
mismatch can result in an offset voltage at the output of the
comparator. In this paper, we do not address this issue but
it can be addressed through offset correction technique while
incorporating an offset correction phase [12] at the expense
of computation efficiency. The offset of the comparator can be

Fig. 2: (a) Simulation results of multiplication of VX and IX
compared to actual multiplication. (b) Error (%) of the multiplier
circuit for VX = 450 mV and 150 mV at temperature = 27oC. The
error is within ±0.1%

brought down from a few mVs to hundreds of µVs using offset
compensation techniques [13]. Offset correction technique will
involve trading off performance with accuracy.

Our range of operation for IX for which the error is within
±0.1% is 35 nA to 335 nA. This range can be extended
by changing the scaling factor of the multiplication. This is
easily achievable by trimming capacitor C2. Hence, area can
be traded off for an increased dynamic range. VX is within
the range 150 mV to 450 mV . The time to settle for VOUT is
equal to T1 and is input voltage dependent. VOUT is sampled
after worst case time T1 corresponding to VX = 450 mV ,
which is equal to 7.5 µs. Since capacitors show small variation
with process and temperature, the multiplication is invariant
to PVT variations. Fig 2 shows the simulation results of the
multiplier with a scaling factor of 200 nA. The simulation
results show that the multiplication closely follows the ideal
values with less than ±0.1% error achieving an equivalent
10-bit digital computation accuracy. Fig 2 (b) shows the error
percentage of the multiplication between variables VX and
IX at 27oC. The range of IX , for which the error is within
±0.1%, is 35 nA to 335 nA. The major contributor to this
error is the comparator delay. Effect of offset is not included
in this simulation. A low power (340 nW ) high performance
comparator is designed to reduce delay.

Fig 3 shows the percentage error of multiplication for
temperature range of 0oC to 80oC. For normal operating
temperature range from (0◦C-27◦C), the error is less than
±0.1%. The error increases at high temperature because of
increased leakage in switch S1. Since the sampling of the
output voltage is done after the worst case time corresponding
to VX = 450 mV , the error is highest for VX = 150 mV as
it has the fastest settling time. The error is within 0.55% for
the given range of current. Additional design techniques such
as low-leakage switches can be explored for future designs to



Fig. 3: Variation of error (%) with temperature variation of 0-80◦C.

reduce this error caused at higher temperatures.

B. Range Extension

As shown in the previous section, the range of IX for
which error is within ±0.1% is 35 nA to 335 nA. This is
achieved with a scaling factor of 200 nA, obtained by sizing
C2 4× the size of C1. C1 is chosen to be 817fF . This
range can be extended by changing the scaling factor of the
multiplication. This is easily achievable by trimming capacitor
C2. Hence, area can be traded off for an increased dynamic
range. Increasing C2 to 22× of C1, a higher dynamic range
of 100 nA to 1.53 µA is achieved. The area of the multiplier
cell increases from 65×65µm2 to 135×135µm2 when range
is extended from 0.98 decades to 1.64 decades in CMOS 130
nm node. Our area is comparable to an 8-bit digital array
multiplier implemented in 130 nm CMOS [14]. Fig 4 shows
percentage error for extended range of IX .

III. VECTOR MATRIX MULTIPLICATION

The multiplier cell can be expanded to perform 2-
dimensional convolution operations on matrices as needed in
a CNN. We take an input array of size 3×3, and a kernel of
size 2×2 to show the operation of the proposed multiplication
unit. The convolution operation results in a 2×2 output matrix.V11 V12 V13

V21 V22 V23
V31 V32 V33

×
[
I11 I12
I21 I22

]
=

[
Y11 Y12
Y21 Y22

]

Fig. 4: Error (%) variation with Ix with extended range from 100
nA to 2 µA

Fig. 5: Matrix multiplication of a 3×3 input matrix with 2×2 kernel.
Settling time is 7.5 µs, which is independent of input or kernel size.

where Yij =
∑N

m=1

∑N
n=1 I(m,n)V (m+ i− 1, n+ j − 1)

Fig 5 shows the circuit architecture of the proposed VMM.
The capacitor C1 is charged through IREF to generate TX

for all parallel units. Note that all operation is performed in
parallel to achieve high computation efficiency. The kernel
is placed over each 2×2 block of the input array and it
performs the VMM operations on each block simultaneously.
The settling time for the entire convolution operation is same
as the settling time for a single multiplier cell. Since the
currents are represented as weights, they are added together,
and charge capacitor C2. All four outputs are sampled after
worst case time corresponding to VX = 450 mV . Since the
kernel is not slid over the entire image, the settling time is 7.5
µs, and is independent of the input array size.

The range of the multiplier is limited by the power supply.
Since each output consists of four MAC additions, the range
of the VMM is smaller than the multiplier cell range. As
discussed in Section III, this range can be extended by
trimming the capacitor C2, and increasing the scaling factor.

Fig 6 shows the percentage error of all four outputs obtained
after matrix multiplication. 75 random input matrices of size
3×3 were multiplied with 75 random 2×2 kernels. The
comparator delay contributes to the error in the four outputs.
Scaling factor is 200 nA without employing range extension,
hence current values were limited to 35 nA− 135 nA range.
The 3σ error is found to be 0.11%.

Table I shows comparison of this work with state of the art
matrix multipliers. This work achieves much higher precision
than previously reported works by using time based analog
multiplication. High computation efficiency of 1.72 TFlops/W
is achieved.



TABLE I: Performance comparison with state of the art VMM Circuits

Ref CICC’04 [6] TCAS’19 [15] DAC’16 [7] CICC’17 [9] ISCAS’18 [16] DAC’18 [17] This Work
Type FG NOR NOR flash ReRAM FG NOR Charge based FG NOR CMOS

Power (µW ) 7.2/cell 24 ∗ 2.46
Input Size 128x128 100x100 784x500 10x10 9x1 400x400 3x3

Kernel Size 8x8 2x2
Linearity > 2 decades N.R. N.R. N.R. N.R. 1.64 decades ∗∗

Error (%) or Precision (bit) < 2.5% 6 bit 4 bit 2 % 5 bit 5 bit ± 0.1 %
EE (POps/J) 0.085 0.06 N.R. 284.4 GOps/W 1.68 1.72 TFlOps/W

∗ Including ADC ∗∗ Multiplier cell, after range extension

Fig. 6: Error (%) of matrix multiplication for 3×3 input matrix
with 2×2 kernel. 75 matrix multiplications were performed with
randomized input and kernel matrix values.

IV. CONCLUSION

In this work, a capacitor based multiplier for performing 2-
D convolution operations is presented. The proposed multiplier
has small settling time of 7.5 µs which is independent of input
matrix size. Error (%) for all outputs is found to be less than
±0.1 % at 27oC. The error increases at higher temperatures
due to switch leakage. Linearity of 0.98 decades is achieved
without range extension. Range extension can be obtained by
trimming the output capacitor C2 to achieve range of 1.64
decades.
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