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Abstract

Ribonucleic acids (RNAs) are conformationally flexible molecules that fold into

three-dimensional structures and play an important role in different cellular processes

as well as in development of many diseases. RNA has therefore become an important

target for developing novel therapeutic approaches. The biophysical processes underly-

ing RNA function are often associated with rare structural transitions that play a key

role in ligand recognition. In this work, we probe these rarely occurring transitions us-

ing non-equilibrium simulations by characterizing the dissociation of a ligand molecule

from an HIV-1 viral RNA element. Specifically, we observed base flipping rare events

that are coupled with ligand binding/unbinding and also provided mechanistic details

underlying these transitions.
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RNA molecules were considered only as passive carriers of genetic information until RNA

was implicated in diverse cellular processes (translation and transcription, 1 regulation of

gene expression,2,3 and protein synthesis4). Many RNAs are also involved in progression

of various diseases including neurological disorders, cancers, and cardiovascular diseases. 5–7

Moreover, RNAs play a critical role in the replication and survival mechanisms of many

viruses and bacteria.8–10 Thus, it is promising to target RNA molecules for developing ther-

apeutic modalities because RNA lies upstream of proteins and its activity can be modulated

before or during its synthesis.11

Particularly, viral genomes do not provide a large number of protein targets due to the

lack of well-defined binding pockets for small molecules. 12 However, conserved and structured

RNA motifs of viral genomes are flexible and fold into complex three-dimensional structures

that may provide transient binding pockets for small molecules, and thereby activities of

“undruggable” proteins could be modulated before they are synthesized. 11,12 For example,

new amiloride derivatives were shown to interact with several human immunodeficiency virus

type-1 (HIV-1) RNAs and inhibit the replication process of the virus. 13,14

However, it is more challenging to target RNAs than proteins due to the highly charged

nature of the RNA backbone, conformational flexibility of RNA, and a relatively low abun-

dance of cellular RNAs in comparison with the ribosomal RNA. 15 In addition, designing

new ligands to target RNA is limited by a poor understanding of the recognition mech-

anisms between RNA and its binding partners. These mechanisms are important for the

function of RNA and the knowledge of the conformational dynamics of binding, as well as

their thermodynamic and kinetic properties, will be useful in the drug discovery process. 16

Experimental techniques including X-ray crystallography and Nuclear Magnetic Reso-

nance (NMR) spectroscopy provide crucial insights into the dynamics of RNA and its inter-

actions with ligands.17,18 Atomic force microscopy (AFM) is another technique to study in-

teractions between ligands and receptors or unfolding processes by obtaining force-extension

data.19 However, characterization of all possible atomic details of large and complex biomolec-
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Figure 1: System setup and structural details. (A) Secondary structure of HIV-1
TAR RNA. (B) A side-view of the simulation domain: RNA, green cartoon; water molecules,
gray points; ligand, space-filling; and the bounding box, blue. A red arrow indicates the
direction of pulling. The chemical structure of the ligand is also shown with labeled aromatic
rings (inset). (C) A side view of the binding pocket: ligand is shown in a space-filling
representation and each key nucleotide is highlighted in a unique color and labeled.

ular systems continues to be a challenging process for experimental techniques. The number

of parameters that need to be measured exceeds the number of parameters that can be

tracked in experiments, even with the advanced NMR methods. 20–22

However, computational methods, such as molecular dynamics (MD) simulations, are

becoming increasingly important in characterizing the dynamics of biomolecules and their

interactions with ligands by providing additional insights at the atomic level. Although many

biophysical processes occur on time-scales challenging to probe using conventional MD simu-

lations, non-equilibrium techniques, such as steered molecular dynamics (SMD) simulations,

that enhance conformational sampling are useful in probing critical ligand recognition events.

During these processes, interactions that are important for the overall stability of the system

are perturbed to reveal key structural motifs involved in ligand binding/unbinding. SMD

has been successfully applied to study unfolding of RNA/DNA, 23,24 unbinding mechanisms

of protein/ligand,25,26 RNA/ligand27,28 complexes, and to study other systems.29,30

In this work, we applied MD and SMD simulation methods to study the transactivation

response element (TAR) RNA from the HIV-1 (Figure 1A) that is located at the 5′ end of the

viral RNA genome. It is a key model system to study RNA dynamics and has been shown to
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transition between multiple conformations (e.g. bent and coaxially stacked configurations)

along with other less populated states.22,31 It also has an important function in the viral

replication mechanism because it interacts with the viral transactivator (Tat) protein and

the host cofactor cyclin T1 to promote efficient transcription of the downstream genome. 32

Therefore, it has been targeted with molecules of various types and sizes and has become a

primary drug target in the HIV-1 genome.

Specifically, we conducted a long time-scale MD simulation spanning 2 µs and 300 non-

equilibrium SMD simulations (see supporting information) to study the dissociation pathway

of a small molecule, acetylpromazine (inset in Figure 1B),33 which represents a compound

with low toxicity and high binding affinity with interactions (Figure 1C) in the common

binding pocket in TAR-RNA. We now describe results from MD and SMD simulations of

acetylpromazine binding/unbinding from TAR-RNA.

Thermodynamics of Ligand Dissociation: The studies of ligand dissociation from bound

conformations are most suitably done using non-equilibrium simulations because the system

is trapped in an energy minimum with high energy barriers to dissociation where the ligand is

stabilized by interactions in the binding pocket. Conventional MD simulations are often non-

ergodic due to incomplete sampling and as a result systems usually remain trapped in energy

minima. In our work, we did not observe a spontaneous dissociation of acetylpromazine

in a conventional and long time-scale (2 µs) MD simulation. As seen in snapshots from

the MD trajectory (Figure S1), the ligand remained stably bound to RNA. The buried

surface area (BSA), which represents the interface area of contact between the RNA and

the ligand, supports this observation since the average BSA is 552 ± 82 Å2 (Figure S2)

with an initial value of 645 Å2. Thus, observing spontaneous dissociation is a non-trivial

task even in µs-long MD simulations and non-equilibrium enhanced sampling methods (e.g.

SMD) are needed. We used constant velocity SMD (cv-SMD) simulations for studying

the dissociation process of acetylpromazine and for computing the non-equilibrium work

of ligand dissociation. The non-equilibrium work values were then used to compute the

5



exp. aver.
cumulant

A

B

C

Reaction Coordinate (Å)

Figure 2: Reaction coordinate, unbinding force, and free-energy from SMD
simulations. (A) The COM trajectory of the ligand. Black solid line represents the actual
RC, black dotted line represents the average trace across 102 trajectories, and gray lines
represent all SMD trajectories. (B) Unbinding force with the mean force (black solid line)
and standard deviation profiles (gray) from all SMD simulations are shown. (C) Potential
of Mean Force vs. RC, as computed using the exponential averaging (black line) and using
the second-order cumulant expansion (gray line) with error bars.

unbinding free energy (∆F) using the exponential averaging as well as the second-order

cumulant expansion of the Jarzynski’s equality. 34–37 An SMD simulation with the lowest work

value will have the highest contribution to the free energy computed via Jarzynski’s equality

and therefore provides the most valuable information about key interactions that have to be

broken or created during the dissociation process since the system requires the least amount

of work to overcome those interactions. In contrast, simulations with higher work values

provide a less than optimal pathway for ligand dissociation. Thus, the comparison between
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simulations requiring the lowest and highest work values can reveal the salient features of the

binding/unbinding process of ligands. Specifically, we performed 300 cv-SMD simulations,

each 5 ns long, where a harmonic spring with a spring constant k = 7 kcal mol-1 Å-2 was

attached to the COM of acetylpromazine and pulled with a velocity of 0.0125 Å/ps along the

z-direction. The external work, W (Figure S3), of ligand dissociation from the RNA pocket

was computed from 102 trajectories out of all SMD simulations that consistently followed

the reaction coordinate (Figure 2A and S4A).

The unbinding cv-SMD force profile (Figure 2B) starts with the ligand in the bound state

with no external force applied. Negative forces at the beginning indicate the dominance of

system forces over the external force. As the external force values started to increase, over-

coming the system forces restricting the ligand to its original conformation, acetylpromazine

dissociation begins. The continued increase in the mean force until reaching a maximum value

represents the displacements of various nucleotides in the binding pocket and perturbations

in stacking interactions between the benzene rings of acetylpromazine and nucleotides. The

maximum force corresponds to the point where ligand displaced all nucleotides leading to

an open dissociation pathway. A small decrease in the force profile (between 4.3 Å and 4.9

Å) corresponds to a state where both of the benzene rings moved out of the binding pocket.

The unbinding forces then decreased as the ligand moved away from the binding pocket. The

fluctuations in force were measured after 17.5 Å to ascertain that the average force converged

to zero indicating full dissociation of the ligand with no interactions to RNA (Figure S4B).

The free-energy profiles computed using the exponential averaging and second-order cu-

mulant expansion of Jarzynski’s equality (Figure 2C) show an energy minimum correspond-

ing to the bound state and converged free-energy values for the unbound state. The free

energy difference between the bound and unbound states at 17.5 Å was calculated to be

12.5 ± 1.47 kcal/mol and 8.176 ± 2.87 kcal/mol using the exponential averaging and the

second-order cumulant expansion of Jarzynski’s equality, respectively. The unbinding free

energies were then used to compute the dissociation constant (Kd = e−
∆F
RT , where R is the gas
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Figure 3: Ligand dissociation mechanism: Snapshots of ligand dissociation from the
simulations with the lowest work (top) and the highest work (bottom) are shown. Color and
labeling scheme is same as in Figure 1C. See also Figure S6.

constant and T is the temperature) and compared against the experimentally determined

values. We estimated Kd value as 1.54 nM (exponential averaging) and 1750 nM (cumulant

expansion). The experimental Kd value of 100 nM (corresponding to ∼9.94 kcal/mol) lies

within the range of bounds predicted by our simulations.

Ligand Escape Pathway: Initially, the ligand was located between the base pairs G26-C39

and A22-U40 where its benzene ring 2 was inserted between U23, U25 and U40, forming

stacking interactions with these bases, and the benzene ring 1 was positioned next to G26,

forming an angle of ∼135° to the benzene ring 2. The aliphatic chain of the ligand was

extended along the minor groove of RNA and pushed C24 out of the stack (Figure 1C). We

first focused on the dissociation pathway that was observed in the simulation that required

to perform the least amount of work out of all SMD trajectories since that simulation has

the most important details of the dissociation mechanism.

During the first 350 ps of this cv-SMD simulation, the ligand rotated counterclockwise by

90° with the sulfur atom pointing out of the binding pocket (Figure 3 and Figure S5). At that

time, the benzene ring 2 induced a counterclockwise rotation of U23 of the χ-dihedral by 50°

and the benzene ring 2 stacked on U23, sulfur atom formed a van der Waals interaction with

U25, the aliphatic chain induced a rotation of the χ-dihedral of C24 from -75° to -165°, A22
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shifted by 40°, partially flipping out and providing space to C24 to rotate and flip inward,

following the movement of the ligand out of the binding pocket.

At a distance of 5.6 Å (t = 450 ps), the sulfur atom continued to interact with U25

that resulted in an intramolecular conformational change in the ligand where three fused

aromatic rings formed ∼90° angle with the aliphatic chain (Figure 3 and Figure S5). In

the meantime, C24 flipped inward, occupying the free space left behind by the ligand, and

formed a hydrogen bond with the oxygen atom of U40 while A22 returned to its initial

position in the RNA stack. The flipping of C24 back into the RNA helix represents a rare

base-flipping event in nucleic acids that occurs on a millisecond timescale and is difficult to

observe both experimentally and during conventional MD simulations. 38,39

Between 450 ps and 800 ps, U23 flipped underneath the ligand that was moving out of the

pocket, thus making a pathway free of any obstacles (Figure 3 and Figure S5). At a distance

of 9.55 Å (800 ps), the ligand rotated again causing a minor counterclockwise rotation of

U25 around the χ-dihedral by 60°. As the ligand was dissociating, U23 moved out of the

binding pocket and flipped out when the ligand was at a distance of 10 Å away from U23.

The ligand was free of any interactions with the RNA at d = 17.5 Å. Other simulations with

lower work values indicated a similar mechanism of ligand dissociation (Figure S6).

In contrast, in the simulation trajectory resulting in the highest dissociation work, the

C24 nucleotide did not flip inside, despite interacting with the ligand as in the lowest work

simulation (Figure 3 and Figure S7). This could be potentially explained by the fact that

A22 did not shift to provide additional space for C24. At 360 ps, the base part of U25

rotated around the χ-dihedral by 100° while still interacting with the sulfur atom of the

ligand. In addition to that, U23 did not interact with benzene ring 2 as long as it did in the

lowest work simulation and did not move closer to A22 below the ligand. Instead, when U25

was rotating, U23 got shifted away from the ligand and stacked on U25 for ∼120 ps. That

transition moved U23 in the outward configuration with respect to the binding pocket and

above the ligand, while in the lowest work simulation U23 was below the ligand toward the
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binding pocket.

At 500 ps, U25 started interacting with the sulfur atom of the ligand which caused a

rotation of the nucleobase in U23 around the χ-dihedral from -150° to 60° (Figure 4A).

U23 proceeded to interact with the ligand by stacking on the benzene ring 2 between 500

ps and 950 ps which resulted in the rotation of U23 base to its original χ-dihedral value

of -150° (Figure 4A). U23 then interacted with the aliphatic chain and remained in the

flipped out state for the remainder of the simulation. These sequence of events potentially

contribute to additional work required to overcome more stacking interactions between the

acetylpromazine benzene ring 2 and U23/U25. Also, after the ligand moved out of the

binding pocket, it continued to interact with A35 that was flipped out in the stem-loop of

RNA (Figure S8).

Mechanistic Details of Ligand Dissociation: To characterize the conformational rearrange-

ments of the binding pocket nucleotides in the least work simulation, including the flipping-in

of C24, and probe the reasons for not observing this flipping event in the highest work sim-

ulation, we describe a number of mechanistic details that collectively describe these events.

These details can further improve our understanding of a base flipping process in TAR-RNA

and in bulge motifs of RNA in general.

We observed a sequence of conformational transitions in U23 and U25 (Figure S9) that

influenced the base flipping as well as potentially contributed to the amount of work needed to

dissociate the ligand. As highlighted in earlier discussion, U23 rotated around the χ-dihedral

and buried deeper in the binding pocket in the first 350 ps in the least work simulation. The

movement of A22 outward was a consequence of this transition since U23 was displaced by the

ligand which in turn displaced A22. Between 350 ps and 1000 ps, U23 rotated relative to A22

(Figure S10A) by 100° and moved away from U25 by 2 Å (Figure 4B) while partially filling

the space that was available after A22 moved outward. At ∼830 ps, U25 rotated around

the χ-dihedral by 40° counterclockwise and interacted with U23 until it (U23) flipped out

at the end of the simulation. Interestingly, in the highest work simulation the same base
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Figure 4: Conformational metrics : Shown are the traces of several conformational
metrics from the lowest work (blue) and the highest work (red) simulations. Darker colors
signify transition regions of interest. The numbers in each panel correspond to metrics
computed for specific nucleotides (see inset in panel A). The conformational metrics shown
are: (A) χ-dihedral of U23 nucleotide; (B) distance between the COM of U23 and U25; (C)
dihedral angle that describes the flipping of C24; and (D) dihedral angle that describes the
rotation of A22. See also Figure S10.
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rotated around the χ-dihedral in the opposite direction by 120°. Also, in that simulation,

U23 rotated clockwise (opposite to the direction of rotation in the lowest work simulation

where U23 moved inside the binding pocket) by 90° around the χ-dihedral at 350 ps which

caused it to move out of the binding pocket. The difference in the directions of rotation of

the χ-dihedral of U23 is a crucial detail that led to different conformational events in the

binding pocket and likely influenced the final work values.

As shown in Figure 4C, the flipping in of C24 toward the binding pocket started after

the rotation around its χ-dihedral which was observed in both the lowest and the highest

work simulations. However, only in the lowest work simulation, this rotation was followed by

the transition to an inward conformation. At 350 ps, A22 shifted in the outward direction

by 30° counterclockwise (Figures 4D and S11) providing space for C24 to move in. In the

highest work simulation, on the contrary, A22 did not shift outward, remaining at its initial

position and forming a base pair with U40 after the ligand dissociated.

In the lowest work simulation, the movement of A22 outward was followed by the move-

ment of C24 inward as described by the dihedral-angle in Figure 4C at ∼400 ps. We observed

fluctuations in C24 as it was moving in because the ligand had to first leave the binding

pocket and provide space for that nucleotide. It also started to form a hydrogen bond with

U40 (Figure S10B and S11) and after the ligand completely dissociated, the hydrogen bond

was stabilized (after 1 ns). Thus, C24 replaced the ligand which acted as a “pseudo base

pair” in the initial conformation between A22 and U40. This highlights that ligands recog-

nized by RNA likely substitute for and conformationally mimic interactions between RNA

nucleobases.

Binding/unbinding of ligands in RNA systems is an important biophysical process that

is poorly understood. We used non-equilibrium cv-SMD and conventional MD simulations

to study the dissociation pathway of acetylpromazine from TAR-RNA binding pocket to

obtain key insights into the ligand binding/unbinding process. As expected, we did not

observe ligand dissociation in a conventional MD simulation. On the contrary, cv-SMD
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simulations facilitated ligand dissociation and provided a large ensemble of trajectories to

study this mechanism. In particular, we investigated in detail the lowest and the highest work

simulations to identify mechanistic underpinnings of ligand dissociation. In the simulation

with the lowest work value, we observed a rare base flipping event in the C24 nucleotide of

TAR-RNA. This transition was a result of a sequence of complex events relating 5 nucleotides

that were not observed in the highest work simulation.

Interestingly, the differences in the sequence of events between the lowest and the highest

work simulations were initiated by the rotation of the χ-dihedral of U23 in opposite directions

which we have identified for the first time. The counterclockwise rotation of the χ-dihedral

of U23 not only decreased the amount of work but assisted in flipping-in of C24. We suggest

that building a substantial ensemble of non-equilibrium trajectories is a potentially useful

approach to gain insights into rare conformational transitions. These simulations, together

with the Jarzynski’s equality, were also able to predict the bounds on Kd within which was

the experimentally measured value. Furthermore, we reported mechanistic details underly-

ing several conformational transitions, including a dihedral-angle of C24, a hydrogen bond

between C24 and U40, the χ-dihedral of U23, and an interplane angle between U23 and A22.

Since the transitions in these variables exhibit two-state features, it is potentially useful to

invoke rare event sampling methods to further study this mechanism in future. Specifically,

transition path sampling40,41 along with the likelihood maximization42,43 is an exhaustive

and accurate method to study these types of events. Its principles have been applied to

study protein44 and RNA systems.45 Moreover, conformational transitions observed here

can be potentially exploited for designing a new generation of inhibitory molecules targeting

TAR-RNA.

Experimental Methods

We conducted MD and SMD simulations of HIV-1 TAR-RNA in complex with the ligand

acetylpromazine. We used the AMBER force-field with the AMBER, NAMD, and VMD
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software packages.46–53Additional details are provided in the Supporting Information.
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