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ABSTRACT
The research problem of how to use a high-speed circuit switch,
typically an optical switch, to most effectively boost the switching
capacity of a datacenter network, has been extensively studied.
In this work, we focus on a different but related research prob-
lem that arises when multiple (say s) parallel circuit switches are
used: How to best split a switching workload D into sub-workloads
D1,D2, ...,Ds , and give them to the s switches as their respective
workloads, so that the overall makespan of the parallel switching
system is minimized? Computing such an optimal split is unfortu-
nately NP-hard, since the circuit/optical switch incurs a nontrivial
reconfiguration delay when the switch configuration has to change.

In this work, we formulate a weaker form of this problem: How
to minimize the total number of nonzero entries in D1,D2, ...,Ds
(so that the overall reconfiguration cost can be kept low), under
the constraint that every row or column sum of D (which corre-
sponds to the workload imposed on a sending or receiving rack
respectively) is evenly split? Although this weaker problem is still
NP-hard, we are able to design LESS, an approximation algorithm
that has a low approximation ratio of only 1 + ϵ in practice and a
low computational complexity of only O(m2), wherem = ∥D∥0 is
the number of nonzero entries in D. Our simulation studies show
that LESS results in excellent overall makespan performances under
realistic datacenter traffic workloads and parameter settings.
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1 INTRODUCTION
Data center network continues to grow both in size, as measured
by the number of server racks, and in link speeds, thanks to the
phenomenal growth of cloud computing services. This in turn has
led to an explosive growth in the amount of traffic the data center
has to switch between its server racks [5]. A cost-effective solution
approach to this scalability problem, called hybrid circuit (optical)
and packet switching or hybrid switching in short, has received
considerable research attention in recent years [8, 17, 24, 26, 28, 29].
In a hybrid-switched data center, shown in Figure 1, n racks of
computers on the left, called input ports, are connected by both a
circuit switch and a packet switch to n racks on the right, called
output ports. The circuit switch has a much higher bandwidth than
the packet switch, but incurs a nontrivial reconfiguration delay δ
when the switch configuration has to change. Since such a circuit
switch is almost invariably an optical switch nowadays, we will
always refer to a circuit switch as an optical switch in the sequel.

All existing research work on optical or hybrid switching are
focused on the following optimization problem: Given a traffic
demand matrix D from input ports to output ports, how to schedule
the optical switch to best (e.g., in the shortest possible makespan)
meet the demand? A (workable) schedule for the optical switch
typically consists of a sequence of configurations (matchings) and
their time durations (P1,α1), (P2,α2), · · · , (PK ,αK ) that allow the
optical switch to remove (i.e., transmit) most of the traffic demand
fromD, so that the remaining traffic demand is small enough for the
packet switch to handle. Now, for the purpose only of simplifying
our presentation, we ignore the (existence of) packet switch and
formulate the hybrid switching problem as an optical switching
(only) problem. We will show in §2.3 that this simplification does
not change the nature and the difficulty of our research problem,
to be introduced next.

1.1 Load Balance over Multiple Switches
In this work, we focus on a different but related research problem
that is also orthogonal to this optical switching problem. More
specifically, we formulate and solve a new load-balancing problem
that naturally arises when the n racks shown in Figure 1 are con-
nected by not just one but multiple independent (i.e., parallel) optical
switches of the same size and capacity. Such parallel switching net-
works have already been proposed for boosting the total switching
capacity of an optical data center network. For example, in Mi-
crosoft’s ProjecToR [11], each rack is equipped with multiple (say s)
independent optical transmitters and receivers, and any transmitter
at a rack can pair with any (available) receiver at another rack.

All optical switching algorithms [3, 16, 18–21, 25] have compu-
tational complexities that grow at least quadratically (i.e., O(n2))
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Figure 1: Hybrid Circuit and Packet Switch

with the switch size n. As will be explained in §2.1, s parallel opti-
cal switches can be naturally viewed as a giant sn × sn switch, so
centrally scheduling such a giant switch using any such algorithm
has a high computational complexity of at leastO(s2n2). Therefore,
this scheduling problem naturally calls for the following divide-
and-conquer approach: Given a traffic demand matrix D, we split
D into s sub-workload matrices D1,D2, ...,Ds and give them to
the s switches as their respective workloads. This approach makes
perfect systems sense, as the scheduling of each Dk on switch k
can be computed independent of each other (using a different pro-
cessor). We will show in §4.5 that such parallelization is critical in
keeping the amount of time needed to compute all the s schedules
at acceptable levels when the switch size (i.e., number of racks) n is
large.

We focus on a Matrix Split and Balance (MSB) problem that
lies at the heart of this divide-and-conquer approach: How to split
the traffic demand D so that the resulting sub-workload matrices
D1,D2, ...,Ds lead to near-optimal switching performance yet the
computation of this split is not NP-hard or otherwise extremely
expensive? One intuitive notion of optimality is to minimize the
worst-case (i.e., longest) makespan of the s schedules resulting
from D1,D2, ...,Ds respectively. This optimality notion is however
computationally infeasible since even to minimize the makespan of
a single schedule is usually NP-hard [16]. Hence, we instead impose
the following two milder conditions on this split that can work
toward this optimality.

The first condition is that the total traffic demand in every row of
D, which corresponds to that originating at an input port, should
be evenly split among D1,D2, ...,Ds , and so should every column
of D, which corresponds to that destined for an output port; we
call this condition line-even as each row or column is a straight line
through the matrix. The rationale for such a split is that, since every
optical switch receives roughly the same amount of workload to
its 2n input and output ports, these s switches hopefully can finish
their respective workloads in similar amounts of time (i.e., similar
makespans), leading to a short overall makespan (the maximum
among the s makespans).

Although letting D1 = D2 = · · · = Ds = D/s trivially satis-
fies this condition, this naive split is far from ideal because every

nonzero entry inD is cut into s identical pieces, each of which incurs
a nontrivial reconfiguration delay δ . Hence we impose the second
condition that

∑s
k=1 ∥Dk ∥0, the total number of nonzero entries

in these s matrices, is to be minimized, which we call the sparsity
condition. Here ∥M ∥0 denotes the number of nonzero entries in a
matrixM .

1.2 LESS: Our MSB Solution
To summarize, our MSB problem is to split D into D1,D2, ...,Ds un-
der the constraint that every row or column sum of D is evenly split
and with the objective of minimizing the total number of nonzero
entries in D1,D2, ...,Ds . Unfortunately, this relatively easier con-
strained minimization problem is still NP-hard [1]. The first con-
tribution of this work is LESS (Line-Even Sparse Split), an approx-
imation algorithm that provides the following strong theoretical
guarantee: In any solution (split) produced by the LESS algorithm,
the number of nonzero entries, starting with ∥D∥0 before the split,
will not be increased by more than (s − 1)(2n − 1) after the split. In
other words, we have

s∑
k=1
∥Dk ∥0 ≤ ∥D∥0 + (s − 1)(2n − 1) (1)

For example, suppose s = 8 (switches), n = 100 (racks), and an
100 × 100 traffic demand matrix D has 4, 000 nonzero entries (i.e.,
∥D∥0 = 4, 000). Then after the split,

∑s
k=1 ∥Dk ∥0 ≤ 4, 000 + (8 −

1) ∗ (200 − 1) = 5, 393, and each Dk contains on average about 674
nonzero entries. In comparison, the aforementioned simple even
split of D results in each Dk containing 4, 000 nonzero entries.

Although LESS guarantees a strong upper bound on the to-
tal number of nonzero entries

∑s
k=1 ∥Dk ∥0, it does not in the-

ory guarantee that this total is roughly evenly distributed among
D1,D2, ...,Ds . However, empirically in almost all splits produced
by our algorithm, ∥D1∥0, ∥D2∥0, ..., ∥Ds ∥0 do have similar values,
as will be shown in §4.4. Intuitively, this outcome is to be expected
because, as we will explain in §3.4.2, LESS is “equal-opportunity"
in the sense its logic is inherently not biased toward or against
any matrix Dk in “doling out" nonzero entries. This said, it appears
extremely hard, if not impossible, to prove any such evenness (of
split) guarantee for this algorithm. On the other hand, if we were
to modify LESS to optimize also this evenness, we would almost
certainly get back into the NP-hard territory.

The LESS algorithm, based on linear programming (LP), is con-
ceptually straightforward, as we will explain in §3.2. However, its
execution time is a bit too long, since there are O(m) linear equa-
tions to be satisfied by sm variables, wherem = ∥D∥0 is the number
of nonzero entries in D and is usually much larger than n. For ex-
ample, when n = 100 and s = 8 (switches), it takes hundreds of
milliseconds to compute a single 8-way split. In comparison, the
length of a scheduling epoch is typically a few milliseconds.

Our second contribution is to reduce this execution time by
converting this LP computation problem to a graph computation
problem that is much less expensive. In theory the computational
complexity of this graph algorithm is O(m2), but in practice the
actual complexity is close toO(m1.5), as we will show in §3.4.4. Our
experiments show that the graph algorithm runs roughly an order



of magnitude faster than the LP-based algorithm when n is quite
large (e.g., n = 100).

1.3 Beyond Optical/Hybrid Switching
A third contribution of this work is the formulation itself of the
MSB (matrix split and balance) problem under the line-even and the
sparsity conditions. This is a well-defined load-balancing problem
that we expect will find many new applications beyond optical
and hybrid switching. Furthermore, this problem is intricately con-
nected to (to be shown in §3.1) and algorithmically equivalent to
the following theoretical question that is interesting in its own
right: How to split a doubly stochastic matrix into s scaled (by a
factor of 1/s) doubly stochastic matrices so that the total number
of nonzero entries in the s resulting matrices is minimized? To
the best of our knowledge, there had been no study of anything
equivalent or similar to this question, whereas several other theoret-
ical questions concerning doubly stochastic matrix and its Birkhoff
von Neumann decomposition have received considerable research
attention (e.g., [4, 7, 14]).

The rest of the paper is organized as follows. In §2, we provide
a succinct description of the background and the related work. In
§3, we formulate the MSB problem and present our solution LESS.
Finally, we evaluate the performance of LESS in §4 and conclude
the paper in §5.

2 BACKGROUND AND RELATED WORK
2.1 Parallel Hybrid/Optical Switching
As explained earlier, in studying our MSB problem, we simplify the
hybrid switching problem by ignoring the (existence of the much
slower) packet switch, and formulate it as an optical switching
(only) problem. This simplification is justified for two reasons. First,
all existing hybrid switching algorithms generate an optical switch
schedule by iteratively finding and subtracting a configuration
(Pk ,αk ), until the remaining traffic demand is small enough for
the packet switch to handle. Hence none of them would behave
differently (e.g., adopt a different scheduling strategy) if “told" in
advance that the capacity of the packet switch is 0. Second, every
optical switching (only) algorithm is readily convertible to a hybrid
switching algorithm by wrapping up the computation of the optical
switch schedule whenever this termination condition is met.

Datacenter switching with multiple (say s) optical transmitters
and receivers attached to each of the n racks, such as the setting
in ProjecToR [11], can be first formulated as scheduling an sn × sn
optical switch as follows. We are given an n × n traffic demand
matrix D, and each matrix entry D(i, j) is the amount of traffic that
originates at Rack i and is destined for Rack j, within a short (e.g.,
3 milliseconds long) scheduling epoch of the recent past (e.g., from
4 milliseconds ago to 1 millisecond ago). Our optical switching
algorithm needs to meet this demand in the next scheduling epoch.
We assume full knowledge of the precise and complete demand
matrix D (in this recent past epoch), as do almost all prior works on
hybrid switching and on optical switching. At any time t , each rack
(as an input port) can transmit data to up to s other racks (output
ports) and each rack (as an output port) can receive data from up to
s other racks (input ports) in parallel. Furthermore, more than one
(say s ′(≤ s)) transmitters at an input port i can be paired with s ′

receivers at an output port j at the same time. In this case, the total
transmission rate from rack i to rack j (at time t ) is s ′ times the
single (transmitter-to-receiver) link rate, which is normalized to 1
throughout the paper. The scheduling problem for the sn×sn optical
switch is how to match the sn transmitters with the sn receivers
over time to transmit the traffic demand D, so that the makespan
of the resulting schedule is minimized.

In formulating the MSB problem in this work, we convert this
sn×sn optical switching problem to that of scheduling s independent
n × n virtual switches, by imposing the following slight restriction.
We number the s transmitters at each input port 1, 2, ..., s , and
do the same to the s receivers at each output port; the number-1
transmitters at all input ports and the number-1 receivers all output
ports form the first n × n virtual switch, the number-2 transmitters
and the number-2 receivers form the second n × n virtual switch,
and so on. In other words, the restriction is that only transmitters
and receivers of the same ID (e.g., number-1, number-2, etc.) can
pair with each other. This restriction is effectively almost innocuous
in the following sense: There is no scheduling algorithm known to
us at the moment that allows the original sn × sn switching system
to deliver a significantly higher throughput than our divide-and-
conquer approach, using the same or less amount of computation.

2.2 BvND of Doubly Stochastic Matrices
In this section, we explain the subtle connection between the line-
even condition (that every row or column sum is evenly split among
the sub-workload matrices) imposed on the MSB problem and the
Birkhoff-von Neumann Decomposition (BvND) of doubly stochastic
matrices, in the context of optical switching. We say that a nonneg-
ative n × n matrixM is doubly stochastic (or doubly sub-stochastic)
if every row or column sum of M is equal to 1 (or no larger than
1). The Birkhoff-von Neumann Theorem [2] states that a doubly
stochastic (or doubly sub-stochastic) matrix M can be expressed as
(or dominated by) a linear combination of permutation matrices.
More precisely, we have M =

∑K
k=1 αkPk (or M ≤

∑K
k=1 αkPk ),

where
∑K
k=1 αk = 1 and P1, P2, ..., PK are permutation matrices, in

which each row or column has exactly one non-zero entry with
value 1. LetM be doubly stochastic. We call any uM , where u > 0 is
a scaling factor, a scaled doubly stochastic matrix, or u-scaled if the
scaling factor u is to be emphasized. Clearly, any u-scaled doubly
stochastic matrix can also be expressed as a linear combination of
permutation matrices, in which the sum of the linear coefficients∑K
k=1 αk is equal to u instead of 1.
We assume there is only one optical switch for the moment. For

ease of presentation, we usually normalize the following quantities
to 1: the rate of the transmission link in the optical switch (between
an input port and an output port), the length of a scheduling epoch,
and hence the maximum amount of traffic that the link can carry
during the epoch. Suppose we do that, and normalize all the ele-
ments in a traffic demand matrix D accordingly. Then, when the
reconfiguration delay δ of the optical switch is assumed to be 0, by
the Birkhoff-von Neumann Theorem above, we can find a schedule
according to which the circuit switch can finish transmitting D
within the epoch, if and only if D is doubly sub-stochastic.

We now assume there are s parallel optical switches and the nor-
malized rate of each transmission link in each switch is 1/s (so that



the s links from any input port or to any output port have a com-
bined normalized rate of 1). Again we assume the reconfiguration
delay δ of every optical switch is 0. Then a doubly-stochastic traffic
demand matrix D for these s switches combined is scheduleable
(i.e., can be completely transmitted with a scheduling epoch), as
just explained. However, if we split D into sub-workload matri-
ces D1, D2, · · · , Ds , every sub-workload matrix is scheduleable
by the corresponding switch if and only if they are all 1/s-scaled
doubly-stochastic, which is precisely the line-even condition.

2.3 Optical/Hybrid Switching Algorithms
As explained earlier, our divide-and-conquer approach to sched-
uling the s parallel optical switches consists of two steps that cor-
respond to two separate problems respectively. The first step is
to split the demand matrix D into s line-even and sparse (to the
extent possible) sub-workload matrices D1,D2, ...,Ds that are fed
into the s optical switches as their respective workloads. The corre-
sponding MSB problem is the focus of this paper, The second step
is for each optical switch to schedule its respective sub-workload.
The corresponding problem, known as optical switching with a
nontrivial reconfigurable cost, has been thoroughly studied in the
optical and the hybrid (circuit and packet) switching literatures
(e.g., [3, 9, 16, 18–21, 25, 27]) and is hence not a focus of this paper.
Therefore, we will describe only those optical/hybrid switching
concepts and algorithms that are involved in evaluating the effica-
cies of our LESS algorithm, such as partial reconfigurability and
the Best First Fit algorithm [19].

As mentioned in §1, an sn × sn switching fabric resulting from
deploying s transmitters and receivers at each rack/port has been
used in Microsoft’s ProjecToR [11] datacenter network. Its sched-
uling algorithm, briefly described and not considered as a major
contribution in [11], is to schedule the sn × sn switch as a whole, so
it is very different than our divide-and-conquer approach. In [11],
most of the transmitters and receivers are “prewired" for handling
static traffic workloads. For the remaining “free" (for matching)
transmitters and receivers, their matching is modeled in [11] as a
(distributed) stable marriage problem, in which a sender’s prefer-
ence score for a receiver is equal to the age of the data the former
has to transmit to the latter in a scheduling epoch, and is solved
using a variant of the Gale-Shapely algorithm [10]. Clearly, this so-
lution is aimed at minimizing transmission latencies while avoiding
starvations, and not at maximizing network throughput, or equiva-
lently minimizing makespan. In comparison, the design objective
of LESS is to minimize overall makespan to the extent possible.

In the rest of this section, we focus on how a single optical
switch schedules the sub-workload (matrix) assigned to it. All ex-
isting works on optical and hybrid switching, except BFF (Best
First Fit) [19] and [25], assume that the optical switch is not par-
tially reconfigurable in the following sense: When the circuit switch
changes from one configuration (matching) to the next, all input
ports have to stop data transmission during the reconfiguration
period (of duration δ ), including those input ports that pair with
the same output ports during both configurations.

This is however an outdated and unnecessarily restrictive as-
sumption because nowadays optical technologies (e.g., free-space

optics as used in [11, 13]) can readily support partial reconfigu-
ration in the following sense: Only the input ports affected by
the reconfiguration need to pay a reconfiguration delay δ , while
unaffected input ports can continue to transmit data during the
reconfiguration. It has been shown that this partially reconfigurable
capability allows for the design of new hybrid/optical switching
algorithms, such as the aforementioned BFF algorithm [19], that
have much lower computational complexities, yet can deliver much
better makespan (completion time) performances.

Although our MSB problem and LESS solution is mostly or-
thogonal to how each optical switch schedules the sub-workload
(matrix) assigned to it, we assume that the optical switches have
partially reconfigurable capability and use BFF [19] as their under-
lying scheduler, because an inefficient underlying scheduler would
“muddle the water" in evaluating LESS against the naive solution
(i.e., result in poor makespan performances for both).

Here we give only a brief description of BFF (Best First Fit) [19].
At the beginning of the scheduling (i.e., t = 0), when all input ports
and all output ports are available, BFF runs a maximum weighted
matching (MWM) algorithm [6] to obtain the heaviest (w.r.t. their
weights in D) initial matching between inputs and outputs. Then
BFF tries to match input ports with output ports as soon as they
become available (i.e., after their previous transmissions are over) in
the following greedy manner: Each available output port attempts
to match with the best available input port (i.e., the one with the
largest amount of traffic to send to the output port) at the moment,
and vice versa.

3 MSB PROBLEM AND LESS SOLUTION
In this section, we first formally formulate the Matrix Split and
Balance (MSB) problem in §3.1. Then in §3.2, we introduce our
solution, Line-Even Sparse Split (LESS), and elaborate how to reduce
LESS for a s-way MSB problem to LESS for a 2-way MSB problems.
Then we describe in details how LESS solves a 2-way MSB problems
by two different methods, a straightforward but slower LP-based
method in §3.3, and a faster combinatorial method in §3.4.

3.1 Matrix Split and Balance (MSB)
In this section, we formally formulate the MSB problem of splitting
the demand matrix D into s sub-workload matrices D1,D2, ...,Ds .
It is a constrained optimization problem with the objective of mini-
mizing the total number of nonzero entries (Formula (2)), or equiv-
alently of maximizing the sparsity of the split. There are four sets
of constraints shown in Formulae (3) through (6) respectively. In
them we define [s] , {1, 2, · · · , s} and [n] , {1, 2, · · · ,n}.

The first set of constraints (Equations (3)) state that, for each
column j in each matrix Dk , the sum of entries in the jth column
of Dk must be equal to 1/s of the sum of entries in the jth column
of D. These constraints ensure that the jth output port of every
switch is given the same amount of workload that is equal to 1/s of
the traffic to be received by the rack j . The second set of constraints
(Equations (4)) state the same for each row i in each matrix Dk .
These constraints ensure that the ith input port of every switch
is given the same amount of workload that is equal to 1/s of the
traffic to be transmitted by rack i . These two sets of constraints
correspond to the aforementioned “line-even" (i.e., identical row



or column sum) requirement. The fourth (Inequalities (6)) and the
third (Equations (5)) sets state respectively that D1,D2, ...,Ds are
nonnegative matrices and that their total is D.

minimize
s∑

k=1
∥Dk ∥0 (2)

subject to
n∑
i=1

Dk (i, j) =
1
s

n∑
i=1

D(i, j),∀j ∈ [n],k ∈ [s] (3)

n∑
j=1

Dk (i, j) =
1
s

n∑
j=1

D(i, j),∀i ∈ [n],k ∈ [s] (4)

s∑
k=1

Dk (i, j) = D(i, j),∀i, j ∈ [n] (5)

0 ≤ Dk (i, j) ≤ D(i, j),∀i, j ∈ [n] (6)

Although all the constraints are linear, the objective function∑s
k=1 ∥Dk ∥0 is not, so this constrained optimization problem is not

a Linear Programming (LP) problem. In fact, it has been proved
to be NP-hard [1], so only heuristic or approximate solutions to
it exist that run in polynomial time. Our solution LESS is a (1 +
(2n−1)(s−1)

m )-approximation algorithm, wherem = ∥D∥0 is the num-
ber of nonzero entries in D. In practice, it can be considered a
(1 + ϵ)-approximation algorithm, since typically n = o(m), s is a
small constant (typically < 10), and n can grow to hundreds (of
racks) in real-world datacenter networks.

3.2 Line-Even Sparse Split (LESS)
The design of LESS is based on the following insight: The linear
constraints (3) through (6) define a polytope within which any
point satisfies the line-even condition and any extreme point of
this polytope corresponds to a fairly sparse split in the sense of (1),
which we will prove shortly. Hence our LESS algorithm is simply to
find an extreme point of this polytope. This can be done by replacing
the nonlinear objective function in (2) by a dummy linear objective
function such as "Minimizing 0" in the constrained optimization
problem above, and solving the resulting LP problem using an LP
solver such as Gurobi [12].

3.2.1 Reduction from s-way Split to 2-way Splits. Throughout this
section, whenever we use the term split, we mean to split (the
matrix) in the LESS manner. In other words, such a split always
corresponds to an extreme point of the corresponding polytope.
Now we show that, for any s > 2, we can reduce an s-way split (i.e.,
D into D1, D2, ..., Ds ) to a “binary tree" of s − 1 recursive 2-way
splits. This reduction will not only significantly simplify our pre-
sentation of the resulting linear programming (LP) problem and
solution, but also allow for the use of parallel processing (to be
elaborated next) to speedup its computation. Intuitively, this reduc-
tion is straightforward when s is a power of 2. For example, when
s = 8, D is split first into “two halves", then into “four quarters",
and finally into eight sub-workload matrices D1, D2, ..., D8, each
of which accounts for exactly 1/8 of the total workload contained
in D. The corresponding “binary tree" is a complete binary tree of
height 3 with a total of s − 1 = 7 internal nodes, each of which
corresponds to a 2-way split.

We now explain how this reduction can be done when s is not a
power of 2. Due to the recursive nature of the splits, we need only
to explain what the very first 2-way split of a matrix D ′ should
be, when D ′ needs to eventually be split into s ′ pieces. There are
only two cases to consider. In the first case where s ′ is an even
number, the 2-way split has weights (1/2, 1/2) in the sense each
row or column sum of D ′1 is equal to 1/2 of the corresponding row
or column sum of D ′. Matrices D ′1 and D

′
2 will then be split further

into s ′/2 pieces each. In the second case when s ′ is an odd number,
the 2-way spit has weights ( s ′−12s ′ ,

s ′+1
2s ′ ) in the sense each row or

column sum of D ′1 is equal to s ′−1
2s ′ of the corresponding row or

column sum of D ′. Matrices D ′1 and D ′2 will then be split further
into (s ′− 1)/2 and (s ′+ 1)/2 pieces respectively. For example, when
s ′ = 7, the 2-way split has weights (3/7, 4/7). The resulting D ′1 and
D ′2 need to be split further into 3 and 4 pieces respectively.

Now that any s-way split can be reduced to s − 1 2-way splits,
we will only describe how a 2-way split is performed in the sequel.
Furthermore, we will only consider weights (1/2, 1/2) because the
2-way LESS algorithm works with any (pair of) weights (as pa-
rameters) in the same manner. When describing the 2-way LESS
algorithm with weights (1/2, 1/2) in the next section, we will also
prove that each 2-way split increases the number of nonzero entries∑s
k=1 ∥Dk ∥0 by at most 2n − 1. This implies that any s-way split

increases
∑s
k=1 ∥Dk ∥0 by at most (s − 1)(2n − 1) (Inequality (1)),

since it can be reduced to s − 1 2-way splits.

3.2.2 Parallelization. As explained earlier, this reduction from s-
way split to 2-way splits allows for the speedup of its computation
using parallelization. We now illustrate how to parallelize the com-
putation in the aforementioned simple case of s = 8, where there
are seven instances of 2-way split computations over three rounds:
split D first into “two halves" (one instance) in the first round , then
into “four quarters" (two instances) in the second round, and finally
into eight sub-workload matrices D1, D2, ..., D8 (four instances)
in the third round. Clearly, four (more generally s/2) parallel pro-
cessors (or cores) can compute this 8-way split in three rounds of
time, that is, roughly three (more generally log2 s) times the amount
of time needed to compute a 2-way split instance. In comparison,
serial execution takes roughly seven (more generally s − 1) rounds
of time. Finally, we do not advocate further pipelining these three
(more generally log2 s) rounds of computations because although it
increases the “throughput" of this computation, it does not reduce
the “delay", which is what matters in real-world operations.

3.2.3 Comparison with Naive Solution. Although the naive MSB
solution of splitting D evenly (i.e., D1 = D2 = · · · = Ds = D/s)
satisfies all the constraints (3) through (6), it maximizes, rather than
minimizes, the objective function

∑s
k=1 ∥Dk ∥0. This leads to much

higher reconfiguration costs for the naive solution, as we will show
in §4. As a result, LESS outperforms the naive solutions under most
of the realistic parameter settings.

3.3 LP-based 2-way LESS
In this section, we describe the 2-way split of a matrix D ′ into two
matrices D ′1 and D ′2 with weights (1/2, 1/2). For convenience of
presentation, we drop the apostrophe character from D ′, D ′1, and
D ′2 and write them as D, D1, and D2 respectively. We emphasize



this (new) D could be the original demand matrix or any internal
node of the aforementioned “binary tree" of 2-way splits.

This 2-way split corresponds to finding an extreme point of the
polytope defined by the following equations and inequalities using
the LESS algorithm. Here (7), (8), and (9) correspond to the special
case of (3), (4), (5), and (6) when s is set to 2. And the weight forD1 is
the term 1

2 in (7) and (8). This term will have a different value if D1
has a different weight (e.g., 3/7 in the “odd split" example in §3.2.1).
Note that we only need to compute D1, since D2 = D − D1.

n∑
j=1

D1(i, j) =
1
2

n∑
j=1

D(i, j),∀i ∈ [n] (7)

n∑
i=1

D1(i, j) =
1
2

n∑
i=1

D(i, j),∀j ∈ [n] (8)

0 ≤ D1(i, j) ≤ D(i, j),∀i, j ∈ [n] (9)

Note that (7) corresponds to n equations (also called tight con-
straints below in Lemma 1), one for each row i , and so does (8).
Out of these 2n tight constraints, only 2n − 1 of them are linearly
independent, because the sum of n row sums of D1 has to be equal
to the sum of n column sums of D1. According to Lemma 1 below,
any extreme point solution (defined precisely below in Definition 1)
of this LP problem has at most 2n − 1 variables. In this context, a
variable corresponds to a matrix entry D1(i, j) that is not on the
boundary of (9), or in other words 0 < D1(i, j) < D(i, j). Clearly,
each such variable D1(i, j) increases the number of nonzero entries
from one (namely D(i, j)) before the split to two (namely D1(i, j)
and D2(i, j)) after the split. This proves the following proposition.

Proposition 1. A 2-way split of D under constraints (7) through (9)
increases the total number of nonzero entries by at most 2n − 1.

Lemma 1 (Rank Lemma, Lemma 1.2.3 in [15]). Let P = {x :
Ax ≥ b, x ≥ 0}, and let x be an extreme point solution of P such that
xi > 0 for each i . Then any maximal number of linearly independent
tight constraints of the form Aix = bi for some row i of A equals the
number of variables.

Definition 1 (Definition 1.2.1 in [15]). Let P = {x : Ax ≥ b, x ≥
0} ⊆ Rn . Then x ∈ P is an extreme point solution of P if there does
not exist a nonzero vector y ∈ Rn such that x + y, x − y ∈ P .

Such an extreme point solution can be computed using a LP
solver such as Gurobi [12]. However, when n is large, this LP com-
putation is very slow. For example, when n = 100 (racks), it takes
the Gurobi, which is the quickest among LP solvers by our experi-
ence, hundreds of milliseconds to compute a 2-way split of D. In
the next section, we describe a non-LP-based LESS algorithm that
performs the same LP computation, but in a combinatorial manner.
For n = 100, it runs an order of magnitude faster than LP-based
LESS, as we will show in §4.5.

3.4 Combinatorial 2-way LESS
The combinatorial LESS algorithm performs the same LP (solving)
operation as before: Starting with the aforementioned naive solu-
tion of D1 = D/2, the algorithm iteratively modifies D1 within the

Algorithm 1: The pseudocode of combinatorial 2-way
LESS
Input :D;
Output :D1;

1 Initialize D1(i, j) ← D(i, j)/2,∀i, j ∈ [n];
2 Convert D1 to G;
3 while An alternating cycle σ is found in G do
4 Increase and decrease the weights of edges in σ in an

alternating manner by the same value η so that all edge
weights remain within their “legal ranges" and one or
more edges become tight;

5 Remove tight edges from G;
6 end
7 Return D1 that is converted back from G;

solution space to push it towards one of its extremal points. How-
ever, it does so by modeling D1 as a bipartite graph and converting
this LP (solving) operation into a graph computation problem.

3.4.1 Conversion to Graph Computation. To describe this conver-
sion, we need the following definition.

Definition 2. We call a matrix entry D1(i, j) tight if D1(i, j) = 0
or D1(i, j) = D(i, j). In other words, D1(i, j) is tight if it is on the
boundary of the constraint 0 ≤ D1(i, j) ≤ D(i, j) (as a part of (9)). We
call D1(i, j) loose otherwise (i.e., when 0 < D1(i, j) < D(i, j)).

In the combinatorial LESS algorithm, the matrix D1 is modeled
as a bipartite graphG(U ∪V , E) whose edge set E evolves when the
values of its entries are changed by the execution of the algorithm.
In this bipartite graph, one partite (vertex set)U contains n vertices
u1,u2, · · · ,un , in which each ui , 1 ≤ i ≤ n, corresponds to row i
of D1. The other partiteV also contains n vertices v1,v2, · · · ,vn in
which eachvj , 1 ≤ j ≤ n, corresponds to column j ofD1. Aweighted
edge exists between ui and vj , or in other words (ui ,vj ) ∈ E, if and
only if D1(i, j) is loose. The weight of this edge is set to D1(i, j).

3.4.2 Pseudocode of Combinatorial 2-way LESS. The pseudocode
of the combinatorial (graph) algorithm is shown in Algorithm 1.
The design of the algorithm is based on the following fact: If the
bipartite graph G contains a cycle σ (Line 3), then we can modify
the weights of the matrix entries (of D1) that correspond to the
edges in σ so that one or more such matrix entries become tight
(Line 4). Once such a matrix entry becomes tight, its corresponding
edge is removed from the bipartite graph (Line 5), according to the
definition of the edge set E above. In Line 3 of Algorithm 1, the
depth-first search (DFS) procedure is used to find a cycle.

Algorithm 1 terminates only when no cycle exists in the bipartite
graph. The resulting cycle-free graph, which has only 2n vertices,
can have nomore than 2n−1 edges (loose entries), since otherwise it
cannot be cycle-free. Since each loose entry increases the number of
nonzero entries by 1 as explained earlier, each 2-way split increases
this number by at most 2n− 1. Hence this combinatorial view offers
another proof of Proposition 1.

Now we explain why and how we can make one or more edges
(rather the corresponding matrix entries) tight in each such cycle σ ,
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Figure 2: Example of cycle cancellation
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Figure 3: Alternating cycle mapping

as stated in Line 4 of Algorithm 1. Since G is bipartite, σ must con-
tain an even number of edges. Like in the graph algorithm literature,
we call σ an alternating cycle for a similar reason: “Walking around"
the cycle starting at an arbitrary vertex on the σ and following
a direction chosen arbitrarily (from the two possible directions),
we will increase or decrease the weights of the edges traversed by
the walk in an alternating manner, by the same amount η. In other
words, we will increase the weight of the first edge by η, decrease
the weight of the second edge by η, increase the weight of the third
edge by η, and so on. As we will explain shortly using a toy example,
this amount η is decided such that after the weight modifications,
the weights of all edges (matrix entries) in σ remain within their
“legal ranges" (i.e., 0 ≤ D1(i, j) ≤ D(i, j) for any D1(i, j) in σ ), and
at least one of them becomes tight.

Since the starting point and the direction of each such walk
are chosen arbitrarily, which can be implemented as being cho-
sen randomly in practice, it appears that Algorithm 1 is “equal-
opportunity" in the sense its logic is inherently not biased for or
against D1 (equivalently against or for D2) in distributing the up to
2n − 1 new nonzero entries to D1 and D2. As mentioned in §1, this
behavior explains why the resulting s sub-workload matrices from
an s-way split have similar sparsities, as will be shown in §4.4.

3.4.3 A Toy Example. We now illustrate the concept of alternating
cycle and the process of weight modification by an example shown
in Figure 2 and Figure 3. The first 4× 4matrix to the left in Figure 2
is the demand matrix D, which has 9 nonzero entries. As shown in
Figure 2, D1 is initialized to D

2 (second 4 × 4 matrix to the left), so
it also has 9 nonzero entries. All of them are loose to start with so
they are all underlined. The bipartite graph corresponding to D1 at
this moment is shown in Figure 3. As explained earlier, vertices u1,
u2, u3, and u4 correspond to rows 1, 2, 3, and 4 of D1 respectively
and vertices v1, v2, v3, and v4 correspond to columns 1, 2, 3, and 4

of D1 respectively. The graph G has 9 edges, corresponding respec-
tively to the 9 loose entries of D1. For example, the edge u1 → v2
corresponds to the loose (underlined) matrix entry D1(1, 2).

In the first iteration, the alternating cycle u1 → v2 → u3 →
v1 → u4 → v3 → u1, highlighted in Figure 3 in alternating red
and blue colors, is discovered. We start the cycle traversal at u1.
As specified in Line 4, we increase D1(1, 2), D1(3, 1), and D1(4, 3),
which correspond to the red edges in Figure 3 and are hence circled
in red with a superscript ‘+’ in Figure 2, and decrease D1(3, 2),
D1(4, 1), D1(1, 3), which correspond to the blue edges in Figure 3
and are hence circled in blue with a superscript ‘-’ in Figure 2, all
by the same value η.

This alternating increase and decrease by the same value has
a desirable property: Any row and column sum of D1 remains
the same after the weight modifications, because an increase to
a matrix entry in any row or column is always accompanied by
a decrease to another entry in the same row or column, and vice
versa. For example, an increase to D1(1, 2) is accompanied by a
decrease to D1(1, 3). Due to this desirable property, the final D1
output by Algorithm 1 satisfies (7) and (8).

We now explain how this η is determined using this example.
The three matrix entries to be increased and their current values
are D1(1, 2) = 0.1, D1(3, 1) = 0.2, and D1(4, 3) = 0.1 respectively.
Their respective upper bounds are D(1, 2) = 0.2, D(3, 1) = 0.4,
and D(4, 3) = 0.2. The three respective differences are D(1, 2) −
D1(1, 2) = 0.1, D(3, 1) − D1(3, 1) = 0.2, and D(4, 3) − D1(4, 3) = 0.1.
So η cannot exceed 0.1, the minimum of the three. Similarly, η
cannot exceed 0.15, since the three matrix entries to be decreased
are D1(3, 2) = 0.15, D1(4, 1) = 0.15, and D1(1, 3) = 0.3 and their
lower bounds are all 0. Then η is set to the minimum of these two
upper bounds, which in this case is min{0.1, 0.15} = 0.1. After
these increases and decreases by η = 0.1, the new values of these
matrix entries are D1(1, 2) = 0.2, D1(3, 1) = 0.3, D1(4, 3) = 0.2,
D1(3, 2) = 0.05, D1(4, 1) = 0.05, and D1(1, 3) = 0.2. Among them,
the values of D1(1, 2) and D1(4, 3) have reached their respective
upper bounds (both due to an increase) D(1, 2) and D(4, 3), so both
of them become tight. Hence the two corresponding edges are
removed fromG (so no longer underlined in the third 4×4matrix to
the left in Figure 2) after the first iteration. In Figure 3, Algorithm 1
stops after two iterations, when no more alternating cycle exists.

3.4.4 Computational Complexity of Algorithm 1. In the following
analysis, we assume the n × n matrix D is not extremely sparse
in the sense n = o(m) wherem = ∥D∥0 is the number of nonzero
entries in D. In this case, the “while” loop in Algorithm 1 runs at
mostm− (2n− 1) = O(m) iterations because there arem edges inG
to start with, each iteration removes at least one edge from G, and
Algorithm 1 terminates whenG contains nomore than 2n−1 = o(m)



edges. Hence, the computational complexity of Algorithm 1 is in
theory O(m2) since, in each iteration, detecting a cycle using DFS
has complexity O(m), and so are computing η and updating edge
weights. In practice, however, cycles are usually quite short for a
real-world workload D, so empirically the complexity “feels more
like" O(m1.5) or less.

4 EVALUATION
In this section, we evaluate the efficacy of LESS, and compare it with
that of the naive algorithm (denoted in the figures and called “Naive"
in the sequel) of simply dividing D by s . We do so by feeding the
sub-workload matrices resulting from LESS and Naive respectively
to the s optical switches, each of which is scheduled by BFF [19].
We denote these these two resulting schedulers as LESS+BFF and
Naive+BFF respectively. In this comparison, we use the overall
makespan, defined as the maximum among the makespans of the
schedules of the s switches, as the performance metric.

4.1 Simulation Parameters and Setup
Traffic demand matrix D: It was shown in [3, 18] that typical
traffic workloads in real-world data centers exhibit two characteris-
tics: sparsity (the vast majority of the demand matrix elements have
value 0 or close to 0) and skewness (few large elements in a row or
column account for the majority of the row or column sum). Hence,
for our simulations, we use the same set of sparse and skewed
demand matrices as used in [3, 18]. In each such matrix D, each
row (or column) contains nL large equal-valued elements (large
input-output flows) that as a whole account for cL (percentage) of
the total workload to the row (or column), nS medium equal-valued
elements (medium input-output flows) that as a whole account for
the rest cS = 1 − cL (percentage), and noises. Hence nL and nS
control the sparsity, and cL and cS control the skewness, of the
traffic demand, respectively. Roughly speaking, we have

D =

nL∑
i=1

cL
nL

Pi +

nS∑
i=1

cS
nS

P ′i +N (10)

where each Pi and each P ′i is an n × n random permutation matrix.
Same as in [3, 18], in our simulation studies, the default values of

the sparsity parameters nL and nS are set to 4 and 12 respectively
and the default values of cL and cS are set to 0.7 (i.e., 70%) and 0.3
(i.e., 30%) respectively. In other words, in each row (or column) of
the demand matrix, by default the 4 large flows account for 70% of
its total traffic demand, and the 12 medium flows account for the
rest 30%. We will also vary the sparsity parameters nL and nS and
skewness parameters cL and cS in our evaluations. In Equation (10),
before a noise matrixN (described next) is added to it, each such D
is doubly stochastic (defined in §2.2). As shown in Equation (10), we
also add a noise matrix term N to D, like in [3, 18]. Each nonzero
element inN is a Gaussian random variable that is added to a traffic
demand matrix element that was nonzero before the noise added.
Each nonzero (noise) element here in N has a standard deviation,
which is equal to 0.3% of the normalized workload 1.
Reconfiguration delay of the optical switch δ : The larger δ is,
the more time the optical switch has to spend on reconfigurations,
and hence the higher the resulting makespan is. By default, δ = 0.04
(i.e., 4% of the scheduling epoch), although we will vary δ in our

simulation studies. Here we use a larger default value of δ than
that in [3, 18], which is δ = 0.01 (i.e., 1% of the scheduling epoch),
because the former is closer to the δ values of real-world large
(e.g., 100 × 100) optical switches that range mostly from hundreds
of µs to milliseconds [22] (after being normalized by the typical
epoch length of 3 milliseconds). Although δ values as small as 12µs
were mentioned in both [11] and [22], they apply only to a small
switch (e.g., 4 × 4) or an optical transmitter-receiver pair with tiny
rotation-angle distance.
Simulation Setup: In the rest of §4, every point in every plot in
every figure is the sample mean averaged from 100 simulation runs,
so is every number in Table 1 and Table 2.
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Figure 4: LESS+BFF vs. Naive+BFF while varying δ

4.2 Under Different System Parameters
In this section, we compare the overall makespan performances
of LESS+BFF and Naive+BFF for different value combinations of s
(number of parallel switches) and δ (reconfiguration delay), under
traffic demand D with the default parameter settings described
above (4 large flows and 12 small flows accounting for roughly
70% and 30% of the total traffic demand into each input port). The
simulation results, presented in Figure 4, show that LESS+BFF out-
performs Naive+BFF, as indicated by shorter overall makespans,
when the reconfiguration delay δ is large (say δ ≥ 0.02). More
specifically, when δ = 0.04 and s = 8, LESS+BFF results in ap-
proximately 59% shorter overall makespan than Naive+BFF; when
δ = 0.08 and s = 8, LESS+BFF results in approximately 74% shorter
overall makespan than Naive+BFF. Although error bars represent-
ing 95% confidence intervals are used in Figure 4, they are barely
noticeable since, for every case (point) in the figure, the simulation
results are very close to one another.

Figure 4 also shows that when δ is mall (say δ ≤ 0.01), LESS+BFF
results in similar or slightly longer overall makespan thanNaive+BFF.
Our explanation is as follows. With a LESS split, the sub-workloads
D1, D2, ..., Ds are line-even but not identical matrices, and although
these s matrices have superb total sparsity (i.e.,

∑s
k=1 ∥Dk ∥0), there

can be some variations in their individual sparsities. Due to these
variations among the sub-workload matrices and their individual
sparsities, the makespans of the s switches can have some varia-
tions. In comparison, with a naive split, all s switches are given
identical sub-workloads, so the resulting s makespans are identical.
Since the performance metric (overall makespan) is the maximum
of these s makespans, this identicalness gives the naive solution
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Figure 6: LESS+BFF vs. Naive+BFF while varying skewness of D

a performance edge over LESS. As a result, when δ is very small
as in this case or when D is extremely sparse (e.g., in the case of
nL +nS = 8 to be presented in §4.3), LESS’s performance gain from
the total sparsity of the split could be dwarfed by naive solution’s
performance edge from this identicalness.

This said, LESS+BFF may still outperform Naive+BFF in this
case (of δ = 0.01) when the performance metric is changed to the
average makespan of all s switches. For example, when δ = 0.01
and s = 4, although the overall makepsan for LESS+BFF (= 0.4516)
is longer than that for Naive+BFF (= 0.4270), the average makepsn
for LESS+BFF (= 0.4192) is actually shorter than that of Naive+BFF
(= 0.4270).

4.3 Under Different Traffic Demands
In this section, we compare the overall makespan performances
of LESS+BFF and Naive+BFF under a diverse set of traffic demand
matrices that vary by sparsity and skewness.We control the sparsity
of the traffic demand matrix D by varying the total number of flows
(nL + nS ) in each row from 8 to 64, while fixing the ratio of the
number of large flow to that of small flows (nL/nS ) at 1 : 3. We
control the skewness of D by varying cS , the total percentage of
traffic carried by small flows, from 5% (most skewed as large flows
carry the rest 95%) to 75% (least skewed). In all these evaluations,
we consider four different value combinations of system parameters
δ and s: (1) δ = 0.02, s = 4; (2) δ = 0.04, s = 4; (3) δ = 0.02, s = 8;
and (4) δ = 0.04, s = 8.

Figure 5 compares the overall makespan performances of LESS+BFF
and Naive+BFF when the sparsity parameter nL + nS varies from
8 to 64 and the value of the skewness parameter cS is fixed at 0.3.
Figure 6 compares the overall makespan performances of LESS+BFF

and Naive+BFF when the skewness parameter cS varies from 5%
to 75% and the sparsity parameter nL + nS is fixed at 16 (= 4 + 12).
In each figure, the four subfigures correspond to the four value
combinations of δ and s above. Both Figure 5 and Figure 6 show
that LESS+BFF invariably results in shorter overall makespans than
Naive+BFF, under various traffic demand matrices. In Figure 5,
LESS+BFF performs consistently better than Naive+BFF, except in
some cases where the traffic matrices are extremely sparse (more
specifically where nL + nS = 8).

Although the reason for these outliers has been explained in
the previous section, we zoom in on the case of nL + nS = 8 and
δ = 0.02 to emphasize that LESS is “not to blame". In this case,
the average number of nonzero entries in a sub-workload matrix
resulting from Naive is 731 (or 7.31 per row or column) whereas
that from LESS is only 352 (or 3.52 per row or column). Hence on
average, an input port pays 7.31δ reconfiguration cost in the case of
Naive and 3.52δ reconfiguration cost in the case of LESS. However,
when δ = 0.02, this advantage of LESS in reconfiguration cost is
dwarfed by the identicalness advantage enjoyed by Naive.

4.4 Sparsity Evenness of LESS
In this section, we show that, the s sub-workload matrices resulting
from LESS generally have similar sparsities (numbers of nonzero
entries) empirically as measured by their normalized mean abso-
lute deviation (NMAD), although as explained earlier this prop-
erty is not theoretically guaranteed. The mean absolute deviation
(MAD, or average absolute deviation) of a data set {x1, x2, ..., xn }
is defined as the average distance between xi and its mean x̄ :
1
n
∑n
i=1 | xi − x̄ |. The normalized mean absolute deviation (NMAD)



is defined as MAD divided by x̄ . Smaller NMAD means better even-
ness. Table 1 shows the mean and the 95% percentile of NMAD
of {∥D1∥0, ∥D2∥0, ..., ∥Ds ∥0} (the number of nonzero entries in the
s sub-workload matrices), for s = 4 and s = 8, under D with the
default parameter settings (nL = 4, nS = 12, cL = 0.7, cS = 0.3).
Table 1 shows that the average NMAD is only 5% (i.e., deviates 5%
from the mean on average) when s = 4 and only 4% when s = 8.

s = 4 s = 8
Mean NMAD 5.00% 4.01%

95%-percentile NMAD 7.36% 5.61%
Table 1: Variations among {∥D1∥0, ∥D2∥0, ..., ∥Ds ∥0}

4.5 Execution Times of LESS
In this section, we compare the (single-processor) execution times
of LP-based LESS and combinatorial LESS, both implemented in
C++, under D with the default parameter settings (nL = 4, nS = 12,
cL = 0.7, cS = 0.3), on an Apple MacBook Air laptop equipped with
an 1.6 GHz Intel Core i5 processor and 8 GB 2133 MHz LPDDR3.
We select Gurobi [12] as the LP solver in the former algorithm due
to its superior computational efficiency. As shown in Table 2, the
execution times of the combinatorial LESS are roughly an order of
magnitude shorter than those of LP-based LESS.

The former are already generally lower than the execution times
of BFF (the underlying optical/hybrid switching algorithm), which
as reported in [19] is much more computationally efficient than
any other hybrid switching algorithm. With parallel processing
(described in §3.2.2), the former can be further improved by 20% to
40%, as we have estimated through experiments.

This said, as mentioned earlier, the epoch duration is typically
a few milliseconds long (e.g., 3ms), so ideally the execution time
of LESS should be no more than that. Currently, with software
implementation, our combinatorial algorithm takes roughly an
order of magnitude longer, when n = 100 (i.e., 100 × 100 switch)
and k = 8 (parallel switches). However, we believe this execution
time gap can be closed with ASIC implementation, because our
combinatorial algorithm is heavy on memory I/O (mostly linked
list traversals), which can be done much faster if all data reside in
on-chip SRAM. The SRAM cost of ASIC implementation is quite
low: Only tens of KBs of SRAM is needed when n = 100 and k = 8.

Although the focus of this work is on the MSB problem and the
LESS solution, we understand that for LESS to be practically useful,
its “companion" scheduler, which throughout this paper is BFF,
also should have an execution time not exceeding the epoch dura-
tion. While with software implementation BFF [19] takes around
20 − 30ms to compute a schedule when n = 100, we believe it too
can be sped up by an order of magnitude, by replacing the expen-
sive maximum weighted matching (MWM) computation (at the
beginning) with a much less expensive but slightly lower-quality
matching computation (e.g., using iSLIP [23]) and by using the ASIC
implementation.

s = 2 s = 4 s = 8
Combinatorial 11.51ms 23.35ms 35.26ms
Gurobi [12] 85.72ms 216.55ms 431.02ms

Table 2: Execution Time Comparison

5 CONCLUSION
In this work, we formulate a matrix split and balance (MSB) problem
that naturally arises in an optical- or hybrid-switched datacenter
network where racks of servers are connected by multiple par-
allel optical switches. A roughly equivalent formulation of this
MSB problem is “how to split a doubly stochastic matrix D into
matrices D1,D2, ...,Ds such that each of them is 1/s-scaled dou-
bly stochastic and the total number of nonzero entries in these s
matrices is minimized?" As this problem is NP-hard, we propose
LESS (Line-Even Sparse Split), an approximation algorithm that
has a low approximation ratio of only 1 + ϵ in practice and a low
computational complexity of only O(m2), wherem = ∥D∥0 is the
number of nonzero elements in D. Our simulation studies show
that LESS results in excellent overall makespan performances under
realistic datacenter traffic workloads and parameter settings.
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