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Priors in High Dimensions
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Abstract—Deep generative priors offer powerful models for
complex-structured data, such as images, audio, and text. Using
these priors in inverse problems typically requires estimating the
input and/or hidden signals in a multi-layer deep neural network
from observation of its output. While these approaches have been
successful in practice, rigorous performance analysis is compli-
cated by the non-convex nature of the underlying optimization
problems. This paper presents a novel algorithm, Multi-Layer
Vector Approximate Message Passing (ML-VAMP), for inference
in multi-layer stochastic neural networks. ML-VAMP can be
configured to compute maximum a priori (MAP) or approxi-
mate minimum mean-squared error (MMSE) estimates for these
networks. We show that the performance of ML-VAMP can be
exactly predicted in a certain high-dimensional random limit.
Furthermore, under certain conditions, ML-VAMP yields esti-
mates that achieve the minimum (i.e., Bayes-optimal) MSE as
predicted by the replica method. In this way, ML-VAMP provides
a computationally efficient method for multi-layer inference with
an exact performance characterization and testable conditions for
optimality in the large-system limit.

Index Terms—Analyzing deep neural networks, inverse prob-
lems, vector approximate message passing, stochastic neural
networks, state evolution.
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I. INTRODUCTION
A. Inference With Deep Generative Priors

E CONSIDER inference in an L-layer stochastic neural
network of the form

=W +b+&. (=13 ...
B =¢(2_.8) t=24...L

9L_1a (1a)

(1b)

where z8 is the network input, {zg}ﬁ;ll are hidden-layer sig-
nals, and y = zg is the network output. The odd-indexed lay-
ers (la) are (fully connected) affine linear layers with weights
W, biases b, and additive noise vectors &,. The even-indexed
layers (1b) involve separable and possibly nonlinear functions
¢, that are randomized' by the noise vectors &,. By “sep-
arable,” we mean that [¢,(z, §)]; = ¢¢(zi, &) Vi, where ¢y
is some scalar-valued function, such as a sigmoid or ReLU,
and where z; and §&; represent the ith component of z and &.
We assume that the input zg and noise vectors &, are mutu-
ally independent, that each contains i.i.d. entries, and that the
number of layers, L, is even. A block diagram of the network
is shown in the top panel of Fig. 2. The inference problem
is to estimate the input and hidden signals {z@}ﬁ;é from an
observation of the network output y. That is,

. — . 2
Estimate {z¢}Z) given y, {Wa—1, bo1, iJly. ()

For inference, we will assume that network parameters (i.e.,
the weights Wy, biases by, and activation functions ¢,) are all
known, as are the distributions of the input zg and the noise
terms &,. Hence, we do not consider the network learning
problem. The superscript “0” on z? indicates that this is the
“true” value of zy, to be distinguished from the estimates of
z¢ produced during inference denoted by Z;.

The inference problem (2) arises in the following state-
of-the-art approach to inverse problems. In general, solving
an “inverse problem” means recovering some signal x from
a measurement y that depends on x. For example, in com-
pressed sensing (CS) [5], the measurements are often modeled
as y = Ax + & with known A and additive white Gaussian
noise (AWGN) &, and the signal is often modeled as a sparse
linear combination of elements from a known dictionary, i.e.,

IThe role of the noise &g in ¢y is allowed to be generic (e.g., addi-
tive, multiplicative, etc.). The relationship between z?i and zg_]i will

be modeled using the conditional density p(zg ilz(l?—l.i) = [ S(Z(g,i -
Ge(@)_y 1 EeDIPEe) de i
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Fig. 1. Motivating example: inference for inpainting [3], [4]. An image xY is modeled as the output of a generative model driven by white noise zg, and an
occluded measurement y is generated by one additional layer. Inference is then used to recover the image x from the measurement y.

x = Wz for some sparse coefficient vector z. To recover x,
one usually computes a sparse coefficient estimate Z using a
LASSO-type convex optimization [6] and then uses it to form
a signal estimate X, as in

X=VWZ for Z= argmin %||y—A\Ilz||2+)»||z||1, 3)
z

where A > 0 is a tunable parameter. The CS recovery
approach (3) can be interpreted as a two-layer version of the
inference problem: the first layer implements signal generation
via x = Wz, while the second layer implements the mea-
surement process y = Az + &. Equation (3) then performs
maximum a posteriori inference (see the discussion around
equation (6)) to recover estimates of z and x.

Although CS has met with some success, it has a lim-
ited ability to exploit the complex structure of natural signals,
such as images, audio, and video. This is because the model
“x Wz with sparse z” is overly simplistic; it is a one-
layer generative model. Much more sophisticated modeling
is possible with multi-layer priors, as demonstrated in recent
works on variational autoencoders (VAEs) [7], [8], generative
adversarial networks (GANSs) [9], [10], and deep image priors
(DIP) [11], [12]. These models have had tremendous success
in modeling richly structured data, such as images and text.

A typical application of solving an inverse problem using a
deep generative model is shown in Fig. 1. This figure considers
the classic problem of inpainting [13], for which reconstruc-
tion with DIP has been particularly successful [3], [4]. Here,
a noise-like innovation signal 28 drives a three-layer genera-
tive network to produce an image x°. The generative network
would have been trained on an ensemble of images sim-
ilar to the one being estimated using, e.g., VAE or GAN
techniques. The measurement process, which manifests as
occlusion in the inpainting problem, is modeled using one
additional layer of the network, which produces the measure-
ment y. Inference is then used to recover the image x° (i.e.,
the hidden-layer signal zg) from y. In addition to inpaint-
ing, this deep-reconstruction approach can be applied to other
linear inverse problems (e.g., CS, de-blurring, and super-
resolution) as well as generalized-linear [14] inverse problems
(e.g., classification, phase retrieval, and estimation from quan-
tized outputs). We note that the inference approach provides an
alternative to designing and training a separate reconstruction
network, such as in [15]-[17].

When using deterministic deep generative models, the
unknown signal x° can be modeled as xY = ¢ (zg), where
G is a trained deep neural network and zg is a realization
of an i.i.d. random vector, typically with a Gaussian dis-
tribution. Consequently, to recover x9 from a linear-AWGN
measurement of the form y = Ax®+£, the compressed-sensing
approach in (3) can be extended to a regularized least-squares
problem [18] of the form

¥=0@), % :=argminllly—AG@I|*+rllzl> &
z

In practice, the optimization in (4) is solved using a
gradient-based method. This approach can be straightfor-
wardly implemented with deep-learning software packages
and has been used, with excellent results, in [3], [4], [19]-
[23]. The minimization (4) has also been useful in inter-
preting the semantic meaning of hidden signals in deep
networks [24], [25]. VAEs [7], [8] and certain GANSs [26] can
also produce decoding networks that sample from the posterior
density, and sampling methods such as Markov-chain Monte
Carlo (MCMC) algorithms and Langevin diffusion [27], [28]
can also be employed. We note that while the weight matri-
ces in the motivating example in Fig. 1 are constant, during
analysis we assume that they are instances of random matrices
drawn from a general distribution of random matrices.

B. Analysis via Approximate Message Passing (AMP)

While reconstruction with deep generative priors has seen
tremendous practical success, its performance is not fully
understood. Optimization approaches such as (4) are typically
non-convex and difficult to analyze. As we discuss below, most
results available today only provide bounds, and these bounds
are often be overly conservative (see Section I-D).

Given a network architecture and statistics on the unknown
signals, fundamental information-theoretic questions include:
What are the precise limits on the accuracy of estimating the
hidden signals {zg}é;(l) from the measurements y? How well
do current estimation methods perform relative to these limits?
Is it possible to design computationally efficient yet optimal
methods?

To answer these questions, this paper considers deep
inference via approximate message passing (AMP), a pow-
erful approach for analyzing estimation problems in cer-
tain high-dimensional random settings. Since its origins in
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understanding linear inverse problems in compressed sens-
ing [29], [30], AMP has been extended to an impressive
range of estimation and learning tasks, including gener-
alized linear models [31], models with parametric uncer-
tainty [32], structured priors [33], and bilinear problems [34].
For these problems, AMP-based methods have been able
to provide computationally efficient algorithms with precise
high-dimensional analyses. Often, AMP approaches yield opti-
mality guarantees in cases where all other known approaches
do not. See [35] for a detailed discussion on the optimality
of AMP.

C. Main Contributions

In this work, we develop a multi-layer version of AMP
for inference in deep networks. The proposed approach
builds on the recent vector AMP (VAMP) method of [36],
which is itself closely related to expectation propagation
(EP) [37], [38], expectation-consistent approximate inference
(EC) [39], [40], S-AMP [41], and orthogonal AMP [42]. The
proposed method is called multi-layer VAMP, or ML-VAMP.
As will be described in detail below, ML-VAMP estimates
the hidden signals in a deep network by cycling through
a set of relatively simple estimation functions {g}t}%zo. The
information flow in ML-VAMP is shown in the bottom panel
of Fig. 2. The ML-VAMP method is similar to the multi-
layer AMP method of [43] but can handle a more general
class of matrices in the linear layers. In addition, as we will
describe below, the proposed ML-VAMP algorithm can be
configured for either MAP or MMSE estimation. We will call
these approaches MAP-ML-VAMP and MMSE-ML-VAMP.

We establish several key results on the ML-VAMP
algorithm:

o« We show that, for both MAP and MMSE inference, the
fixed points of the ML-VAMP algorithm correspond to
stationary points of variational formulations of these esti-
mators. This allows the interpretation of ML-VAMP as
a Lagrangian algorithm with adaptive step-sizes in both
cases. These findings are given in Theorems 1 and 2
and are similar to previous results for AMP [44], [45].
Section III describes these results.

« We prove that, in a certain large system limit (LSL),
the behavior of ML-VAMP is exactly described by a
deterministic recursion called the state evolution (SE).
This SE analysis is a multi-layer extension of simi-
lar results [36], [46], [47] for AMP and VAMP. The
SE equations enable asymprotically exact predictions of
macroscopic behaviors of the hidden-layer estimates for
each iteration of the ML-VAMP algorithm. This allows
us to obtain error bounds even if the algorithm is run for
a finite number of iterations. The SE analysis, given in
Theorem 3, is the main contribution of the paper, and is
discussed in Section IV.

o Since the original conference versions of this
paper [1], [2], formulae for the minimum mean-
squared error (MMSE) for inference in deep networks
have been conjectured in [48]-[50]. As discussed in
Section IV-C, these formulae are based on heuristic

techniques, such as the replica method from statistical
physics, and have been rigorously proven in special
cases [51], [52]. Remarkably, we show that the mean-
squared-error (MSE) of ML-VAMP exactly matches the
predicted MMSE in certain cases.

« Using numerical simulations, we verify the predictions of
the main result from Theorem 3. In particular, we show
that the SE accurately predicts the MSE even for networks
that are not considered large by today’s standards. We also
perform experiments with the MNIST handwritten digit
dataset. Here we consider the inference problem using
learned networks, for which the weights do not satisfy
the randomness assumptions required in our analysis.

In summary, ML-VAMP provides a computationally
efficient method for inference in deep networks whose
performance can be exactly predicted in certain high-
dimensional random settings. Moreover, in these settings,
the MSE performance of ML-VAMP can match the existing
predictions of the MMSE.

D. Prior Work

There has been growing interest in studying learning and
inference problems in high-dimensional, random settings. One
common model is the so-called wide network, where the
dimensions of the input, hidden layers, and output are assumed
to grow with a fixed linear scaling, and the weight matri-
ces are modeled as realizations of random matrices. This
viewpoint has been taken in [53]-[56], in several works
that explicitly use AMP methods [43], [48], [49], [57],
and in several works that use closely related random-matrix
techniques [58], [59].

The existing work most closely related to ours is that by
Manoel et al. [43], which developed a multi-layer version of
the original AMP algorithm [29]. The work [43] provides a
state-evolution analysis of multi-layer inference in networks
with entrywise i.i.d. Gaussian weight matrices. In contrast, our
results apply to the larger class of rotationally invariant matri-
ces (see Section IV for details), which includes i.i.d. Gaussian
matrices case as a special case.

Several other recent works have also attempted to charac-
terize the performance of reconstruction using deep priors in
random settings. For example, when z8 € RFand A € R™*" is
arealization of an i.i.d. Gaussian matrix with m = Q (kLlogn),
Bora et al. [4] showed that an L-layer network G with
ReLU activations can provide provably good reconstruction of
x¥ € Range(G) from measurements y = Ax"+&. For the same
problem, [19] and [60] show that, for W, € RNexNe-1 gen-
erated entrywise i.i.d. Gaussian and Ny = Q(N¢—1logNy—_1),
one can derive bounds on reconstruction error that hold with
high probability under similar conditions on m. Furthermore,
they also show that the cost function of (4) has stationary
points in only two disjoint regions of the zy space, and both
are closely related to the true solution z8. In [61], the authors
use a layer-wise reconstruction scheme to prove reconstruction
error bounds when Ny = Q(N¢_1), i.e., the network is expan-
sive, but with a constant factor as opposed to the logarithmic
factor in [60].
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Our results, in comparison, provide an asymptotically exact
characterization of the reconstruction error—not just bounds.
Moreover, our results hold for arbitrary hidden-dimension
ratios N¢/N¢—_1, which can be less than, equal to, or greater
than one. On the other hand, our results hold only in the
large-system limit, whereas the other results above hold in
the finite-dimensional regime. Nevertheless, we think that it
should be possible to derive a finite-dimensional version of our
analysis (in the spirit of [62]) that holds with high probability.
Also, our experimental results suggest that our large-system-
limit analysis is a good approximation of behavior at moderate
dimensions.

Some of the material in this paper appeared in conference
versions [1], [2], Theorems 1 and 3 were stated in [2], whereas
Theorem 4 was stated in [1]. The current paper includes all
the proofs, simulation details, and provides a unified treatment
of both MAP and MMSE estimation. Additionally, Theorem 2
and its proof are new results.

II. MULTI-LAYER VECTOR APPROXIMATE
MESSAGE PASSING

A. Problem Formulation

We consider inference in a probabilistic setting where,
in (1), 18 and {& e}%zl are modeled as random vectors with
known densities. Due to the Markovian structure of {z;}
in (1), the posterior distribution p(z|y), where z = {zo}ﬁ;é,
factorizes as

L
p(aly) o« p(z,y) = p(z, z) = p(zo) | [ pCaclze—1),  (5)
=1

where the form of p(z¢|z,—;) is determined by W,, by, and
the distribution of &, for odd ¢; and by ¢, and the distribution
of &, for even £. We will assume that z, € RNe, where Ny can
vary across the layers £.

Similar to other graphical-model methods [63], we con-
sider two forms of estimation: MAP estimation and MMSE
estimation. The maximum a priori, or MAP, estimate is
defined as

imap = argmax p(zly). (6)
z

Although we will focus on MAP estimation, most of our

results will apply to general M-estimators [64] of the form,

L
Zm-est i= argmin{fo(zo) + Z ZLi(zg, Ze—l)}
z =1

for loss functions .Zy. The MAP estimator then corresponds
to loss functions £y = —Inp(z¢|z¢—1) and £y = — Inp(zp).

We will also consider the minimum mean-squared error, or
MMSE, estimate, defined as

Zmmse = Elzly] = /Zp(z|y) dz. (7

To compute the MMSE estimate, we first compute the poste-
rior marginals p(z,|y). We will also be interested in estimating
the posterior marginals p(z¢|y). From estimates of the poste-
rior marginals, one can also compute other estimates, such as

Algorithm 1 Multi-Layer Vector Approximate Message
Passing (ML-VAMP)
Require: Estimation functions gar , &, and {gjf}é;ll.

1: Setry, = 0 and initialize Oo¢ fort =0,1,...,L—1.

2: fork=0,1,...,N;y—1do

3: /| Forward Pass

o to— ot
o hp =8 (_’;kO’_ekO) o
50 gy = (08 (reg, 60)/0r)
Doy = @ — o)/ (1 — o)
6 o = (Zyy — opoly)/ %
7. fort=1,...,L—1do
ot t— +
8: Zyy =8 Mg T o—10 Orp)
¥ fagt— o+ T s
% O = <8g[ Tee- T o1 ka)/8’e>
10: rf, =@, — o) /(1 — o)
11:  end for
12:

13:  // Backward Pass
. o~ _ p— + —_
4z =8y Oy)

- — ot —\ ot
155 = <8gL g1 ekL)/ark,L—l>

R _ Car ot Car
16 ry =@ = )/ =)
172 fort=L—-1,...,1do

. o~ _ — p— + —

18: T o1 = 8 iy o T o1 Ore)

) - Y Py + —\ At
19: iy o =08, (rk+1,£”'k,e—17ka)/a’e—1>

: - _ o, o
20: Fito—1 = @y = g Ty o)/ —ag )
21:  end for
22: end for

the mininum mean-absolute error (MMAE) estimate, i.e., the
median of the posterior marginal.

B. The ML-VAMP Algorithm

Similar to the generalized EC (GEC) [40] and generalized
VAMP [65] algorithms, the ML-VAMP algorithm attempts
to compute MAP or MMSE estimates using a sequence
of forward-pass and backward-pass updates. The updates of
the algorithm are specified in Algorithm 1. The quantities
updated in the forward pass are denoted by superscript +,
and those updated in the backward pass are denoted by super-
script —. The notation on lines 9 and 19 means (9f (x*)/9x) =
’—1121'-’:1 dfi(x;)/0x; evaluated at x = x*, where x € R” and
f + R" — R" acts componentwise. The update formulae
can be derived similar to those for the GEC algorithm [40],
using expectation-consistent approximations of the Gibbs free
energy inspired by [39].

The ML-VAMP algorithm splits the estimation of z =
{zz}%;é into smaller problems that are solved by the estimation
functions {gf}%;}, gar and g; . (See Figure 2, bottom panel.)
As described below, the form of g}t depends on whether
the goal is MAP or MMSE estimation. During the forward
pass, the estimators gZ are invoked, whereas in the back-
ward pass, g, are invoked. Similarly, the ML-VAMP algorithm
maintains two copies, Z" and Z~, of the estimate of z. For
¢£=1,2,...,L—1, each pair of estimators (gz, g, ) takes as
input rj_ , and r, to update the estimates'iz andZ, |, respec-
tively. Similarly, ga' and g; take inputs r, and r'[_l to update
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Fig. 2.
functions gzt(-) and estimation quantities r,:fe and 'i,:(‘z at iteration k.

7" and Z,_,, respectively. The estimation functions also take

+
parameters 6,

C. MAP and MMSE Estimation Functions: {g;z|r }

The ML-VAMP algorithm is an iterative application of esti-
mation functions gf which take as input (r, , rzr_l) and output
(Z/.Z,_,). During the forward pass the outputZ, , is dropped
whereas in the backward pass’z‘? is dropped. These estimation
functions can take arbitrary parametric forms.

The form of the estimation functions {gf}é;é depends
on whether the goal is to perform MAP or MMSE estima-
tion. In either case, we restrict ourselves to the following

parameterization
+ _ .- + _ (,— 7t
O = Yoo e = (sz’ yk,f—l)’

- _ - _ (- +
O =Vicr-1 Ok = (Vk+1,z’ Vk,e—l)’

(®)

where ykjlf and nki[ are scalars updated at iteration k > 0 and
all¢=0,1,...,L—1 as follows:

+ + -

Yie = Mee = Ve

+ =+
Mee = Yie/ %o

Vir1,e = Meg1,e — Vit
Met1e = th/akll,p ©)
while the updates of a,i are explicitly given in lines 9 and 19
of Algorithm 1. The parameters y,i? and nkjtZ respectively, rep-
resent estimates for precision (inverse variance) of the input
r,fe and output ’z\,i to the estimation functions gzt. They can
also be interpreted as surrogates for curvature information (or
second-order information) of the loss function. The quantities
ozkie € (0, 1) couple the forward and backward iterations via
the so-called Onsager correction terms in line 10 and 20.
Given these parameters, both the MAP and MMSE esti-
mation functions are defined from the belief function over

(Z¢,Z¢—1):
be(ze, zo—1lry 1y vy vey) & p(zelze—1)

— +
G R B S R IET

for ¢

1,2,...,L — 1. Similarly, bp(zz,z;—1)
+
plzi—1) exp(— Ltz — rf 1P, and bo(z0,2-1)

X

Top panel: Feedfoward neural network mapping an input zg to output y = z;

O in the case of L = 4 layers. Bottom panel: ML-VAMP estimation

p(zo) exp(—%”zo —ry ||2). When performing MMSE infer-
ence, we use

(/i?’/z\[fl)mmse = gimmse(’e_”ﬁl? Ye s Vztl)

= E[(2¢, 2e-1)|be], (11)

where E[-|b;] denotes expectation with respect to the (nor-
malized) distribution b,. Similarly, for MAP inference, we
use

~— _ ot - 4 =+
@’ Zy_)map = gz,map(’z T 13V ’yl—l)

= argmax by(z¢, Z¢—1).
Zo,Z¢—|

(12)

Notice that (12) corresponds to the proximal operator of
—Inp(z¢)|ze—1). We will use “MMSE-ML-VAMP” to refer to
ML-VAMP with the MMSE estimation functions (11), and
“MAP-ML-VAMP” to refer to ML-VAMP with the MAP
estimation functions (12).

D. Computational Complexity

A key feature of the ML-VAMP algorithm is that, for the
neural network (1), the MMSE and MAP estimation func-
tions (11) and (12) are computationally easy to compute. To
see why, first recall that, for the even layers £ = 2,4,...L,
the map ¢, in (I1b) is assumed separable and the noise &,
is assumed i.i.d. As a result, z; is conditionally indepen-
dent given Zo—1, 1.e., p(Z¢|Ze—1) = HiP(Z(Z,i|ZE—1,i)- Thus, for
even £, the belief function b, in (10) also factors into a prod-
uct of the form by (z¢, z¢—1) = [[; be(ze,i, z¢e—1,;), implying that
the MAP and MMSE versions of gzt are both coordinate-wise
separable. In other words, the MAP and MMSE estimation
functions can be computed using N, scalar MAP or MMSE
estimators.

Next consider (la) for £ 1,3,...,L — 1, ie., the
linear layers. Assume that &, N0, Iv, 1) for some
precision (i.e., inverse variance) v, > 0. Then p(z¢|z,—1)
Ylze — Weze—y — be||. In this case, the MMSE and MAP
estimation functions (11) and (12) are identical, and both take
the form of a standard least-squares problem. Similar to the
VAMP algorithm [36], the least-squares solution—which must
be recomputed at each iteration k—is can be efficiently com-
puted using a single singular value decomposition (SVD) that
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is computed once, before the iterations begin. In particular, we
compute the SVD

W, =V, Diag(s¢) Vi1, (13)
where V, € RV*Ne and V,_; € RNe-1*Ne-1 are orthogonal
and Diag(s¢) € RV*Ne-1 is a diagonal matrix that contains
the singular values of W,. Let bg;zVZbg. Then for odd ¢, the
updates (11) and (12) both correspond to quadratic problems,
which can be simplified by exploiting the rotational invariance
of the £5 norm. Specifically, one can derive that

b ot (— ot -+
Z) =g (rg.ri_ v V)
= VKGZ_(VZ—"Z_y Vﬁ—lrz__]vges Eﬁv Vg_7 y;;]>s (143)
— o -+
Zy =8 (g 1y sV Vi)
:VZ_lGZ(V;rg_vVf—lrz_,l’gfvﬁfa )/g_, V[tl)»
(14b)

where transformed denoising functions GEE(-) are componen-
twise extensions of GE'E(~), defined as

I:Gz_jl _ |: —VySy
Gy Ve+—1 + Wszg

Note that Gz and G, are functions which take inputs
(ug, ue—1, se, by, Ve y;“_ ) and output the expressions on the
RHS. A detailed derivation of equations (14) and (15) is given
in [66, Appendix B]. Note that the argument 5, in (14a) is N,
dimensional, whereas in (14b) it is Ny_; dimensional, i.e.,
appropriate zero-padding is applied. Keeping this subtlety in
mind, we use §; to keep the notation simple.

From Algorithm 1, we see that each pass of the MAP-ML-
VAMP or MMSE-ML-VAMP algorithm requires solving (a)
scalar MAP or MMSE estimation problems for the non-linear,
separable layers; and (b) least-squares problems for the linear
layers. In particular, no high-dimensional integrals or high-
dimensional optimizations are involved.

Ve + ve} [ Ve e + veby B ]
—VesSe Vi qtte—1 — vesebe
(15)

III. FIXED POINTS OF ML-VAMP

Our first goal is to characterize the fixed points of
Algorithm 1. To this end, let r,j, rz,’z\g with parameters
er’, a,, y;r, Y, » e be a fixed point of the ML-VAMP algo-
rithm, where we have dropped the iteration subscript k. At a
fixed point, we do not need to distinguish between’z}" and'z?,
nor between ”Z and 7, , since the updates in (9) imply that

nS =ng =y +y. =
— +
of =2, oy =1, and of o, =1 (16)

Applying these relationships to lines 10 and 20 of Algorithm 1
gives

+ A+ — -
YT TV ~
=7, ="+——L =7 (17)
Ve

A. Fixed Points of MAP-ML-VAMP and Connections to
ADMM

Our first results relates the MAP-ML-VAMP updates to an
ADMM-type minimization of the MAP objective (6). For this
we use variable splitting, where we replace each variable z,
with two copies, zZ and z,. Then, we define the objective
function

L1
F(z",z7) = —Inp(z}) — Zlnp(zﬂz[fl) —Inp(ylz;_,)
=1

over the variable groups z = {zz}ﬁ;ll and z= = {zZ}i;;ll.
The optimization (6) is then equivalent to

min F(zt,z7) st z/ =z;, V£=0,...,L—1. (18)

zt,z—

Corresponding to this constrained optimization, we define the
augmented Lagrangian

L(zt,z",s) =F(z*,z7)

L—1
- ne —2

+Z’7€55T(Zz —z;)+ ?“z} —z, ||, (19)

£=0
where s = {s;} is a set of dual parameters, )/,ZjE > 0 are
weights, and n, = yEL + ¥, . Now, for ¢ =1,...,L — 2,

define

LZ(Z(_A’ ZZ; ZZ—l’ Z, .81, Sg) = —lnp(zZ'|zZ71) + UZSZZZ'_

2

’

+ —_
— ne1s)_ 1z + 5|z, -7, H2 + 4|z -,

which represents the terms in the Lagrangian £(-) in (19) that
contain z,_, and zz. Similarly, define Lo(-) and £;_1(-) using
p(z(')|r ) and p(y|zz;]), respectively. One can then verify that

L—1
Lzt z7,s) = Zﬁf(ze_—lv Zl 2 .2, s0-1,80).
£=0
Theorem 1 (MAP-ML-VAMP): Consider the iterates of
Algorithm 1 with MAP estimation functions (12) for fixed
yf > (. Suppose lines 9 and 19 are replaced with fixed val-
ues oy = o € (0, 1) from (16). Let s, = oy @, , — T)
and s, == o, (rj, —Z,). Then, for £ = 0,...,L — 1, the
forward pass iterations satisfy

/\_’- _ . —_ +.A_~— o~ + —_
— % = argmm EZ(Ze—lv 2o L1 B0 Ske-1 Ske)
-+
Zy_15Zy
(20a)

+ s 4ot 5
Ske = Ske Ty (Zke - Zk—l,l)’ (20b)

whereas the backward pass iterations satisfy

o~ _ . — +'A+ o~ + —_
Z ¢y, _ = argmin Ly (ZZ—I’ Zy 3 Zy o 15 Zygs Sk,é—l’sk+1,€)
-+
(Z@—l’zz>

(21a)

St41,6—1 = Sk,e—1 +°‘e—1(zk,e—1 zk,f—l)' (21b)

Authorized licensed use limited to: The Ohio State University. Downloaded on June 11,2020 at 13:04:13 UTC from IEEE Xplore. Restrictions apply.



342 IEEE JOURNAL ON SELECTED AREAS IN INFORMATION THEORY, VOL. 1, NO. 1, MAY 2020

Further, any fixed point of Algorithm 1 corresponds to a
critical point of the Lagrangian (19).

Proof: See Appendix C. |

Theorem 1 shows that the ﬁxed-{azt} version of ML-VAMP
is an ADMM-type algorithm for solving the optimization
problem (18). In the case that az’ = «, , this algorithm is
known as the Peaceman-Rachford Splitting variant of ADMM
and its convergence has been studied extensively; see [67,
eq. (3)] and [68], and the references therein. Different from
ADMM, the full ML-VAMP algorithm adaptively updates
{aki(} in a way that exploits the local curvature of the objec-
tive in (12). Note that, in (20a) and (21a), the “_” notation
means that we compute the joint minimizers over (z |, z;),
but only use one of them at a time for the update step.

B. Fixed Points of MMSE-ML-VAMP and Connections to
Free-Energy Minimization

Recall that z := {zz}%;é and let 55 denote the set of density
functions b(z) factorizable as fo(zo)f7.(ZL—1) ]_[f;ll fe(Ze,20—1).
Notice that the true posterior p(zly) from (5) belongs to this
set. Essentially, this B captures the chain structure of the factor
graph visible in the top panel of Fig. 2. For chain-structured
(and, more generally, tree-structured) graphs, one can express
any b € B as [69] (see also [70, Sec. III-C] for a succinct
description)

_ 1521 fe(ze, 2e—1)

Z% qe(Ze)

b(z) (22)

where {f;(z¢,z¢—1)} and {q¢(z¢)} are marginal density func-
tions of b(z). As marginal densities, they must satisfy the
consistent-marginal equations

b(ze) = / Folzenze-1) dze_y
= q¢(z¢)
= /fe+1(ze+1,lz) dz;y;, Ve€=1...L—1.(23)

Because p(zly) € B, we can express it using variational
optimization as

p(zly) = argmin Dk (b(2)||p(zly)), (24)
beB

where Dy (b(2)|p(zly)) == [ b(z)In pﬁgy)) dz is the KL diver-

gence. Plugging b(z) from (22) into (24), we obtain

L
plzly) = arg Igleig{ZDKL(flz(zza z-1)p(zelze—1))
(=1

-1
+> hige (Ze))} subject to (23),
=0
(25)
where h(ge(z¢)) = — [ qe(z¢) Inge(z¢) dzg is the differen-

tial entropy of g¢. The cost function in (25) is often called
the Bethe free energy [69]. In summary, because B is tree-
structured, Bethe-free-energy minimization yields the exact
posterior distribution [69].

The constrained minimization (25) is computationally
intractable, because both the optimization variables {f¢, g} and
the pointwise linear constraints (23) are infinite dimensional.
Rather than solving for the exact posterior, we might instead
settle for an approximation obtained by relaxing the marginal
constraints (23) to the following moment-matching conditions,
forall ¢ =0,1,...L—1:

E[zelgc] = E[zelfe]. Ellizellqe] = E[I2¢11fe .

E[zelge] = Efzelfer], Ellzelge) = E[ Iz¢|1fe1 |-
6)

This approach is known as expectation-consistent (EC)
approximate inference [39]. Because the constraints on fy
and g, in (26) are finite dimensional, standard Lagrangian-
dual methods can be used to compute the optimal solution.
Thus, the EC relaxation of the Bethe free energy minimization
problem (25), i.e.,

L—-1
min max{ZDKLWu, ze-1)|p(zelze—1))

foae (D
-1

—I—Zh(qg(z@))} subject to (26),  (27)
=0

yields a tractable approximation to p(z|y).

We now establish an equivalence between the fixed points of
the MMSE-ML-VAMP algorithm and the first-order stationary
points of (27). The statement of the theorem uses the belief
functions by defined in (10).

Theorem 2 (MMSE-ML-VAMP): Consider a fixed point
(r7), (@), (y") of Algorithm 1 with MMSE estimation

4 Z
functions (11). Then {y;rrzr, %, Yo Ty s }%}, are Lagrange

multipliers for (26) such that KKT conditions are sat-
isfied for the problem (27) at primal solutions ({f;,q;}.
Furthermore, the marginal densities take the form f;(-) o
be(lry r{_y. vy ve s v,~y) and gf = N'@.1/ne), with Z
and n, given in (16)-(17).

Proof: See Appendix C. |

The above result shows that MMSE-ML-VAMP is essen-
tially an algorithm to iteratively solve for the parame-
ters ({rei}, {Z¢}, {ygi}) that characterize the EC fixed points.
Importantly, gj(z¢) and f*(z¢,z¢—1) serve as an approximate
marginal posteriors for z, and (z¢, Z¢—1). This enables us to not
only compute the MMSE estimate (i.e., posterior mean), but
also other estimates like the MMAE estimate (i.e., the posterior
median), or quantiles of the marginal posteriors. Remarkably,
in certain cases, these approximate marginal-posterior statis-
tics become exact. This is one of the main contributions of
the next section.

IV. ANALYSIS IN THE LARGE-SYSTEM LIMIT
A. LSL Model
In the previous section, we established that, for any set
of deterministic matrices {W,}, MAP-ML-VAMP solves the

MAP problem and MMSE-ML-VAMP solves the EC varia-
tional inference problem as the iterations k — oo. In this
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section, we extend the analysis of [36], [46] to the rigorously
study the behavior of ML-VAMP at any iteration k for classes
of random matrices {W,} in a certain large-system limit (LSL).
The model is described in the following set of assumptions.

System model: We consider a sequence of systems
indexed by N. For each N, let z, = z)(N) € RV®) be
“true” vectors generated by neural network (1) for layers £ =
0,...,L, such that layer widths satisfy limy_,co N¢(N)/N =
Be € (0,00). Also, let the weight matrices W, in (la) each
have an SVD given by (13), where {V,} are drawn uniformly
from the set of orthogonal matrices in RNt and indepen-
dent across £. The distribution on the singular values s, will
be described below.

Similar to the VAMP analysis [36], the assumption here
is that weight matrices W, are rotationally invariant, meaning
that VW, and W,V are distributed identically to W,. Gaussian
i.i.d. Wy as considered in the original ML-AMP work of [43]
satisfy this rotationally invariant assumption, but the rotation-
ally invariant model is more general. In particular, as described
in [36], the model can have arbitrary coniditoning which is
known to be a major failure mechanism of AMP methods.

ML-VAMP algorithm: We assume that we generate esti-
mates 'z\,f:e from the ML-VAMP algorithm, Algorithm 1. Our
analysis will apply to general estimation functions, gg(-),
not necessarily the MAP or MMSE estimators. However,
we require two technical conditions: for the non-linear esti-
mators, i for £ = 2,4,...L — 2, and ga' , g act com-
ponentwrse Further, these estimators and their derivatives
3gl 3gt "go dg
dz, 9z, 0zy oz
techmcal deﬁmtlon of uniformly Lipschitz continuous is given
in Appendix A. For the linear layers ¢ =1,3,...L—1,
we assume we apply estimators g i of the form (14) where
Gi act componentwise. Further, G along with its derivatives
are uniformly Lipschitz contlnuous We also assume that the
activation functions ¢, in equation (1b) are componentwise
separable and Lipschitz continuous. To simplify the analysis,
we will also assume the estimation function parameters 0,?;
converge to fixed limits,

—+
lim 06X (WN) =0,,,
Nm e @) ke

are uniformly Lipschitz continuous. The

(28)

for values 52}. Importantly, in this assumption, we assume
that the limiting parameter values 52} are fixed and not data
dependent. However, data dependent parameters can also be
modeled [36].

Distribution of the components: We follow the frame-
work of Bayati-Montanari and describe the statistics on the
unknown quantities via their empirical convergence — see
Appendlx A.For¢=1,3,. — 1, define b, = V b, and
£, = V &,. We assume that the - sequence of true vectors zg,
smgular values sy, bias vectors b(, and noise realizations &,
empirically converge as

PL(2)
{Zg,n} ng {%‘Z,n

- = PL(2
[t Do Ee)) T2 (Se, Be, Bo),

to random variables ZO, B¢, Se, By, E¢. We will also assume
that the singular values are bounded, i.e., s¢, < S¢.max VA.

} PL:(Z) _

Ee, V¢ even, (29a)

V¢ odd, (29b)

Also, the initial vectors Iy, converge as,

{['& B Zg]n} PL(Z) Oy» £=0,2,.

v )] 1 "0, e=1,3,...
{[vi (o —#)] | ™= o5

where (Q,, le,. QL 1. ) 1s jointly Gaussian independent
of 73, {E¢}, {Se. Be, Be}.

State evolution: Under the above assumptions, our main
result is to show that the asymptotic distribution of the quan-
tities from ML-VAMP algorithm converge to certain distribu-
tions. The distributions are described by a set of deterministic
parameters {K,':@, rk_@,affg, 722, ﬁf{i}. The evolve according to
a scalar recursion called the state evolution (SE), given in
Algorithm 2 in Appendix B. We assume &,fe € (0, 1) for all
iterations k and £ =0,1,...L — 1.

,L—1, (30)

B. SE Analysis in the LSL

Under these assumptions, we can now state our main
result. Let S¢ denote the space of symmetric positive
definite matrices in RY%¢. The deterministic quantities
{KZ}Z, T Iy &ke, yﬁ, 51:53 }%;é referenced in the theorem below
are defined in an iteration called the State Evolution given in
Algorithm 2 (see Appendix B of Supplementary materials).

Theorem 3: Consider the system under the above assump-
tions. There exist deterministic parameters {K,‘{;, Tip Iy &,i,
Vo, METy with K € S2, 1, > 0, 7, > 0,75, > 0,0k €
(0, 1) such that the following convergence holds. For any com-
ponentwise pseudo-Lipschitz function ¥ of order 2, iteration
index k, and layer index £ =2,4,...L —2,

i (o (#1220
= 5[y (A g (C+ouA B0 B+A T 711 ),

8/ C+aAB).B+ATLT( )] 6D
fm (9 (470)) = B[y (465 (F+ A 7)) ] 62

N—oo
Nli_)moo<1/f(zg_1,?,;L_1)> = Ey(D,g; (E+D.v/ ), 33)

where (A, B) ~ N (0, K;r’e_l) and C ~ N(0, ;) are mutually
independent and independent of E¢; (D, E) ~ N (0, KZL—I)
is independent of E7 and F ~ N(0, 7)) is independent of Zg.

Similarly for any layer index £ = 1,3, ..., L — 1, we have

=

. 0 ~ T a.s.
i Vi V)
=E[y(A G, (C+D,B+A S Be. 7. 7i o1 ),
G; (C+D.B+A 8. B 7. 71,1 ) ) | 34
where (A, B) ~ N (0, K;fe_l) and C ~ N(0, 7,,) are mutually

independent and independent of (S¢, By, E¢), and D = S;A +
By + Ey.

Furthermore ify y P n o> are defined analogous to (9) using
O‘ke’ then for all ¢,

as. (—+ —+ —+
th (O‘kf’ yk[’ nk£> = (aki’ykf’nkf)

Proof: See Appendix D. |

(35)
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The key value of Theorem 3 is that we can exactly char-
acterize the asymptotic joint distribution of the true vectors
z(z and the ML-VAMP estimates ’z\f@ The asymptotic joint
distribution, can be used to compute various key quantities.
For example, suppose we wish to compute the mean squared
error (MSE). Let ¥ (z°,2) = (2% —%)?, whereby (¥ (z),Z,)) =
%”zg -z, ”2 Observe that i is a pseudo-Lipschitz function
of order 2, whereby we can apply Theorem 3. Using (31),
we get the asymptotic MSE on the k-iteration estimates for
£=2,4,...L-2:

lim

N¢_1—00

- E[(g; (C+eu(A B0 B+A T T, ) - A>2}

~ 0
Zpo—1 — 2L

1 2 a.s.
Ne—y

lim
N¢—o00

= E[(s (C+ouh 20 B+ATL T )
— gu(A, B0

2
~+ 01~ a.s.
Ly — % H =

1
Ne

where we used the fact that ¢, is pseudo-Lipschitz of order 2,
and zg = ¢y (1271 , &) from (1b). Similarly, using (34), we get
the kth-iteration MSE for £ =1,3,...L — 1:

: 1 |z 0 2 1 e 0 2
T A M Y
a.s. [ —_ =Y — PR 2
28 (G,Z (C—i—D,B—i—A,Sg,Bg,yZZ, yk’H) —A) ]
: 1 o+ 0 2 1 T (o+ 0 2
im 5 7t =2 = VT @ - 2)|
“ g (GZ(C+ D,B+A, SZ,EZ,V,Q,?,;,K?I) - D)z],

where D = S¢A + By + E;. Here we used the rotational
invariance of the ¢» norm, and the fact that equation (la)
is equivalent to VZZ? = Diag(szg)Vg_lz%l + by using the
SVD (13) of the weight matrices Wy.

At the heart of the proof lies a key insight: due to
the randomness of the unitary matrices V,, the quanti-
ties (zfé),rk_Z - Z(l?7rl-<’:é—1 - Z(e)—l) are asymptotically jointly
Gaussian for even ¢, with the asymptotic covariance matrix of

0
o |

where Ky € R2*2 and T, is a scalar. After establishing the
asymptotic Gaussianity of (Z?, Fr, — z(g, r,‘:ﬂ_ 1= z?_ 1)> since
Zy and Zy_; are componentwise functions of this triplet, we
have the PL(2) convergence result in (31). Similarly, for odd
£, we can show that (Vg_lz(g_], Vg_lr,tz_l, VZrk_e) is asymp-
totically Gaussian. For these ¢, V/Z—I/Z\k_,z_l and V,;r'iz; are
functions of the triplet, which gives the result in (34).

Due to the asymptotic normality mentioned above, the
inputs (r[,rz_l) to the estimators g}t are the true signals
(zfz)f1 , z?) plus additive white Gaussian noise (AWGN). Hence,
the estimators g}t act as denoisers, and ML-VAMP effectively
reduces the inference problem 2 into a sequence of linear trans-
formations and denoising problems. The denoising problems
are solved by gei for even ¢, and by Gzt for odd £.

+
0 + 0 - 0 : Ky
{(Zl—l,n’ rk,(—l,n - ZZ—l,n’ rkZ,n - Z@,n)} given by |: 0
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C. MMSE Estimation and Connections to the Replica
Predictions

We next consider the special case of using MMSE estima-
tors corresponding to the true distributions. In this case, the
SE equations simplify considerably using the following MSE
functions: let ’z\[fl s ’27 be the MMSE estimates of 227] and z2
from the variables rzr_ > T, under the joint density (10). Let
EE() be the corresponding mean squared errors,

1 2
= 0 ~+
E (Vi 7e) = ,\,ll)moo ]T,]EHZZ —Z
ot ooy e g 0 ~— |?
E (Vi1 7)) = Nli)moo N]EHZZ—I —Zy_ H . (30)
Theorem 4 (MSE of MMSE-ML-VAMP): Consider the

system under the assumptions of Theorem 3, with MMSE
estimation functions g}t, g;)r ,g, from (11) for the belief
estimates in (10) with yk‘z = 7@ from the state-evolution
equations. Then, the state evolution equations reduce to
1
V=7~ T
& (T Tien)

1
& (Fevrer 7o
where 1/ﬁ2’l = 5;(7,&,7;2_1) is the MSE of the esti-
mate 2;(?

Proof: See Appendix D. |

Since the estimation functions in Theorem 4 are the MSE
optimal functions for true densities, we will call this selec-
tion of estimation functions the MMSE matched estimators.
Under the assumption of MMSE matched estimators, the the-
orem shows that the MSE error has a simple set of recursive
expressions.

It is useful to compare the predicted MSE with the pre-
dicted optimal values. The works [48], [49] postulate the
optimal MSE for inference in deep networks under the LSL
model described above using the replica method from statis-
tical physics. Interestingly, it is shown in [48, Th. 2] that the
predicted minimum MSE satisfies equations that exactly agree
with the fixed points of the updates (37). Thus, when the fixed
points of (37) are unique, ML-VAMP with matched MMSE
estimators provably achieves the Bayes optimal MSE predicted
by the replica method. Although the replica method is not rig-
orous, this MSE predictions have been indepedently proven
for the Gaussian case in [48] and certain two layer networks
in [49]. This situation is similar to several other works relat-
ing the MSE of AMP with replica predictions [51], [52], [71].
The consequence is that, if the replica method is correct,
ML-VAMP provides a computationally efficient method for
inference with testable conditions under which it achieves the
Bayes optimal MSE.

Vitle = ) — Vi (37)

V. NUMERICAL SIMULATIONS
We now numerically investigate the MAP-ML-VAMP and
MMSE-ML-VAMP algorithms using two sets of experiments,
where in each case the goal was to solve an estimation problem
of the form in (2) using a neural network of the form in (1).
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We used the Python 3.7 implementation of the ML-VAMP
algorithm available on GitHub.?

The first set of experiments uses random draws of a
synthetic network to validate the claims made about the ML-
VAMP state-evolution (SE) in Theorem 3. In addition, it
compares MAP-ML-VAMP and MMSE-ML-VAMP to the
MAP approach (4) using a standard gradient-based solver,
ADAM [72]. The second set of experiments applies ML-
VAMP to image inpainting, using images of handwritten
digits from the widely used MNIST dataset. Here, MAP-
ML-VAMP and MMSE-ML-VAMP are respectively compared
to the optimization approach (4) using the ADAM solver,
and Stochastic Gradient Langevin Dynamics (SGLD) [28], an
MCMC-based sampling method that approximates E[z|y].

A. Performance on a Synthetic Network

We first considered a 7-layer neural network of the form
in (1). The first six layers, with dimensions Ny = 20,
N1 = N; =100, N3 = Ny = 500, N5 = Ng = 784, formed a
(deterministic) deep generative prior driven by i.i.d. Gaussian
zg. The matrices Wi, W3, W5 and biases bq, b3, bs were
drawn i.i.d. Gaussian, and the activation functions ¢2, ¢4, Pg
were ReLLU. The mean of the bias vectors b, was chosen so
that a fixed fraction, p, of the linear outputs were positive,
so that only the fraction p of the ReLU outputs were non-
zero. Because this generative network is random rather than
trained, we refer to it as “synthetic.” The final layer, which
takes the form y = Az6 + &¢, generates noisy, compressed
measurements of z{. Similar to [73], the matrix A € RM>*Ns
was constructed from the SVD A = U Dlag(s)VT where the
singular-vector matrices U and V were drawn uniformly from
the set of orthogonal matrices, and the singular values were
geometrically spaced (i.e., s;/si—; = « Vi) to achieve a con-
dition number of s1/spy; = 10. It is known that such matrices
cause standard AMP algorithms to fail [73], but not VAMP
algorithms [36]. The number of compressed measurements, M,
was varied from 10 to 300, and the noise vector & was drawn
i.i.d. Gaussian with a variance set to achieve a signal-to-noise
ratio of 101log(E||Az2|*/E|£]|*) = 30 dB.

To quantify the performance of ML-VAMP, we repeated the
following 1000 times. First, we drew a random neural network
as described above. Then we ran the ML-VAMP algorithm for
100 iterations, recording the normalized MSE (in dB) of the
iteration-k estimate of the network input, 'i,%:

—Zy “

Iz31°

Since ML-VAMP computes two estimates of zg at each
iteration, we consider each estimate as corresponding to a “half
iteration.”

a) Validation of SE prediction: For MMSE-ML-VAMP,
the left panel of Fig. 3 shows the NMSE versus half-iteration
for M = 100 compressed measurements. The value shown is
the average over 1000 random realizations. Also shown is the
MSE predicted by the ML-VAMP state evolution. Comparing

NMSE(Z};) = 10log, 26 =2 |

2See https://github.com/GAMPTeam/vampyre.
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Fig. 3. NMSE of MMSE-ML-VAMP and its SE prediction when estimat-
ing the input to a randomly generated 7-layer neural network (see text of
Section V-A). Left panel: Average NMSE versus half-iteration with M = 100
measurements. Right panel: Average NMSE verus measurements M after 50
iterations.
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Fig. 4.  Simulation with randomly generated neural network with MAP
estimators from equation (12). Left panel: Normalized mean squared error
(NMSE) for ML-VAMP and the predicted MSE as a function of the iteration
with M = 100 measurements. Right panel: Final NMSE (50 iterations)
for ML-VAMP and the predicted MSE as a function of the number of
measurements, M. p = 0.9.

g —=— MAP-Adam
_s5 VAMP-MAP (sim)
+— VAMP-MAP (SE)
-10
o
T 15
w
wv
s 20
-25
=~
-30 \’w
0 50 100 150 200 250 300
Num meas

Fig. 5. Simulation with randomly generated neural network with MAP esti-
mators from equation (12). Final NMSE for (a) MAP inference computed
by Adam optimizer; (b) MAP inference from ML-VAMP; (c) State evolution
prediction.

the two traces, we see that the SE predicts the actual behavior
of MMSE-ML-VAMP remarkably well, within approximately
1 dB. The right panel shows the NMSE after k = 50 iterations
(i.e., 100 half-iterations) for several number of measurements
M. Again we see an excellent agreement between the actual
MSE and the SE prediction. In both cases we used the positive
fraction p = 0.4. Analogous results are shown for MAP-ML-
VAMP in Fig. 4. There we see an excellent agreement between
the actual MSE and the SE prediction for iterations k > 15
and all values of M.

b) Comparison to ADAM: We now compare the MSE
of MAP-ML-VAMP and its SE to that of the MAP
approach (4) using the ADAM optimizer [72], as imple-
mented in Tensorflow. As before, the goal was to recover
the input zg to the 7-layer synthetic network from a mea-
surement of its output. Fig. 5 shows the median NMSE over
40 random network realizations for several values of M,
the number of measurements. We see that, for M > 100,
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Fig. 6. MNIST inpainting: Original 28x28 images of handwritten digits
(Col 1), with rows 10-20 are erased (Col 2). Comparison of reconstruc-
tions using MAP estimation with ADAM solver (Col 3), MAP estimation
with ML-VAMP algorithm (Col 4), MMSE estimation with the Metropolis
Adjusted Langevin Algorithm (Col 5), and MMSE estimation with ML-VAMP
algorithm (Col 6).

the performance of MAP-ML-VAMP closely matches its SE
prediction, as well as the performance of the ADAM-based
MAP approach (4). For M < 100, there is a discrepancy
between the MSE performance of MAP-ML-VAMP and its SE
prediction, which is likely due to the relatively small dimen-
sions involved. Also, for small M, MAP-ML-VAMP appears
to achieve slightly better MSE performance than the ADAMP-
based MAP approach (4). Since both are attempting to solve
the same problem, the difference is likely due to ML-VAMP
finding better local minima.

B. Image Inpainting: MNIST Dataset

To demonstrate that ML-VAMP can also work on a real-
world dataset, we perform inpainting on the MNIST dataset.
The MNIST dataset consists of 28 x 28 = 784 pixel images
of handwritten digits, as shown in the first column of Fig. 6.

To start, we trained a 4-layer (deterministic) deep generative
prior model from 50000 digits using a variational autoen-
coder (VAE) [8]. The VAE “decoder” network was designed
to accept 20-dimensional i.i.d. Gaussian random inputs zg
with zero mean and unit variance, and to produce MNIST-like
images X. In particular, this network began with a linear layer
with 400 outputs, followed by a ReLLU activations, followed by
a linear layer with 784 units, followed by sigmoid activations
that forced the final pixel values to between 0 and 1.

Given an image, X, our measurement process produced y by
erasing rows 10-20 of x, as shown in the second column of
Fig. 6. This process is known as “occlusion.” By appending
the occlusion layer onto our deep generative prior, we got a 5-
layer network that generates an occluded MNIST image y from
a random input zg. The “inpainting problem” is to recover the
image x = z4 from the occluded image y.

For this inpainting problem, we compared MAP-ML-VAMP
and MMSE-ML-VAMP to the MAP estimation approach (4)
using the ADAM solver, and to Metropolis-Adjusted Langevin
Algorithm (MALA) [28], [74], an MCMC-based sampling
method that approximates E[z|y] by using discrete Langevin
dynamics to generate proposal samples for Metropolis-
Hastings algorithm [75]. Example image reconstructions are

shown in Fig. 6. There we see that the qualitative performance
of ML-VAMP is comparable to the baseline solvers.

VI. CONCLUSION

Inference using deep generative prior models provides a
powerful tool for complex inverse problems. Rigorous theo-
retical analysis of these methods has been difficult due to the
non-convex nature of the models. The ML-VAMP method-
ology for MMSE as well as MAP estimation provides a
principled and computationally tractable method for perform-
ing the inference whose performance can be rigorously and
precisely characterized in a certain large system limit. The
approach thus offers a new and potentially powerful approach
for understanding and improving deep neural network based
models for inference.
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