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Sentiment Recognition for Short Annotated GIFs
Using Visual-Textual Fusion

Tianliang Liu , Junwei Wan , Xiubin Dai , Feng Liu , Quanzeng You, and Jiebo Luo, Fellow, IEEE

Abstract—With the rapid development of social media, visual
sentiment analysis from image or video has become a hot spot
in visual understanding researches. In this work, we propose an
effective approach using visual and textual fusion for sentiment
analysis of short GIF videos with textual descriptions. We extract
both sequence-level and frame-level visual features for each given
GIF video. Next, we build a visual sentiment classifier by using
the extracted features. We also define a mapping function, which
converts the sentiment probability from the classifier to a sentiment
score used in our fusion function. At the same time, for the
accompanied textual annotations, we employ the Synset forest to
extract the sets of the meaningful sentiment words and utilize
the SentiWordNet3.0 model to obtain the textual sentiment score.
Then, we design a joint visual-textual sentiment score function
weighted with visual sentiment component and textual sentiment
one. To make the function more robust, we introduce a noticeable
difference threshold to further process the fused sentiment score.
Finally, we adopt a grid search technique to obtain relevant model
hyper-parameters by optimizing a sentiment aware score function.
Experimental results and analysis extensively demonstrate the
effectiveness of the proposed sentiment recognition scheme on three
benchmark datasets including T-GIF dataset, GSO-2016 dataset
and Adjusted-GIFGIF dataset.

Index Terms—GIFs Sentiment, 3-D Convolution, Convolutional
Long-Short-Term-Memory, SentiWordNet3.0, Grid Searching.
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I. INTRODUCTION

A S AN important platform for information exchange, social
media has become a main channel for people to commu-

nicate with others on almost every single topic of our daily life.
In general, social multimedia refers to the multimedia resources
posted on online social media [1], which promotes community
curation, personal engagement and instant dialogue system. In
the era of big data, a huge amount of multimedia data with dif-
ferent modalities such as text, image and video, etc., is generated
in all kinds of online social networks per minute. Discovering
the knowledge embedded in social multimedia is of great sig-
nificance. For example, sentiment analysis (known as opinion
mining or emotion AI) research has often been carried out on
text, e.g., tweets [2]. In this work, we study sentiment analysis of
online multimedia contents generated by social network users.

Recently, multimedia contents including images and videos
are becoming increasingly popular due to availability of faster
and cheaper Fourth Generation (4G) wireless network. The
Graphics Interchange Format (GIF) has become the internet’s
favorite bit-mapped graphics image file type due to its abilities
to animate the images on the World Wide Web, CompuServe
and BBSs. For instance, since the GIF is a standard of defining
a mechanism for the storage and transmission of generalized
color raster images or graphics information, the animated GIF
video or images (GIFs) have regained huge popularity with their
widespread usage in instant messaging, online journalism, social
media, online service, among others. Compared with traditional
images, the GIFs have better capabilities to show dynamic con-
tent, tell stories and convey emotions [14]. Meanwhile, they have
obvious advantages, such as silence without sound, and short or
small size, which make them more discreet and easily consum-
able in comparison to long videos that require longer time and
larger bandwidth commitment [15]. Recent studies reveal that
more than 23 million GIFs emerge everyday in Tumblr, the total
number of the short GIFs in Sina or Weibo is over half a billion,
and even more than 71% online articles contain short GIFs.

Today, it is common for users to post animated GIFs with
relevant textual messages, to express opinions and sentiments
on popular social media platforms, such as Facebook, Twitter,
Tumblr, Instagram, WeChat and Microblog, etc. Fig. 1 presents
several examples of the GIFs with text messages from differ-
ent representative social media websites with over 100 million
registered users including Facebook, Twitter, Tumblr and In-
stagram. While the GIFs with certain short sentences in tex-
tual language description have gained immense popularity, the
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Fig. 1. Examples on daily animated GIFs with short text messages or annotations revealing certain sentiment from the most popular social media including
Facebook, Twitter, Tumblr and Instagram, each possessing over 100 million registered users.

implicated sentiment in themselves has not been analyzed to-
gether from a computational perspective. In this work, we treat
those textual messages as the annotation of the GIFs, which can
be used to analyze the sentiment of short annotated GIFs. How-
ever, using these text alone is insufficient [5]. For example, in
the Fig. 1(B), the user only wrote “Can’t wait to meet A and
B tomorrow for something”, which can be considered as neu-
tral sentiment. However, the given GIFs of a smiling girl shows
the positive sentiment about the user’s opinion. Furthermore,
given the small size and illustrative nature of short annotated
GIFs, their low-level statistics will be very different from those
of natural images or videos, their behaviour and meaning can be
substantially different from that of text and images or videos.

To the best of our knowledge, there are few relevant research
projects on analyzing the sentiments of the animated GIFs with
textual annotations. The two main challenges in sentiment anal-
ysis for the short annotated videos are video understanding and
the semantic gap between texts and videos [6]. Video under-
standing tries to extract the sentiment elements from the short
annotated videos, but differs from image sentiment detection.
The sequence of images or videos in the short GIFs also con-
tains certain sentiment information, which requires to extract
both the spatial and temporal features to learn the integrated
sentiment content in the short GIF videos. Similarly, the seman-
tic gap can be also interpreted as a hard problem of semantic
comprehension. Without any semantic label measure, the ma-
chine can not learn the middle level sentiment semantic elements
and their relationship from low level features. Lexicon-based
approaches predict the overall sentiment orientation of textual
messages based on the words that are annotated by the given
polarity or polarity scores [8].

Contributions: In this paper, our contributions are listed to
solve the aforementioned challenges as follows:

• We propose an effective and multi-modal sentiment recog-
nition framework based on the visual-textual late fusion to
resolve the problem of sentiment classification of short an-
notated GIFs in social media, which consists of short GIF
videos and associated descriptive annotations.

• Our visual understanding model for animated GIF video
with sentiment orientations can be constructed firstly by
the 3D convolutional neural (C3D) network and VGG-16
network to extract the short-term spatial-temporal features

from the short GIF videos, then exploit a stacked Con-
vLSTM network to perceive and learn long-term spatial-
temporal dependencies of the short annotated whole GIFs.

• We design a visual-textual sentiment score function (VT-
SSF) to fuse the visual sentiment score extracted from the
softmax layer in the ConvLSTM network and the textual
sentiment score by the SentiWordNet3.0 model on the short
textual annotations, while the suitable and critical threshold
for the assumed sentiment richness is introduced to improve
the validity of the fused sentiment score for the short anno-
tated GIFs. A grid search technique is applied to learn the
assumed model hyper-parameters.

• We implement robust sentiment recognition and conduct
extensive experiments with quantitative and qualitative
evaluations on three benchmark datasets on short anno-
tated GIFs including T-GIF dataset, GSO-2016 dataset and
Adjusted-GIFGIF dataset to verify the effectiveness.

The remainder of this manuscript is structured as follows.
Section II presents an overview of related work on our sentiment
analysis in multimedia. Section III reviews the whole annotated
GIF sentiment recognition framework and the proposed method-
ology with visual-textual sentiment score function. Experimen-
tal results and analysis can be seen in Section IV. Section V
draws conclusions and prospects of future work in sentiment
analysis for the short annotated GIFs.

II. RELATED WORK

We give a categorized overview of previous works on senti-
ment analysis of the short annotated GIFs. There are basically
two main methodologies in the perspective of computational
modality from social multimedia.

A. Unimodal Sentiment Analysis

Unimodal sentiment systems can act as the primary build-
ing blocks for a well-performing multimodal framework. In this
subsection, we describe the literature of unimodal affect analysis
primarily focusing on visual and textual modalities.

1) Visual Sentiment Analysis: With the explosive growth of
the multimedia datasets (such as image and video) in social me-
dia, visual sentiment analysis has become one of the hot topics
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in multimedia analysis. According to the types of multimedia
contents, visual sentiment analysis can be divided as follows.

Sentiment analysis in image: In visual sentiment analysis,
most researchers focus on image sentiment and benefit from
the large-scale datasets and the Graphical Processing Units
(GPUs). They adopt Convolutional Neural Networks (CNN) as
the foundation for special applications. Islam et al. built an im-
age sentiment prediction model with CNNs and pre-trained their
framework on manually labeled Flickr image dataset to further
perform transfer learning [16]. Following works exploited the
hyper-parameters learned from a very deep convolutional neu-
ral network to improve the effectiveness of image sentiment
prediction on the basis of pre-training their model on Twitter
image dataset [17]. While increasing the depth of the given neu-
ral network, some articles also attempted to adjust the structure
of different layers in the CNN network to exploit the proposed
framework in affective computing applications. You et al. de-
signed a suitable CNN network to make use of noisy machine
labeled data and exploited a progressive strategy to fine-tune the
deep network to solve the problem of huge number of neurons
and connections, while improving the performance on Twitter
images by inducting domain transfer with a small number of
manually labeled Twitter images [18]. Campos et al. added a
fully connected layer to the CNN network which is specifically
applied for image sentiment analysis [19]. Yang et al. connected
the CNN network with each candidate region to compute senti-
ment scores and predict related emotions [20].

Sentiment analysis in video: For video sentiment analysis,
especially the short annotated videos such as GIF videos, the
researchers started their work from dataset collection and prepa-
ration. Li et al. collected a new video sentiment dataset, Tumblr
GIF (T-GIF), with 100 K animated GIFs from Tumblr website
and 120 K natural language descriptions obtained from crowd-
sourcing [27]. Jou et al. compared the prediction results of color
histogram, face expression, aesthetics and SB features in the
short GIF videos to find the most useful video features to ex-
press meaningful emotions [28]. Based on Jou’s work, Chen
[29] introduced the short-term temporal sequence features into
the related comparison, which were extracted with 3D Convolu-
tional Neural Networks (C3D). Both of their works conducted
experiments on GIFGIF dataset built by the MIT Media Lab
which contains 6119 GIFs and 17 discrete emotion classes. A
spatial-temporal visual mid-level ontology was proposed to con-
struct a semantic tree model to label visual sentiments on video
sentiment dataset built by themselves [30].

2) Textual Sentiment Analysis: Textual sentiment analysis is
one of the most valuable research fields of natural language pro-
cessing. According to the granularity of the descriptive text, the
task of textual sentiment analysis can be divided into three lev-
els: chapter level, sentence level and word level. Chapter level
sentiment analysis tries to analyze the positive or negative sen-
timent conveyed by the whole article. Since textual sentence is
composed of limited emotional words, sentiment analysis on
the sentence level text generally classifies the sentence into var-
ious emotions, such as anger, fear, joy or sadness components
of a sentence, then classifies the sentence according to the in-
tensity of different sentiments. According to different ways of

constructing the word bank, word level sentiment analysis can
be divided into three kinds: lexicon-based analysis method,
network-based analysis method and corpus-based analysis
method. With the enrichment of word bank and complexity of
network structure, various database of sentiment scores at the
word level has been established. Previous researchers started
their work from the construction of sentiment word bank and
the matching of target text and sentiment word bank. Hu et al.
constructed a sentiment lexicon with the adjectives in the doc-
ument and calculated the similarities between the words in the
target document and the sentiment lexicon to evaluate the senti-
ment of the whole document [41]. Wang et al. introduced a latent
semantic analysis algorithm in textual sentiment analysis, which
decomposed the singular value of entry and document matrix.
However, both of their works did not group semantically related
aspect expressions together [42]. In contrast, the unsupervised
knowledge-lean topic modeling approach has been shown to be
effective in automatically identifying sentiment aspects and their
representative words. Zhang et al. used Support Vector Machine
(SVM) and an Extreme Learning Machine (ELM) to analyze the
emotional tendency of the whole document [43]. Kim et al. was
the first work which applied the single-layer CNN to textual
sentiment analysis and achieved satisfactory results in multiple
benchmark [44]. In recent years, more and more data-driven
deep learning models like Recursive Neural Networks (RNN),
Long-Short Term Memory (LSTM), have greatly improved the
performance of textual sentiment analysis.

B. Multimodal Sentiment Analysis

Multimodal analysis has already created a lot of buzz in the
field of affective computing. In this subsection, we discuss the
approaches to solve the multimodal sentiment recognition prob-
lem. For a recent survey on multimodal sentiment analysis,
please check the published review by Poria et al. in [11]. The
convolutional multiple kernel learning was presented to enhance
the performance of sentiment analysis and emotion recognition
in [12]. The tensor fusion network model to solve the problem of
multimodal sentiment analysis was proposed in [3] to learn both
intra and inter modality dynamics in an end-to-end framework.
The conversational memory network is proposed to train a con-
versational emotion recognition classifier using dyadic dialogue
videos [4], which can be plugged into any dialogue system to
generate empathetic responses.

To perceive the sentiment representation from the related
multimodal features, some works take both the visual senti-
ment and the textual content into consideration to work with
sentiment analysis. The multimodal features are generally
based on the modification of the CNNs structure like increasing
the depth of the networks or adjusting the full-connection
layers. Image features and text information were combined for
sentiment analysis in [21], [22]. The authors in [21] employed
vector auto-regression for sentiment selection, while in [22],
CNNs were employed for microblog sentiment analysis. Yu et al.
trained a CNN network on the top of pre-trained word vectors for
textual sentiment analysis and employed a Deep Convolutional
Neural Network (DNN) with generalized dropout for visual
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Fig. 2. The sentiment analysis pipeline for short annotated GIFs fused with visual-textual sentiment function. The blue boxes show the calculation of video
sentiment score, the purple boxes represent the perception of textual sentiment score and the green boxes denote the model hyper-parameter learning.

sentiment analysis [23]. The mid-level entities or attributes are
also employed for image sentiment analysis [24], [25]. In [24], a
total of 102 scene attributes were extracted. In [25], a pre-defined
1200 entities with different emotions were employed instead.
You et al. proposed an attention mechanism with LSTM and an
auxiliary semantic learning model to construct a tree-structured
LSTM network to analyze the performance of the visual-textual
fusion model in visual sentiment prediction in [26].

Meanwhile, the multimodel information fusions are also con-
sidered in video sentiment analysis. Zhang et al. proposed a
novel video blog (vlog) management model [31]. The presented
management model took both the visual and textual informa-
tion into consideration, but the proposed algorithm could not
deal with large amount of data. More recently, both Adjective
Noun Pairs (ANPs) and Verb Noun Pairs (VNPs) were consid-
ered for improving sentiment prediction. They also provided a
GIF emotion dataset including 1874 GIFs and 1274 SentiPairs.
We give examples on this SentiPairs as: “The lovely girl happily
takes a cup of coffee and wants to turn around and leave. Then
a handsome boy greets the girl and gives a bunch of flowers.”.
Here, the words “lovely girl” and “handsome boy” are Adjec-
tive Noun Pairs, while the symbol “takes coffee”, “greets girl”
and “gives flowers” can be taken as Verb Noun Pairs. However,
the assumed textual annotations from co-occurring descriptions
or image tags tend in a broad sense to be simple or short and
correlative for the annotated GIFs video. For example, they can
be meaningful to other available text sources, and comprised of
the co-occurring and short sentences, phrases or tags, more than
GIFs captions in the strict sense.

III. PROPOSED METHODOLOGY

Sentiment analysis for short annotated GIFs is still in its
early stage and more effective methods are needed to bridge
the semantic gap in video understanding and text perception.
We propose an effective sentiment recognition scheme with
visual-textual sentiment score to combine the visual sentiment
score with its accompanied descriptive annotations. The pro-
posed framework is shown in Fig. 2. Following [32], a tuple (v,
a, yi) is used as the input of our proposed sentiment recognition,

which consists of short GIF video v, textual annotation a and
ground truth of sentiment label yi.

A. Visual Sentiment Score Calculation

To obtain the visual sentiment score from the short GIF video
component, we utilize the 3D Convolutional Neural Netowrks
(C3D) [33] to extract short-term spatial-temporal features, and
VGG-16 network [34] to obtain the visual feature of each frame
in the GIF video. Then, a new ConvLSTM network [35] is em-
ployed to learn the whole long-term spatio-temporal features
based on the concatenated visual features and output the senti-
ment probability of the short GIF video.

1) Visual Feature Extraction: As mentioned above, we ex-
tract both the frame-level and sequence-level visual features. To
obtain the image features, we exploit the VGG-16 neural net-
work [34] (indicated as green dashed box in Fig. 3). For the
sequence features, the C3D network [33] is applied to perceive
visual representation of the given short GIF video. The C3D
network for a visual feature representation uses 3D convolution
and 3D pooling to model the short-term temporal information
in the given videos. The C3D network achieves competing re-
sults on various video analysis tasks such as action recognition,
scene classification and object recognition. Previous work in
[29] also employed the C3D network for sentiment prediction.
The architecture of the given C3D model network is shown in
the blue dashed box in Fig. 3. The kernel size of each Conv3D
layer is 3 ∗ 3 ∗ 3 and the sizes of the stride and padding of each
Conv3D layer are 1 ∗ 1 ∗ 1. The kernel size of each pooling layer
is 2 ∗ 2 ∗ 2 with a stride of 2 and a padding of 2, except that the
first pooling layer with 1 ∗ 2 ∗ 2 kernel and stride size. To obtain
the early fused representations of the visual modality, we con-
catenate the sequence-level visual features both from the C3D
network and VGG-16 network.

2) Visual Sentiment Perception: The above concatenated vi-
sual features can only capture short term visual context, which
may be insufficient for understanding the sentiment expressed in
the whole GIF video. Therefore, we utilize Convolutional Long
Short-Term Memory (ConvLSTM) [36] network to further pro-
cess the concatenated visual features. In such a way, we expect
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Fig. 3. The architecture for the proposed visual sentiment score. The blue
dashed box represents the C3D network, the green dashed box represents the
VGG-16 network construction and the purple dashed box denotes the ConvL-
STM network. Here, the visual representations obtained from both C3D and
VGG-16 network are concatenated before being passed to the given ConvL-
STM network. The output of the given whole framework is the proposed visual
sentiment score for the given short video component Sv .

our model to incorporate the long-term context for video-level
sentiment analysis. The ConvLSTM network can be formulated.

it = σ(Wxi ∗Xt +Whi ∗Ht−1 + bi) (1)

ft = σ(Wxf ∗Xt +Whf ∗Ht−1 + bf ) (2)

ot = σ(Wxo ∗Xt +Who ∗Ht−1 + bo) (3)

Ct = ft ◦ Ct−1 + it ◦ tanh(Wxc ∗Xt +Whc ∗Ht−1 + bc)
(4)

Ht = ot ◦ tanh(ct) (5)

where the symbol ‘*’ represents the convolution operator and
the symbol ‘◦’ denotes the Hadamard product.

As illustrated in Fig. 3, a two-level ConvLSTM network is
deployed in the visual sentiment score stage. The channels of
convolutional layers in our two-level ConvLSTM network are
256 and 384. We adjust the paddings of the layers in ConvLSTM
to make the two-level layers produce features with the same spa-
tial size. Until now, we can compute the sentiment probability
by using a softmax classifier based on the given features gen-
erated by the two-level ConvLSTM network. Next, we map the

Fig. 4. A rough overview of the Synset Forest in textual sentiment perception.

probabilities into the interval of the visual sentiment score. To
obtain visual sentiment score of short GIFs, we first compute
the maximum probability Pmax:

Pmax = max[p−1, p0, p1] (6)

where p−1, p0 and p1 denote the probabilities of negative, neu-
tral and positive sentiment respectively. Then, we remap Pmax

(belonging to [ 13 , 1] ) to the visual sentiment score as:

Sv =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

−Pmax−1/3
1−2/3 Pmax = p−1

0 Pmax = p0

Pmax−1/3
1−2/3 Pmax = p1

(7)

where Sv represents the visual sentiment score (belonging to
[−1, 1]) from visual modality of the annotated GIF video.

B. Textual Sentiment Score Calculation

Here, we discuss how we compute the textual sentiment score
of the textual annotations accompanied with the GIF video. Our
work applies the proposed SentiWordNet3.0 model [37] on the
textual annotations after the Synset Forest procedure.

1) Key Information Extraction: We adopt a robust and practi-
cal Lemmatization operation [38] to preprocess the given text an-
notations. For example, the sentiment score of the word “smile”
in the SentiWordNet3.0 model is equal to 0.3, while the senti-
ment scores of “smile” and “smiling” are both more psychologi-
cally close to 1. Without the Lemmatization, we may misidentify
the positive sentiment expressed by “smiling”.

Then, we build Synset Forest to extract a set of meaningful
words from each sentence or short annotation in the textual anno-
tation with respect to the given annotated GIF video. To replace
the input of the SentiWordNet3.0 model with the sets of mean-
ingful words in the given text annotations other than the whole
sentences or text annotations, there exist two main reasons listed
as follows: The set of significant words can be seen as a uniform
entity and generalization with respect to Adjective Noun Pair
(ANP) [25] and Verb Noun Pair (VNP) [6], but the sets of the
meaningful words exploited in our proposed framework could
contain the union of ANP [25] and VNP [6], so that the set of the
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TABLE I
SOME REPRESENTATIVE EXAMPLES WITH RESPECT TO THE MISJUDGMENT

WORDS BY THE SENTIWORDNET3.0 MODEL

assumed meaningful words can be more general and integrated
in describing the corresponding short annotated GIF videos.

In addition, the attention mechanism on the meaningful words
from the textual annotations on the given annotated GIF video
can avoid effectively some misjudgments of the textual senti-
ment obtained from the SentiWordNet3.0 model. Table I shows
some representative examples of misjudgments cases with re-
spect to the meaningful words.

2) Textual Sentiment Perception: We exploit the SentiWord-
Net3.0 model [37] to evaluate the textual sentiment score of the
accompanied annotations. The sentiment score from the short
textual annotation can be computed as follows:

Sa =
M∑

i=1

SentiWordNet(Wi) (8)

where SentiWordNet(Wi) denotes the sentiment score from the
set of the i-th meaningful words extracted from the annotations
using SentiWordNet3.0 model, M represents the number of the
meaningful words from the given textual annotations.

C. Annotated GIF Video Sentiment Classification

1) Visual-Textual Sentiment Score Fusion: Given the visual
sentiment score (Sv) and the textual sentiment score of the an-
notations (Sa), we compute the fused sentiment score Sva:

Sva(w) = w ∗ Sv + (1− w) ∗ Sa (9)

where the coefficient w ∈ [0, 1] is the balance factor between
Sv and Sa. The visual-textual sentiment scores fused with a lin-
ear combination are the important evidence criteria for judging
sentiment dispositions from socially motivated clues.

Next, we utilize a just noticeable difference threshold t ∈
[0, 1] to adjust the range of the sentiment score as follows:

SR(w, t) = max(0, |Sva(w)| − t) (10)

where we use the symbol SR to represent the Sentiment Rich-
ness, which reflects the social sentiment evidence more than just
noticeable difference from observation behavior. In such a way,
the sentiment score is insensitive to the noises introduced by
either visual sentiment score or textual sentiment score.

2) Model Parameter Learning: To estimate the balance pa-
rameter w and the difference threshold t, we employ exhaustive
grid search to learn them adaptively from a specified subset in
the hyper-parameter space in a brute force framework to avoid
the arbitrary and capricious behaviour. The global objective loss

for hyper-parameter optimization is defined as:

J(w, t) =
1

N

N∑

i=1

L(yi, ŷi) (11)

where N denotes the total number of the training samples and
L(yi, ŷi) is the loss function on the i-th sample:

L(yi, ŷi) =

{
0, yi = ŷi

1, yi �= ŷi
(12)

We discretize both w ∈ [0, 1] and t ∈ [0, 1] with the same
step size δw = δt = 10−3. The optimal value for w and t can be
searched from this subset space by minimizing the J(w, t).

3) Annotated GIF Sentiment Inference: From Sva(w) in
Equation (9) and SR(w, t) in Equation (10), final resulting sen-
timent can be predicted for the short annotated GIFs with certain
descriptive and textual language classified as:

ŷi =

⎧
⎪⎨

⎪⎩

1, SR(w, t) > 0 and Sva(w) > ε

−1, SR(w, t) > 0 and Sva(w) < −ε

0, SR(w, t) = 0, otherwise

(13)

where ε is the positive relaxation coefficient (we set it to 10−5). If
the sentiment richness SR(w, t) value is greater than zero, there
exist more obvious sentiment inclination or evidence more than
just noticeable difference t from observation behavior for the
positive or negative one. In the meantime, if the visual-textual
sentiment score Sva(w) is greater than the relaxation coefficient
ε, our model outputs the positive sentiment. If the sentiment
richness is still positive, but we have a negative sentiment score
Sva(w), our model outputs the negative sentiment. Otherwise,
we expect a neutral sentiment.

IV. EXPERIMENTS AND DISCUSSIONS

In this section, we evaluate our proposed sentiment recog-
nition scheme for the short annotated GIFs with visual-textual
fusion in terms of extensive experiments on the Tumblr GIF
(T-GIF) dataset, GIF Sentiment Ontology (GSO-2016) dataset
and an adjusted GIFGIF (Adjusted-GIFGIF) dataset.

A. Experimental Datasets

1) T-GIF Dataset: The T-GIF dataset contains 100K ani-
mated GIFs collected from Tumblr website, and 120K natu-
ral language sentences annotated via crowdsourcing [32]. We
recruited 10 workers who are undergraduate students in our uni-
versity to give an overall sentiment judgments (positive, negative
and neutral) for all the short GIF videos used in the given ex-
periment. For each GIF video, we obtained its sentiment label
by using majority voting (Table II shows some representative
examples). We labeled 6950 short GIF videos with text annota-
tions including 2320 positive instances, 2310 negative instances
and 2320 neutral instances.

2) GSO-2016 Dataset: The GSO-2016 dataset was crawled
from one of most popular microblog providers [6]. For each
GIFs, the ANP and VNP in the SentiPair attribute were cho-
sen as the corresponding textual annotations. The GSO-2016
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TABLE II
EXAMPLES ON LABELED T-GIF DATASET, GSO-2016 DATASET AND ADJUSTED-GIFGIF DATASET ACCOMPANIED WITH SHORT TEXTUAL ANNOTATIONS. THE “1”,

“−1” AND “0” MEAN THE POSITIVE, NEGATIVE AND NEUTRAL SENTIMENT RESPECTIVELY

dataset also has three sentiment labels, e.g., positive, negative
and neutral. There are 1874 GIF videos in GSO-2016 dataset
labeled with the given SentiPairs. More specifically, we have
1111 positive, 164 negative and 599 neutral samples.

3) Adjusted-GIFGIF Dataset: The GIFGIF dataset was built
by the MIT media Lab [39]. This dataset classifies 6119 ani-
mated GIFs into 17 emotion categories e.g., amusement, anger,
contempt, contentment, disgust, embarrassment, excitement,
fear, guilt, happiness, pleasure, pride, relief, sadness, satisfac-
tion, shame and surprise. These annotated GIF videos are pub-
lished publicly on the Internet for sentiment voting. In total,
3,221,504 votes had been collected by April 25, 2018. To use
this GIFGIF dataset to evaluate our model, we make several
changes. Firstly, we classified the 17 emotions into the posi-
tive and negative sentiments using SentiWordNet3.0 model in
[37]. The positive sentiment contains four positive emotions:
excitement, happiness, satisfaction and surprise. The negative
sentiment includes anger, fear, disgust and sadness. Surprise is
an example of a complex emotion which can be expressed in
both positive and negative sentiment depending on the context.
Secondly, we chose the top 300 GIFs video for each of emotion
category to form a dataset with 2400 (=300× (4 + 4)) short
GIFs, which had been split into 1200 positive GIFs and 1200
negative GIFs. Thirdly, 1200 neutral GIFs were chosen from the
T-GIF dataset as additional neutral samples in this new dataset.
In total, we have 3600 (=2400 + 1200) annotated GIF videos.
We call this Adjusted-GIFGIF dataset.

Table III shows the differences of three datasets in which the
given visual contents focus on “real-life scene”, “cartoon” and
“movie”, respectively. To preview visually the GIF contents with
short annotations in late display, the GIF thumbnail image is cre-
ated by using the powerful command line ffmpeg package and

TABLE III
DIFFERENCES AMONG THE THREE EXPERIMENTAL DATASETS

PHP’s ability to execute server commands through shell_exec
from the given GIF source file. In addition, the textual annota-
tions are either sentences or word phrases.

B. Experimental Results and Analysis

The proposed framework is implemented by using the Ten-
sorflow and Tensorlayer platforms [35]. All our experiments are
carried out on a Linux server with Intel(R) Core(TM) i7-4790K
CPU@4.00 GHz and 32 GB RAM memory as well as one
NVIDIA TITAN BLACK GPU. For all the experiments, we
split the datasets into 80% as training and 20% as testing. For all
the GIFs used in our experiments, we can treat each 16 frames
as certain temporal fragment. At the same time, two rules are
adopted in this scheme: 1) If the length of a GIFs video is less
than 16 frames, the first and the last frame will be repeated until
we have a 16 frame segment. 2) If the length of a GIFs video is
longer than 64 frames, we sample the frame with a step size of
two and then generate the segments.

We resize all the images in the given short GIF videos to
112*112 and train the C3D network and ConvLSTM network
with a batch size of 16 and the learning rate is initialized to
be 0.01. We finetune the VGG-16 network, C3D network and
ConvLSTM network with the given pre-trained models on the
T-GIF dataset, GSO-2016 dataset and Adjusted-GIFGIF dataset,
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Fig. 5. The road map of the grid search procedure to sweep the given model
parameters in the global loss function on the T-GIF dataset.

TABLE IV
PERFORMANCES OF THE PROPOSED SENTIMENT RECOGNITION USING

VISUAL-TEXTUAL FUSION COMPARED WITH THAT OF USING SOME PARTS OF

THE RELATED MODEL COMPONENTS ON THE T-GIF DATASET

respectively. We conduct the Lemmatization preprocessing step
by using the Natural Language Toolkit (NLTK) [38]. We also
manually fix some missing cases, where the words have rich
meanings, such as the word “lying”. After another preprocessing
using the Synset Forest, we send the meaningful words to the
SentiWordNet 3.0 model [37] and obtain the sentiment scores
of the textual annotations.

1) Results on T-GIF Dataset: In Fig. 5, we visualize the ob-
jective function J(w, t) with different w and t values in our
grid search. The loss objective function slops stably down and
the optimal model parameters are w = 0.068 and t = 0.028
on the T-GIF dataset. We report Precision, Recall, F1 Score
and Accuracy to compare the performance of different mod-
els. All hyper-parameters are the same for different variants
of our model. Table IV shows the experimental results on the
T-GIF dataset. The sentiment recognition with only visual in-
put (VGG-16 + C3D + ConvLSTM) achieves better perfor-
mance compared with that of using single network model such
as VGG-16 network and C3D network. The results also sug-
gest that visual sentiment analysis on the GIF videos can ben-
efit from the sequence features. Compared with single-frame
model (VGG-16 only), the short-term context (C3D) model can
improve the accuracy from 46.88% to 48.45%. With long-term
context (VGG-16 + C3D + ConvLSTM), the accuracy can be fur-
ther improved to 53.15%. The sentiment recognition with only
textual annotations using Lemmatization and Synset Forest can
increase by more than 10%, compared with that of using raw
sentence in all four quantitative measures, and especially the re-
lated increment can even reach 15.18% with respect to the given
accuracy. These results indicate the Lemmatization and Synset

Fig. 6. The road map of the grid search to sweep the optimal model parameters
with respect to the global loss function on the GSO-2016 dataset.

TABLE V
PERFORMANCES OF THE PROPOSED SENTIMENT RECOGNITION FUSED WITH

VISUAL-TEXTUAL SENTIMENT SCORE COMPARED WITH THAT OF USING SOME

PARTS OF THE RELATED MODELS ON GSO-2016 DATASET

Forest are necessary for textual sentiment analysis on GIF video
annotations. The joint visual and textual model achieves the best
performance compared with visual-only or textual-only models.
This result also coincides with the findings in [22], [26], [40].

2) Results on GSO-2016 Dataset: We also show the objec-
tive function J(w, t) on this dataset in Fig. 6. It has similar pat-
tern with Fig. 5 when w is larger than 0.5. However, the shape
of J(w, t) becomes quite different with a smaller w. We believe
that the differences shown in Table III can lead to the differences
of J(w, t) on these two datasets. The optimal model param-
eters are w = 0.039 and t = 0.151 on the GSO-2016 dataset.
Table V summarizes the experimental results. Similarly, we can
see that the presented technique with the Lemmatization and
Synset Forest operations and the C3D network and ConvLSTM
models have improved the performance compared with that of
using only textual sentiment and only visual sentiment. We find
that 16.53% of the SentiPairs from the textual annotations in
the GSO-2016 dataset contain significant words which are not
positively correlated with the sentiment of the GIFs, but have
strong influence on the results of classification. After removing
those uncorrelated words with the Lemmatization and Synset
Forest, the sentiment classification accuracy can be increased
from 56.58% to 73.66%. We also achieve more than 17% per-
formance increase in terms of Precision, Recall and F1.

Almost all of the related sentiment models have slightly poor
performance on the visual sentiment classification, and both
of the accuracies are lower than 50% in using the VGG-16
(46.13%) network and the C3D (47.76%) network. This may be
caused by the small size of the GSO 2016 dataset with only 1874
GIF videos and the highly unbalanced distributions of different
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Fig. 7. The road map of the grid search to sweep the optimal model parameters
w.r.t the global loss function on Adjusted-GIFGIF dataset.

TABLE VI
PERFORMANCE OF THE PROPOSED SENTIMENT RECOGNITION JOINTLY WITH

VISUAL-TEXTUAL SENTIMENT SCORE AGAINST THAT OF USING SOME PARTS

OF THE RELATED MODELS ON ADJUSTED-GIFGIF DATASET

classes, which leads to the obtained threshold t being pretty
high. Although we try to make this dataset balanced by using an
oversampling technique, the experimental results are below ex-
pectation. If the scale of total number of the GSO-2016 dataset
further increase, the critical threshold value twould be decreased
predictively. Although there exists some negative side effects,
final whole sentiment recognition using the given visual-textual
fusion model could be slightly inferior (about 2% decline) and
similar or equivalent to that of using the textual sentiment classi-
fication in terms of the precision, recall and F1 measures, while
being superior to that of using only textual annotations (1.47%
increase) and that of using only visual sentiment (23.50% rise)
in terms of the accuracy for the annotated GIFs.

3) Results on Adjusted-GIFGIF Dataset: Again, we demon-
strate the objective function J(w, t) on this dataset in Fig. 7. The
function map is quite different from both Fig. 5 and Fig. 6. This
could be due to the construction of this dataset, which includes
samples from T-GIF dataset as our neutral samples. The optimal
model parameters w = 0.086 and t = 0.023 are obtained by the
exhaustive grid search technique.

Table VI summarizes the experimental results of our proposed
model on the Adjusted-GIFGIF dataset. Again, the results sug-
gest that visual-textual fusion model have the best performance
among all the baselines. Compared with the T-GIF dataset and
GSO-2016 dataset, a great majority of the textual annotations of
the GIFGIF dataset were collected from the original websites,
which are weakly correlated with the content of the given short
GIFs video. This could lead to the accuracy of the sentiment
classification with only textual annotations after Lemmatiza-
tion and Synset Forest reaching only 65.97%. This may explain
why the performance of the given models using only textual

Fig. 8. The accuracies of the sentiment classification on the T-GIF dataset,
GSO-2016 dataset and Adjusted-GIFGIF dataset with only visual sentiment
score, only textual sentiment score and the visual-textual sentiment score.

annotations on this dataset is worse than that of the assumed
modes on the other two datasets. However, different with the first
two datasets labeled with no more than 10 workers, the ground
truth of the sentiment classifications on GIFGIF dataset were
voted by numerous internet users in a crowdsourcing platform
and each of the short annotated GIF video in Adjusted-GIFGIF
ranks in top 300 in their emotions. We think that this dataset
with higher quality may enhance the performance of the pro-
posed sentiment classification with only visual sentiment in
terms of the accuracy to achieve 58.47% and the precision to
reach 67.05%, the recall to hit 65.24% and the F1 measure to
approach 66.13%, which are the highest among the three short
annotated GIF datasets. In view of model performances, the ac-
curacy of the proposed sentiment recognition technique with the
textual and visual sentiment score can increase by over 8% than
that of using only single modal sentiment score and perform
excellently in other quantitative evaluations.

4) Results Analysis: We compared the sentiment classifica-
tion with different types of multimedia contents on the three
GIF datasets in Fig. 8 in terms of the accuracy while keeping the
same experiment setting. From the exhibited histogram in Fig. 8,
we can conclude as follows. The accuracy of visual sentiment
classification can be dependent on the quantity and distribu-
tion of training samples. This may be the main reasons why the
GSO-2016 dataset with unbalanced distribution obtains the low-
est accuracy while the Adjusted-GIFGIF performs best in visual
sentiment classification. At the same time, we believe that the
quantitative performance of the related sentiment classification
could be highly related to the reliability of the way in which
ground truth labels are collected. The comparison between the
contributions of using “Textual Only” and “Visual + Textual”
parts in Fig. 8 shows that the accuracy of textual sentiment clas-
sification could be the determining factor in the visual-textual
fusion model, since the textual sentiment factors make dominat-
ing contribution and to certain extents this textual component
can predominate and limit the floor of the accuracy of final clas-
sification using visual-textual fusion. The final accuracy can be
certainly higher than that of the textual sentiment.

The proposed annotated GIF video sentiment technique can
increase the performance of the final results by that of using
visual-textual fusion model on all the three short annotated
GIF video datasets, such as 2.09% on T-GIF dataset, 1.47%
on GSO-2016 dataset and 8.06% on Adjusted-GIFGIF dataset
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TABLE VII
EXPERIMENTS ON SOME EXAMPLES W.R.T THE ANNOTATED GIF VIDEOS ON THE T-GIF DATASET AND ADJUSTED-GIFGIF DATASET, THE WORDS IN RED MEAN

THE INCORRECTLY CLASSIFIED RESULTS BY THE PROPOSED SENTIMENT RECOGNITION APPROACH

respectively, compared with the results of using only textual
models after the Lemmatization and Synset Forest. These im-
provements in quantitative evaluation performances have the
same or similar trendy with the rankings in “Visual Only” part
in Figure 8). This reflects that the introduction with visual fea-
ture representations for visual sentiment could achieve more
excellent performance than the presented sentiment recognition
scheme without visual contribution, and the textual effect for
sentiment classification may determine the ceiling of final accu-
racy of the proposed sentiment recognition.

C. Case Studies

For further researches in the sentiment classification with
visual-textual sentiment score function and the effectiveness of
sentiment richness, which can be calculated from the formula
of sentiment richness, we show some cases gathered from those
three datasets in Table VII and VIII. Table VII shows that when
one kind of single model in visual or textual component re-
sults in the wrong results of the sentiment classification, another
kind of multi model will achieve certain correct results of the
sentiment recognition, so that the effective result of final classi-
fication can reverse the contribution of the sentiment recognition
by the visual-textual sentiment score function. There even exist

certain phenomena that both the visual model and textual model
may obtain incorrect result, but the final recognition result can
be calculated to be right and corrected by the whole sentiment
classification in terms of the offset between positive score and
negative score in Table VII.

Table VIII shows four cases of sentiment richness with re-
spect to positive sentiment and negative sentiment respectively.
In terms of visual contents in the given short annotated GIFs,
different levels of sentiment can be achieved with the presence
of facial expression, while the corresponding textual sentiment
progress can be shown in the change of the meaningful words.
For example, from “smile” to “laugh”, from “annoyed” to “an-
gry”, the richest sentiments of the textual annotation basically
contain several typies of significant sentiment words such as the
fourth GIF thumbnail in positive and negative conditions on the
given short annotated GIF videos.

D. Computational Efficiency Analysis

Table IX shows the computational time and model network
with the numbers of network parameters and multiadds of com-
putation (Flops) in the inference stage by the proposed sentiment
recognition approach fused with the assumed visual-textual
sentiment fusion score with the visual part, textual part and
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TABLE VIII
EXPERIMENTS OF SOME EXAMPLES WITH RESPECT TO THE GIVEN SHORT GIF VIDEO WITH TEXTUAL ANNOTATIONS AND THE CALCULATED SENTIMENT

RICHNESS ON THE T-GIF DATASET, GSO-2016 DATASET AND ADJUSTED-GIFGIF DATASET

TABLE IX
RUNNING TIME AND MODEL NETWORK BY THE SENTIMENT RECOGNITION WITH DIFFERENT COMPONENTS IN INFERENCE STAGE ON THREE DATASETS

the overall model, including total testing time and average test-
ing time of each of short annotated GIFs in the three datasets
such as T-GIF dataset, GSO-2016 dataset and Adjusted-GIFGIF
dataset. It is noted that, the number of testing samples in T-GIF,
GSO-2016 and Adjusted-GIFGIF is 1390, 665 and 720 respec-
tively. It is obvious that, the computational time costs shown
in Table IX are proportional to the size or number of the re-
lated testing samples. In terms of the average time in different
components, the computational time in the C3D network com-
ponent increased by 49.7% compared with that of the VGG-16
network model, while the calculation time in the whole visual
sentiment analysis increased by 11.07% compared with that of
the C3D network model. The reason is that the dimension of the
visual feature extracted by the C3D network is higher than that
of the feature extracted from the 2D CNN network, while the
given ConvLSTM model can just enhance the understanding of
the obtained visual features. At the same time, the average time
of the related models is the lowest in the GSO-2016 dataset,
which could be caused by the oversampling of the neural and
negative samples in the GSO-2016 dataset. Moreover, the short
GIFs in the GSO-2016 dataset mainly consist of cartoons with

relatively simple visual features compared with those of T-GIF
dataset and Adjusted-GIFGIF dataset. Finally, the improvement
of the proposed sentiment recognition approach in terms of four
quantitative measures can be attributed to the fusion of visual
and textual sentiment score. To some extent, it is valuable to
enhance the performance of the proposed sentiment recognition
approach at the cost of time.

Additionally, the computational times in the training proce-
dure will be directly proportional to the number of the training
samples and inversely proportional to the intervals of model pa-
rameters δw and δt to be learnt in the grid searching stage.

E. Comparison With Similar Works

To the best of our knowledge, the researches on sentiment
analysis for the short annotated animated GIFs with textual an-
notations are still in the beginning stages. And currently there
exist few previous work to resolve simultaneously the problem
of sentiment recognition for the short annotated GIFs with tex-
tual description from the visual and textual modalities. Hence, in
perspective of the modality of similar and implicated sentiment,
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TABLE X
PERFORMANCE OF THE PROPOSED SENTIMENT ANALYSIS APPROACH AND

OTHER RELATED WORKS ON T-GIF DATASET AND GSO-2016 DATASET

we make some performance comparison between our proposed
whole approach and two public related works [6], [23] on the
T-GIF and GSO-2016 dataset shown in Table X. The “DNN +
Word2Vec” method in [23] standing at static imagery and text
modality of view, was designed to classify the sentiment of the
images with long sentence labels. As we can be seen in the
T-GIF dataset in Table X, our proposed technique with dynamic
video and static imagery and text modalities can obtain better
performance in terms of precision, recall, F1 measure and accu-
racy in comparison to the “DNN + Word2Vec” method in [23].
This may benefit from the superiority of particularly 3D CNN
network and stacked ConvLSTM with VGG-16 network from
the visual understanding of the short GIF video in the visual
perception component and textual perception component in our
proposed sentiment recognition approach.

Furthermore, as is shown in the GSO-2016 dataset in Table X,
our proposed whole approach for the short annotated GIFs with
the textual tags can also obtain much better performance in terms
of precision, recall, F1 measure and accuracy, compared with
the SentiPair (ANP + VNP) model by the provider of public
GSO-2016 dataset [6] from visual and textual modalities such
as dynamic video and static imagery and text. The superiority
of VGG-16 network, particularly 3D CNN network and stacked
ConvLSTM from the visual understanding for the short anno-
tated GIFs, will be propitious to improve the related quantitative
performance, particularly in terms of the related feature repre-
sentation with temporal information and the understanding of
the sentiment semantics.

V. CONCLUSIONS

In this work, we propose an effective sentiment analysis ap-
proach for short annotated GIFs with visual-textual sentiment
score. Firstly, from the given GIF video, we perceive the vi-
sual sentiment score with recent C3D network, VGG-16 net-
work and ConvLSTM model. Then, we extract the textual senti-
ment score with the SentiWordNet3.0 model from the results of
Synset Forests on the short text annotations w.r.t the correspond-
ing GIF video. And then, we design an affective and multimodal
fusion function integrated with the visual and textual sentiment
score and achieve the hyper-parameters of the affective fusion
with grid search. Later, the extensive experiments involving both
quantitative and qualitative evaluations verify the effectiveness
of the proposed GIF video sentiment analysis system. In future
works, we will consider how to enhance the visual sentiment rep-
resentation and how to learn efficiently and robustly the compli-
cated parameters with the visual-textual sentiment function for
huge amounts of emerging short annotated GIF videos.
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