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Abstract. In this paper we present a discontinuous Galerkin (DG) method to approximate
stochastic conservation laws, which is an efficient high-order scheme. We study the stability for the
semi-discrete DG methods for fully nonlinear stochastic equations. Error estimates are obtained
for smooth solutions of semi-linear stochastic equations with variable coefficients. We also estab-
lish a derivative-free second order time discretization scheme for matrix-valued stochastic ordinary
differential equations. Numerical experiments are performed to confirm the analytical results.
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1. Introduction. Conservation laws are considered to be governing principles
in fluid mechanics to describe the evolution of conserved quantities such as mass,
momentum and energy. In reality, physical and engineering phenomena may involve
some levels of stochastic influences. Recently, there has been an increased inter-
est in stochastic partial differential equations (SPDEs) as stochastic counterparts of
well-known deterministic partial differential equations to incorporate such stochastic
effects, such as stochastic Navier-Stokes equation (e.g. [25]) and its limiting case (the
viscous term equals to zero), stochastic Euler equation (e.g. [7, 16]). As the generaliza-
tion of stochastic Euler equations, the stochastic conservation laws with multiplicative
noise then have been introduced and studied as a model problem. However, since it is
not available to get an explicit formula for solutions of general stochastic conservation
laws, numerical solution are becoming very appealing.

In this paper we present a discontinuous Galerkin (DG) method for nonlinear
stochastic hyperbolic scalar conservation laws with a periodic boundary condition
and a multiplicative stochastic perturbation of the type:

(1.1) { du + f(u). dt g(w,z, t,u) dW, in Q x [0,27] x (0,7),

‘ u(w, z,0) uo(z), w e Q, z e |0,2n],

where the terminal time 7' > 0 is a fixed real number and {W;,0 <t < T} is a
standard one-dimensional Brownian motion on a given probability space (2, F, P) with
a filtration {F:,0 < ¢ < T} satisfying the usual conditions. The real scalar stochastic
function g(w,z,t,u) is F @ B(]0,27]) ® B([0,T]) ® B(R)-measurable. We make the
following hypotheses:
(H1) The initial condition uy € L?(0,2m).
(H2) The functions f and g are locally Lipschitz continuous, i.e., for any M € Ny,
there exists a positive constant L(M) such that, for all (w,x,t) € Q x [0,27] x [0,T]
and all (u,u’) € R? with |u| V [u/| < M,

|f(u) = @]V |g(w, 2, t,u) = g(w, @, t,u")| < LM) [u -]

(H3) The functions f and g are at most linear growing, i.e. there exists a constant

C > 0 such that for any (w,z,t,u) € Q x [0,27] x [0,T] x R,
[f ()] V]g(w,z, t,u)| < C(1 + [ul).
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There are several papers on scalar conservation laws with a multiplicative stochastic
forcing term involving a white noise in time. Feng and Nualart [15] discussed the
spatially one-dimensional case, in which a notion of entropy solution is introduced to
prove the existence and uniqueness of the solution. Later, much effort has been given
to extend their results to the more general spatially multi-dimensional cases and to
more extensive initial-boundary conditions. See e.g. [8, 14, 5, 6, 17]. In this article, we
mainly consider the convergence of numerical methods for classical strong solutions
with enough smoothness and integrability.

Concerning the study of numerical schemes for stochastic conservation laws with
multiplicative noises, let us first mention that Bauzet, Charrier and Gallouét proposed
several finite volume schemes. In [2], they studied the convergence of an explicit flux-
splitting finite volume discretization, but with a more restrictive time step stability

condition (% — 0 as Az — 0). Then they investigated the case of a more general

flux in [3]. In [4], they studied the convergence of the scheme when the stochastic con-
servation law is defined on a bounded domain with inhomogeneous Dirichlet bound-
ary conditions. Let us also mention the convergence results of time-discretization
of Holden and Risebro [18] and Bauzet [1] on a bounded domain of R?, as well as
the papers of Kroker [21], and Kroker and Rohde [22] of finite volume schemes in
the one-dimensional case. But none of these articles gives the order of accuracy for
numerical solutions. Also, there seems to be very little attention paid to the inves-
tigation of high-order approximation schemes for stochastic conservation laws. Note
that our high-order approximation scheme can be more efficient for high-accurate
computation of the smooth case, which is rather attractive in applications. However,
for the non-smooth case, our scheme loses the high order of accuracy, which could be
observed from the numerical experiments.

The DG method we discuss is a class of high-order finite element methods using
completely discontinuous piecewise polynomial space for the numerical solution and
the test functions in the spatial variables, coupled with an explicit and nonlinear stable
high-order time discretization. It was first introduced in 1973 by Reed and Hill [29], in
the framework of neutron transport, which is a deterministic time-independent linear
hyperbolic equation. It was later developed for nonlinear hyperbolic conservation
laws containing first derivatives by Cockburn et al. in a series of papers [10, 11, 12,
13], in which a framework is given to efficiently solve deterministic nonlinear time-
dependent equations. Since the basis functions can be discontinuous, the DG methods
have certain advantage and flexibility which are not shared by typical finite element
methods such as: (1) it is easy to design locally high order approximations, thus
allowing for efficient p adaptivity; (2) it is flexible on complicated geometries and
meshes with hanging nodes, thus allowing for efficient h adaptivity; (3) it is local
in data communications, thus allowing for efficient parallel implementations. In this
paper, we shall consider stochastic counterparts of these works and propose a DG
scheme for stochastic conservation laws (1.1) and (3.12), respectively.

Jiang and Shu [19] proved a cell entropy inequality for the semidiscrete DG
method to possibly nonsmooth solutions of nonlinear conservation laws, which gives
the stability result for the numerical solutions. We shall consider possibly nonsmooth
solutions of nonlinear stochastic equations, and prove that the numerical solutions of
the DG scheme are stable. By similar method, we could also prove the stability of
approximate solutions for semilinear variable-coefficient stochastic conservation laws.

Following the ideas for the deterministic case [32], we give the optimal error
estimates (O(h¥*1) for the one-dimensional case) for the semilinear stochastic con-
servation laws with variable coefficients. Zhang and Shu [33] presented a priori error
estimates for fully discrete Runge-Kutta DG methods with smooth solutions of scalar
nonlinear conservation laws. Unfortunately, the unboundedness nature of the stochas-
tic process driven by a Brownian motion prevents us from applying their method to
get the error estimates for the fully nonlinear stochastic equation.

The DG method is a scheme for spatial discretization, which needs to be coupled
with a high-order time discretization. Unlike the deterministic case, there is no simple
heuristic generalizations of deterministic Runge-Kutta schemes to stochastic differen-
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tial equations (SDEs). Kloeden and Platen [20] presented an explicit order 1.5 strong
scheme for vector-valued SDEs. Milstein and Tretyakov [27] gave an implementable
way to model It6 integrals, which is essential to construct an order 2.0 (second order)
scheme. Combining these methods, in this paper we establish an explicit order 2.0
strong scheme for matrix-valued SDEs, which seems to be new.

It should be pointed out that our effective computational methods for SPDEs
have to face new difficulties. The solutions of SPDEs, when they do exist, are not
naturally time-differentiable, and are not bounded in the path variable. These new
features complicate the calculation and analysis in our stochastic context.

Our high-order approximation scheme can be more efficient for high-accurate
computation of the smooth case, which is rather attractive in applications. However,
for the non-smooth case, our scheme loses the high order of accuracy due to the lack of
regularity, which is a limitation of the numerical approach and could be observed from
Table 4.3. To see the behaviors of approximating solutions for discontinuous cases, we
plot the approximating solution to get Figures 4.1 and 4.2. In view of these figures,
we could see that the DG scheme still works nicely for the discontinuous solutions.

The paper is organized as follows. In Section 2, we introduce notations, definitions
and auxiliary results used in the paper. In Section 3, we present the DG schemes
for (1.1) and (3.12) respectively, and investigate the stability and error estimates of
the schemes. In Section 4, we give a series of numerical experiments on some model
problems which confirm the analytical results. Finally, in the appendix, we establish
a derivative-free second order time discretization to collaborate with the semi-discrete
scheme presented before.

2. Notations, definitions and auxiliary results. In this section, we intro-
duce notations, definitions, and also some auxiliary results.

2.1. Notations. We denote the mesh by I; = [azjfl,x#l}, for j = 1,..., V.
2 2

The nodes are denoted by {xj+%, j=0,1,..., N} with T = 0 and Tnyi = 2m. The

mesh size is denoted by h; = x;, 1 — @, 1, with h = max h; being the maximum
T2 72 1<j<N

mesh size. We assume that the mesh is regular, namelyitﬁe ratio between the maxi-
mum and the minimum mesh sizes stays bounded during mesh refinements. We define
the piecewise- polynomlal space V}, as the space of polynomials of the degree up to k
in each cell I},
Vi = {v . we PN for zel;, j= 1,...,N}

Note that functions in V}, are allowed to have discontinuities across element interfaces.

We denote by || - || and || - ||z, the L?(0,27) norm and the Sobolev norm with
respect to the spatial variable x, respectively. The solution of the numerical scheme is
denoted by up, which belongs to the finite element space V},. We denote by u;:L , and

2

+1 the values of the function u at Tii1, from the right cell 141, and from the left
2

cell I;, respectively. An element of R¥*? is a k x d matrix, and its Euclidean norm is
given by |y| := \/trace(yy*) for y € RF*4,

By C' > 0, we denote a generic constant, which in particular does not depend
on the discretization width h and possibly changes from line to line. Since the Ito
integral is not defined path-wisely, the argument w of the integrand as a stochastic
process will be omitted in the rest of this paper if there is no danger of confusion.

2.2. Properties of It6 formula. Next we list some properties of the stochastic
calculus. If X and Y are continuous semimartingales, then Ito formula tells us that

XY, = X0Y0+/XdY+/YdX +(X,Y),,

where (X,Y") is the quadratic covariation process of X and Y. Note that (X,Y) =
(Y, X). For any locally bounded adapted process H, we have

(2.1) </O H, dXS,Y> = /Ot Hod(X,Y),.
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Moreover, if Y has bounded total variation, it holds

(2.2) (X.Y), =

For example, we have (W, t) = 0. For more detalls of these properties of It6 formula,
we refer to Protter [28].

2.3. The numerical flux. For notational convenience we would like to intro-
duce the following numerical flux related to the DG spatial discretization. The given

monotone numerical flux f(q_, qt) depends on the two values of the function ¢ at
the discontinuity point x,, 1 namely qji+ L =q (x]iJr N ) The numerical flux f(q_, q")
2 2

satisfies the following conditions:

(a) it is locally Lipschitz continuous and linear growing;

(b) it is consistent with the physical flux f(q), i.e., f (¢,9) = f(q);

(c) it is nondecreasing in the first argument, and nonincreasing in the second
argument.

2.4. Inverse property. Finally we list an inverse property of the finite element
space V;, that will play a basic role in our error analysis. There exists a positive
constant C' such that for any g € V;,,

(2.3) H%

where C' is independent of ¢ and h. For more details, see Ciarlet [9].

<Ch™'lqll,

3. The DG method for stochastic conservation laws and the stability
analysis and error estimates.

3.1. The DG method for fully nonlinear stochastic conservation laws.
We present the DG method to approximate equation (1.1). For any (w,t) € Qx[0,T7],

find up(w, -, t) € V, such that for any v € V4,
/ v(x)dup(w, z, t) de = </ [ (un(w,z,t)) ve (x) do — fﬁle 1 +f - f 1) dt
I I 2
where fj+1 = f (uh(w T +1,t) up(w, :c++1, )) for j = 0,1,...,N, and f(,) is a
monotone numerical flux related to the physmal flux f.
For z € I;, the approximating solution should have the form

wact Zul]uu <pl

where {¢],l = 0,1,...,k} is an arb1trary ba81s of P*(I;). By periodicity, we define
the “ghost” coefficients as follows

wo(w,t) :==u,n(w,t), w,nt1(w,t):=up1(w,t).
Our aim is to get the coefficient matrix u(w,t) = [w,;(w,t)]icqo,....k},jefo0,....N+1} DY
solving (3.1) . Taking v := ¢/, m = 0,1, ..., k, we have

Z </ O d:c) duy(w, 1)

1
2

(3.1) + </ g (w,z,t,up(w,x,t)) v(z) d:r) AWy,

I

f (Z Uz,j(wt)@{(l’)) P () d — J?H%@fn(ivﬁé) +fj,%<ﬂfn($jf )) dt
=0

N (/, g <W7t7 > u;(w,t)e] (w)) o1 () dm) AW

J =0
The mass matrix A7 := [A? ] with
Nui= [ eh@)i(e)da

I
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is invertible, and its inverse is denoted by A7 ~1.

Then the problem is reduced to solve the following (k+ 1) x (N + 2)-dimensional
stochastic differential equation (SDE):
(3.2) du(w,t) = F (u(w,t)) dt + G (w,t,u(w,t)) dWy,
where

Fl,g = / <Z Un,j ‘Pn > Z A Im ‘me
—f <Z Un,j SOn J+i Z Un,j+1 L)On > Z Alm 907” )
k
+.f/‘\<zu”7j1 ¢3L71(xj7%)7ZUn7j LP%(LE ) ZAm %)7
n=0 n=0

and X
Gy (wtow) = [ g <w r 3 ol )) > Al @) da.
The initial value of u is de{c]ermlned byL 130 as follovvs:m ’
(3.3) wy(0) = 3 AL [ w(@)ein(z) da.

m=0 I

REMARK 3.1. Note that the noise in Equation (1.1) is a time white noise. If the
spatial noise enters into the equation, since it is difficult to approximate the spatial
stochastic integrals with high order, a high order spatial discretization seems to be
elusive. This remains to be an interesting problem to be considered in the future.

LEMMA 3.1. Let Assumption (H2) hold. Then for any fived N € Ny, I and
G are locally Lipschitz continuous in the variable u, i.e., for any M € Ny, there

exists a positive constant Ly (M) such that, for all (w t) € x [0,T] and all u,u’ €
REFDXIN®2) gyith [u| V |u'| < M,

‘F(u) -F (u')’ \Y ‘G(w,t,u) -G (w,t,u')’ < Lny(M) ‘u - u" ,
where the constant Ly (M) may depend on N.

Proof. We only show the locally Lipschitz continuity of F' for fixed N € N, and
that of G' can be proved in a similar way.

Fix u,u’ € RFFDXN+2) with |u| v |u'| < M,1=0,1,...,k, and j = 1,2,...,N.

We have )
Frj(u) = Fij(u’) = Ey;+ i + K,

k
El»] - / {f <Z Un,j Son ) <Z un J (pn > } z A];n @mx dIE
m=0
k
Jl!j = _{f<z n,j Son Z Un,j+1 Son —)>

n=0

k
_f <Z un \J SOn Z un,g+1 Son ) } Z Alm Som )7
n=0
k
Kl,j = {f(z Unp,j—1 gofl xj7% ZUn’] Lpn ))
n=0 n=0
_f <zung 150n (xjfé)vzu/n,j @zl(xjfé ) } zAm %)

n=0

Set My, := vk + 1 max HcpZIHOO < 00. Since f is locally Lipschitz continuous in the
n,j
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variable u, we have

|Es] < / (MnM)
1

k k
5 (s ) 07 3 foctrl]
n=0 m=0

saz;(mf)E 5 || o

n=0 n=0

k 3 u
< L(MhM) <Z ‘un,j - ufn,j|2> HAj’iluoo\/I‘ (Z
J
) !
< Ln(M) <Z [ — ui“’|2> ’

n=0
where L(MpM) is the locally Lipschitz constant of f in the Assumption (H2), and
Ly (M) is a positive constant which depends on N and M. Then we have

k N+1 k N+1 k
=3 DB <30 In(M)? Y (wy —why)” = (k+ DIy (M) (u - ).
1=0 j=0 1=0 j=0 n=0
Since fis locally Lipschitz continuous, we have
gl < (4 1) |47 7| max [ ona]|
k .
MhM { Z Un,j — ng Son Z Un,j+1 — u/n,jJrl) @%+1(xj+%) }
n=0 n=0
3 1 i 2
< ()8 0| (e )

3 k 3
F(MnM) { <z |un,; — uil,j’2> + <Z |wn,jt1 — uil,j+1‘2> }
n=0

1 1
k 2 k 2
< LN(M){ <§ |, — U§L,j‘2> + <§ [ange1 — uiL,Hl‘Q) }7
n=0 n=0

where L7(M,M) is the local Lipschitz constant of /. Then we have

k N+1 k N+1 k k
2 2
S S <3 S arany? (z oy — s P4 i — )
=0 j=0 =0 j=0 n=0 n=0

= 4(k+ 1)Ly (M)? [u—u'|”.

By similar calculation, we could get that

|K|* < 4(k + 1)Ly (M)? Ju—u'|”.

Thus ) 5
|F(u) — F(u)|" <3(IE? + [ + |K|*) < Ln(M) [u—u'[".
This completes the proof. 0O
Similar to the proof of Lemma 3.1, by the linear growth of the functions f, ¢

and f, we could obtain that the coefficients F' and G of SDE (3.2) satisfy the linearly
growing condition as follows.

LEMMA 3.2. Let Assumption (H3) hold. Then for any N € Ny, F and G are
linearly growing in the variable u, i.e., there exists a positive constant Cy such that,
for all (w,t) € A x [0,T] and all u € RFEFDX(N+2)

|F (w)| V|G (w,t,u)] < On (1+[ul),
where the constant C'n may depend on N.

Since ug is deterministic, by (3.3) we know that u(0) is a deterministic matrix,

which is LP(Q)-integrable for any p > 1. According the classical results of stochastic
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differential equations (see Mao [24]), if the initial value of the SDE is LP(2)-integrable
and the coefficients of the SDE are locally Lipschitz continuous and linearly growing,
then the considered SDE admits a unique LP-solution. Thus, for any fixed N € N,

SDE (3.2) has a unique solution {u(t)}o<;<7 such that for any p > 1,
(3.4) IE{ sup |u(t)|p] < 0.
0<t<T
We have the following stability result for the numerical solutions.

THEOREM 3.3. If the assumptions (H1)-(H3) hold, then there exists a constant
C > 0 which is independent of h, such that for anyt € [0,T],

E [Jlun (-, )17] < (C+ un(-,0)]1%)
Proof. For any N € Ny and (w,t) € Qx [0,T], by (3.1) we have for any v € V},,
t
/ v(z)up(z,t) dx:/ v(z)uo(x) d:c+/ / g(z,s,un(x,s)) v(x) dedW,
I o Ji;

I;
+/0 </ij(7-bh($75))1)z($)d fj+1vj+1 +f 1o j%) ds.

Thus by (2.2), for any continuous semimartingale Y, we obtain

/IV v(x) (un(z,+),Y), do = </1 v(x)up(z,-) dx7y>

J

(3.5) = </0 /;j g(z,s,un(z,s)) v(z) ddes7Y> .

It turns out that

/I. (un(z,-), un(z, ")), de = /IJ < Zul] ‘Pz > dx

J

:lz;/lj @ () (un(x, ), a5 (), </ / 2, 5, un(z, ) {(:c)d:chs,ulyj(.)> ‘

t

According to (2.1) and the propertles of the L? projection, we have

[ )., do = Z iy [ 9ot ) @) da d OV 0,
- Z / / s,un,5))] (@) ¢ ) dod (W (),

J

/ /0 (s s,un(9)] (@) @ (@) d (Wymi5()), da

1=0

/ / 8,0 ))] <m>d<mguz,j(->¢{<x>>s da
/ </ Q , S, un( ))] (z) dW57uh(x7.)>t dr,

where Q is the L? projection onto V},. Since Q [ (-, sy up (-, 8), vn (s s))} € Vp, for any
(w,s) € Qx[0,T], we have

Q[g(w :c,s,uhw:cs Zguwsgol x € 1.
By (3.5), we get

/IV<7-Lh(:177-)7Uh( da:—/ </0 Zgu ) dWs, up(x, )> dx

J 1=0
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zk:/ ol <“h % )7/()‘ gz,j(s)dWs>t da
</ / x, s, up(z, s))%( )ddes7/ g,(s )dW>

/”/ (25, un(,9)) ] () dw g1,4(5) d (W, W),

// z, s, up(x, s) Zglﬂ npl x)dx ds

(3.6) :/0 /I g(z, s, un(,5))Q [g(-, s, un(-,s))] (x) da ds.

After summarizing over j from 1 to N, by Cauchy-Schwarz inequality and (H3)
we have . . o
/ (un(z,-), un(z,")), dz g/ / ‘g(:c,s,uh(:c,s))‘2 dxds
0 0 0

t
(3.7) SO+O/H%@@W®
0

t

M» 0 M» T

+ O

According to the It6 formula, we have
t

(3.8) |uh(x,t)|2 - |uh(x,0)|2 = 2/0 up(z, s) dun(x, s) + (un(x, ), un(z,-)), .

Taking v = up(w, -, t) in (3.1), we obtain
/ un (z, t)dun (z,t) dz = </ [ (un(@,t) une (z,t) dz f+1“h itd +f]7— i > dt
I I;

J

(3.9) + (/ g (x,t,up(x,t)) un(x,t) d:c) AW
Ij
Combining (3.7), (3.8) and (3.9), we have for ¢ € [0, 7],
27\'
(O < flun (-0 |\+c+c/nw s+ [ [T [atun()] oy,
(3.10) —|—2/ </ h)uhz](:c S)dCC—fjjt%U;jJr% +fj,%u;j7%) ds.

From (3.4), we have that for any p > 1,

T 27
E {/ / |un(x, s)|P dx ds] < 00,
o Jo

and thus that the process
t 27
{/ / g (z,s,up(x,s)) un(z,s)dedWs, 0<t<T
o Jo

is a martingale. Taking expectation on both sides of inequality (3.10), we have

t
B [ OI°] < fun O +C +C [ B [Jun(e5)|7] s
I /Z h3+) ¢(“;j%)_"?j+%“h»j+%+ffé“;j%)ds}
<Ot lun 0 +€ [ & [fun o)

. N
(3.11) +2E /OZ( s~ Fiiy+6,01) ds},

1

T
<
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where ¢(u) = [“ f(a = (qﬁ(u;) - fu;)ﬁ%, and

+
@f%=(w%o—w@0+ﬂf—ﬁ424

By periodicity, we have

Note that R R
© = d(uy) — duy) + fuy, — fuy, = —¢'(€)(wy —uy) + [ (uy —uy)

= (Pl w) = Fl6,9) (uil — )
= (Flunuf) = Flu ) + Flu . ©) = F(€,0) (uf —uy) <0
Then by (3.11), we have
E [Jun (- D)%) < C + Jlun(- H+C/ [n - 9)112] ds.

Using Gronwall’s inequality, we have

E [lun (-, 0)1] < (C+ [lun(-,0)]|) e
This completes the proof. 0O

3.2. The DG method for variable-coefficient semi-linear stochastic con-
servation laws. The physical flux f in Equation (1.1) depends only on the variable
u. Now we consider a more general case where the physical flux depends on u linearly
via the variable coefficient a(w, z,t) as follows:
du+ (a(w,z, t)u). dt = g(w,z,t,u)dW; in Q x [0,27] x (0,7),

u(w,z,0) = wuo(z), we zel0,2n],
where a satisfies the following assumption,
(H4) The function a(w, -, t) is periodic and smooth for any (w,t) € Q x [0, 7] and any

positive integer [,
! d77la
sup la(w,z,t)| + Z ) m(w,x,t)’ < 0.
(w,z,t)€QX[0,27] x[0,T] ey | 0%

Analogous to the deterministic case, we present the DG method for variable-
coefficient semi-linear stochastic conservation laws. For any (w,t) € Q x [0,T], find

up(w, -, t) € Vi, such that for any v € Vj,,

/ v(z)dup(w, x,t) de = (/ a(w, z, t)up(w, z,t)ve () d:c—aj+%v; 1 +’a\j%v;r%> dt

(3.12)

j I

(3.13) + </ g (w,z, t,up(w, z, b)) v(z) dx) AWy

I
with N
@y = a+(w, Tii1s JDup(w, +1’t) —a_ (w,:c3+1 tyup(w, x 7L%,t),
where ay and a_ are the positive and negative parts of the real number a, and thus
a=a4 —a_.
Similar to the above subsection, for € I;, the approximating solution should
have the form

wact z:ul]w7 <pl

We want to get the coefficient matmx u(w,t) = [uj(w,t)]ieqo,....k},j€f0,....N+1}
via solving (3.13). Taking v = ¢? , m = 0,1, ..., k, we obtain

k
</ @gn(x)@{(x) dm) dul,j(wvt)
=0 \’1j
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[/«

J

f([ o(omt 3 moned @) o) am.
I 1=0

Then the problem is reduced to solve a (k + 1) x (N + 2)-dimensional SDE as
follows

a(w,z,t) <Z u;(w,t) gol ) 4,03,11(13) dl’—ajJF%SO%m(ijr%) +aj§<pifb(xj%)> dt

(3.14) du(w,t) = F (w,t,u(w,t)) dt + G (w,t,u(w,t)) dWy,
where
k k _
Flj(w,t,u) :/ w, x,t) (Z Uy, (@ ) > AL ol (z) do
1 n=0 m=0
—ay w,:c]+1 t) <2un]g0n )ZAm )
n=0
ta—(w, @1 <Z nJ+1<Pn X j+%)> ZAZ;;HP%(%%)
n=0 m=0
k k
—|—CL+ J,_ <Z Un,j—1¥n 1(:”3%)) ZAgrrjltpin( J %)
=0 m=0
k

and
k

k
G (w,t,u) = / g <w,m7t, Z un,jcpfl(:c)> Z Aol (z) da.
1 n=0 m=0

Again we use the L2-projection coefﬁcients of ug as the initial value of u,

w J Z Alm / )Som( )d:l?

Similar to Lemma 3.1 and Lemma 3.2, from Hypotheses (H2)-(H4), we have that
F and G are locally Lipschitz-continuous and linearly growing in the variable u. Since
ug is a deterministic function, then u(0) is a deterministic matrix, which is LP()-
integrable for any p > 1. Thus according to classical results of stochastic differential
equations, SDE (3.14) has a unique solution {u(t)}o<;<7 such that for any p > 1,

(3.15) E L;JET |u(t)|p] < co.

Similar to Theorem 3.3, we could also obtain that the scheme (3.13) is stable.

THEOREM 3.4. If the assumptions (H1)-(H4) hold, then there exists a constant
C > 0, which is independent with h, such that for any t € [0,T],

E [Jlun (-, )17] < (C+ lun(-0)]1*) "

Proof. For any N € N; and (w,t) € Q x [0,T], we define a bilinear functional on
piecewisely smooth function space. For any piecewise smooth functions u, v, define

Hj(a,w,t;u,v) ::/ a(w, z, )u(z)vs(z) dz

I
+ —
—(a+(w,x1+1 tu Uil —a,(w,:cj+%,t)uj+%)vj+%
+ (a+(w7xj7%7t)u;% —a—(w,z; %7t)u;i%)vt%
Note that
t di = — 1 t 2 g - - .| . F
Iva(w,as7 Yu(z)uz () z=-3 I.agc(w,az7 ) Ju(x)| :c—|—§ i |Upa| — -3 Uy |

J J
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where a1 = a(w,xj+%,t), j=0,1,...,N. Then

Hj(a,w,t;u,u) = —%/ ax(w, z,t) |u(z)]? dm+% {QH%
I

2
+
ta; 1 _u

J+ +‘ 3+%

u. 1 u. 1
R R B At R i e Rt e S Ak Thull IR
1 2 + _ 1 2
= —= az(w,z,t) |u(x)|"de+a., 1 _u' u. — =, 1 }
2 . 95( ) 7)| ( )| + Jtg.— J+% J+% 2 j+§,7‘ J+%
J
—a. 1, |u. a._1.,u U, 1 —=a._ 1, |u ——a._1 _ |u!
2 ]+§7+’ ]+% + 37§7+ j—% 7% 2 ]*5“" 37% 2 ]*5’*‘ j—%
1 5 ~ ~
=3 az(w,z,t) |u(x)] de —Fy 1+ F; 1
I,
J
n _ 1 2 2
a., 1 _ U, U, ——a, U ——a. U
+ Jts— i+L it 9 J+§7*’ i+3 2 J+§,+’ J+3
2] 2
+ - 1 + +
., 1 U U, 1 — =, 1 |u. ——a;, 1 _ |u]
+ j+3,+ ]+% ]+% 2 jt3,+ g+% 2 J+§’*‘ ]+%
— 2 = = 1 5
———/ o, 1) [u(@)* de = Fyyy + Fyy = 2 a2,y

< \azl\ / ()2 da — (ﬁj+% _ﬁj7%)7

- B + - 1 +
Fiy = aj+%,+“j+%uj+l 9%+t ‘uﬂ*%

where

+
BPAs T ’“ﬂ%
By periodicity we know that Z ( el — F, 1) = 0. Thus

j—
Jj=1 2
N

(3.16) S Hy(a,w,tu,u) < 5 Jlas | Jull.

Jj=1

For any N € Ny and (w,t) € Q2 x [0,T), take v = up(w, -, ) in (3.13) and do the
summation from j =1 toj =N,

27 27
/ up(z, t)dup(z, t)dz *ZH a,w, t;up (- 1), up (-, t))dt +/ g (z,t,up(x, b)) up(x, t)dedW,
0 e 0

1 27
< 5 lacl s (O dt+ [ g (atun(e, ) (o t) do i
0

Similar to the calculation for (3.7) in Theorem 3.3, we have

/(; 7rd(uh(:c,.),uh(x, ), dx < C/O ) (1+ |uh(x,t)|2) dz dt.

According to the It6 formula (3.8) we have

27

27
/ (d|uh(x7t)|2) dz < ||a:|| ||uh(.7t)||2 dt + 2/ g (z, t,up(z, b)) up(x,t) dedWy
0 0
27
(3.17) +c/ (1 + [un(z,)|?) dzdt.
0

By similar arguments in Theorem 3.3 we know that

27
{// g (x,s,un(x,s)) un(zx,s)de dWs, OStST}
o Jo

is a martingale. Integrating from ¢ = 0 and taking expectation on both sides of (3.17)
we have

B [lun (. 0I) < €+ un O + € [ E [Jun - 9)1P] ds
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Lastly Gronwall’s inequality tells us that
E [lun (-, 8)II*] < (C + llun(-, 0)II7) €.
This completes the proof. 0O
Now we state the error estimates of the DG method (3.13).

THEOREM 3.5. Suppose that ug € H*1, assumption (H4) holds, the function
g 1s globally Lipschitz continuous in the variable u and equation (3.12) has a unique
strong solution u(-) such that
(H5) u(-) € L* (2 x [0, T]; H*?) O L* (2 x [0, 2] x [0, T};R) L™ (0,T; L*(Q; H*));
(H6) g (-,u() € L* (2 x [0, T]; H*).
The[n th]ere ezists a constant C > 0, which is independent with h, such that for any
te[0,T],

(B [llu(-£) — un(- )[2])F < CeCthirL,

Proof. Notice that the scheme (3.13) is also satisfied when the numerical solution
up(+) is replaced by the exact solution u(-), for any v € V},

/ v(z)du(w,z,t)dx = </ a(w, z, )u(w, z, t)ve(x) do — EEjJr%vj;l +a,_ v’ > dt

_1 1
I3 j—5
2 2 2
L L

J

(3.18) + </ g (w,z, t,u(w,z,t))v(z) dm) AWy,
I
with

@ﬁ% = a+(w,xj+%7t)u(w7x;+%7t) — a,(w,xﬁ% , t)u(w,x;r+%7t).
Define
6((4}7 Z, t) = u(wv xz, t) - uh(wv xz, t) = f(w7 z, t) - 77(‘*17 Z, t)7
with
E(w,z,t) = Pu(w,z,t) — up(w, z,t), N(w,z,t) = Pu(w,z,t) — u(w, z,t),
where P is a projection from H**! onto Vj,, which will be specified later.
By (3.13) and (3.18), we have the error equation
_ I
/ v(z)de(w, z,t)dx = / a(w,z, t)e(w, z, t)ve(x)de — a j4iV 1 Fa jé”jé) dt
+ / {g (wy x, t7 'LL(LU, z, t)) -9 (wy x, t7 ’LLh(u), z, t)) }'U(IZ?) dx th7
&

1
I I.: 2

J J

with

- +
a1 = a+(w7xj+%7t)e(w,xj+%7t) - a,(w7xj+%7t)e(w,mj+%7t).

It turns out that
/ v(x)dé(z,t)dx = </ v(z)dn(z,t)dz + Hj(ayw,t;§(wt)7v)—Hj(a7w7t;?7(~7t)7v)> dt
I

+ [ o etute,0) g o toun, ) Fola) de di,

Taking v = £(+,t) and doing the summation from j =1 to j = N we have
27
§(x, t)dg(x,t) da
0
27

=/ E(x, t)dn(x,t) de + ; ) {g (z,t,u(x,t))) — g (z,t,un(z,t)) }§($7t) dx AW

30 (60,0, 66,0 = Hy (1), €01) ) i

Jj=1
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According to It6 formula (3.8) we get
E [I€C,D1%] = [1EC, 0)1* + Ta(t) + Ta(t) + Ts(t) + Ta(t) + T5(1),

Ti(t) =—2E[/ Zﬂgaws,n )5('78))618}7
0 -E| [ - (6,0, o).

t) = 2E U% /t ¢z, s)dn(z, s) dx} ,

) =2E [/ ZHJ (a,w,5:&(, 9), s(-7s))ds}

t
T5(t) = 2 {/ {g z,s,u(z,s))) — g (x,s,un(x, s)) }f(:ms) dx dWS}
will be estimated segarzomtely later.

e The 7;(t) term.
We define the projection P on piecewise smooth function space as follows. For
any fixed (w,t) € Q@ x [0,T], 7 € {1,2,..., N} and piecewise smooth function u,
Case 1: If a(w,z;_1,t) <0 and a(w,z;,1,1) >0,
fIJ Pu—u)(x)- v(x)dr =0, Vv € PP2(1;)

where

(Pu— u);+% =0,

Case 2: If a(w,x;_

—u);,, =0.
Case 3: If a(w, z;_ 15t ) < 0 and a(w,ijr%,t) <0,
f (Pu—u) (z)-v(z)de =0, Vo € PPH(T;)
Pu—u); =0.
Case 4: If a(w,z;_1,1) >0 and a(w,z;,1,t) <0,

/I_ (Pu—u) () v(x)de =0,  Yve P*(I;).

J

Then according to the classical projection theory (c.f. [9]) and (H4), we know that
there is a constant C' > 0 that is independent with w, ¢, u and h, such that

(3.19) lu— Pull < Cllull yoss B
Note that
Hy(a,w, £ 8),€(8)) = / a(w, 2, D)1(w, 7, 8)6s (0, 7, 5) da
I

J

(CL+( ) J+%7t)77-

By the properties of the projection P, we can verify that for all j € {1,2,..., N}
— (o O,y — a0t ) 6,

+ (a+(w7$j,%7t)77j,% _a’*(w7xj7%7 ) J**)§+ 1=



14 Y. Li, C.-W. Shu, and S. Tang

For the term fl_ alw, z, t)n(w, x, $)&: (w, x, s) dx, we study it case by case.
J

Case 1 & Case 4: Since a(w,z;_1,t) - a(w,z;,1,t) <0, there must exist y; € J;
such that a(w,y;,t) = 0. Then accordmg to (H4) we have

|a(w7$7t)| = |a(w7yj7t) + am(w7§17t)(:c - yj)' <Ch.
By the inverse inequality (2.3), we have
/ a’(wyx7t)n(w7x73)€1(w7x73) d:l?
I;
< ChHﬂ(% ) t)”Ij H{x(% ) t)”Ij < ChHﬂ(% ) t)”Ij Ch! ||€(w7 ) t)HIj
<l DIE, + CleC DI,

1

Case 2 & Case 3: Note that
a(w,:c,t) = a(w7xjvt) + az(w7£27t)(x - xj)'
It follows that

/ a(w,x,t)n(w,x,t)fz(w,x,t)dx
I

J

aw,z5,1) / (n) (@, z. t)dz

J

<

0 [ 10 (w200

= Ch/], | (n€a) [(w, x, t)dz < Chln(w, '7t)||1j 1€z (w, 'vt)HIj

< Chlln(w, -, )l,Ch™ €, -, t)ll1; < ClnC, ONIT; + CIEC DI, -
Then we have from (H5) and (3.19),

7i6) < CE[ [ It ol as] + e [ [ o as
< & [ [ uto)wen as| w252 o [ [ o as

<o ic | "E[l¢C, )] ds
0

e The 75(t) term.

Since
di(Pu)(w,z,t) = P(diu)(w,x,t)
(3.20) = —P((aw)s)(w, z,t) dt + P(g(w, -, t,u(w,, 1)) (z) dWk,
we have
/I. v(z)dPu(w,z, t)de = </1 —P((au)z)(w,z,t) - v(x) dx) dt
(3.21) + </1 P(g(w, - t,u(w,1))(z) v(z) d:c) dW.

From (3.13) and (3.21), we have
/IV (d&(z,t)) - v(z)dx = (/I —P((au)x)(w7x7t)~ (z)dx — Hj(a,w, t;un (-, t), )) dt

J J

(3.22) + (/I

J

Since §( - t) € V, for any w,t) € Q x [0,T], similar to (3.6), it holds that

/1- (&(z,"), &(, ) d:c—/ / (Q{P cs,u(+ )] — gy s,un (- 8)) } ()

J

(P(g (-, t, u(,t))) —g(t, uh(-,t))) (z) - v(x)da> dWy.
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X {P[ H5 U(78))} _9('787?%('78))}(:0)) dx ds
/ / |Pla(,s,ul- )] —g(-s Uh('78))’2(13)d13d5.

By (H5) and (H6), it follows that
T -E| / ()€l e

<E {/t /2ﬂ Plg( s ul-,s),v(-9))] —g(~757uh('7s)7vh(-78))‘2(:c) d:cds]

<CEU /% ) —g (s (s))‘z(x)dxds}
+OE[//% xs|dxds}+CE[/ /% xs|dxds]

<CEVO (g 5,0 ) Epwss + (-, >||Hk+1)h2k+2d]+cm[/ JeC o)1 s

t
<cn e [ B[l o) ds
0

e The 73(t) term.
By (3.12) and (3.20), we have

dn(w,z,t) = { (au), (w,z,t) — 73( (au), )(w,az7 t)}dt

—|—{73(g(w, Stu(w, -y t)))(x) —g(w,z, t,u(w, x, t))}th.
Thus

/0% /Ot §@, s)dn(z, s) dz = /O% /Ot { (aw), (z,5) = P((av), ) (z,s) }&(z, s)dsdz

—|—/0 /0 " {P(g(-,t,u(~,t)))(a¢) — g(:c,s,u(x,s))}f(:c,s) dxdWs.
According to (3.15) and u € L* (Q x [0,27] x [0, T]; R), we know that the process
{/0 /o ) {P(g(-,t,u(~,t)))(a¢) — g(:c,s,u(x,s))}f(:c,s) dedWs, 0<t< T}

is a martingale. Then

T3(t) = 2E {/OZTF /Otf(:ms)dn(:ms) d:c]

=2E {/jﬂ /(;t { (au), (x,s) — P( (au)z)(ar:7 s)}f(a@s)dsdm}

<E {/t /27r (au)_ (x,s) —P((au)x)(:c,s)fd:rds] +/OtE [Hf(,s)Hz] ds

< CE [/ e ) s ds] e [ "Efl€C )] ds

Since
[(aw)a (-, 8)|grrr < Cll(au) (-, 8)l|grte < Clluls, 8)|| grre

and u(-) € L* (Q x [0, T]; H*"2), we get
t
Ti(t) < O 40 [t o)) ds
0

e The 74(t) term.
According to (3.16), we get

t N t
Tilt) = 28 [ / _ZHj<a,w,s;s<-,s>,£<-,s>>ds} < el [ EfleC )17 4
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e The 75(t) term.
By virtue of (H5) and (3.15), we know that the process

27\'
{/ / (z,s,u(x,s))) — g (z,s,un(z,s)) )&(x, s) dedW,, 0<t< }
is a martingale. Then

t 27
T5(t) = 2E [/ / (g (z,s,u(z,s))) — g (z,s,un(z,s)) )E(z,s) ddes] =0.
0 0
Concluding the above arguments, we have

Emﬂﬁmﬂéﬂﬁ“+OAEMﬂﬁWﬂ@

Using Gronwall’s inequality, we have
1
(E[IEC,017]) % < Cn*re.

N

According to (3.19) and u € L (0,T; L*(Q; H*™)), we have
1

1 1
E [InC,)IP])% < C (& [lul- )l 5rsa]) 2 ¥ < CREHL
It turns out that
1

1 1
(E [llut-8) = un(-)IP]) 2 < E[IE 1) + (E [InC8)]2])% < CeChM
This completes the proof. 0O

REMARK 3.2. The solution of a stochastic conservation law usually does mot
have a uniform bound with respect to the variable w € Q. Thus we could not gener-
alize the method in Zhang and Shu [33] to get the error estimates for fully nonlinear
stochastic conservation laws, in which they made use of the uniform boundedness of
the approximate solutions. But interestingly, numerical examples in Section 4.3 verify
the optimal order O(h*+1) for nonlinear stochastic equations.

REMARK 3.3. Theorem 8.5 relies on the high-reqularity (H5), whose integrability
and differentiability are used to derive our error estimate. We find no literature on the
reqularity of a strong solution to stochastic conservation laws. However, our examples
(see (4.1), (4.2) and (4.4)) demonstrate that there is a sufficiently broad class of
problems satisfying Assumption (H5), as long as the solutions to the corresponding
deterministic equations (4.3) and (4.5) have enough regularities.

4. Numerical experiments. In this section we consider the application of the
numerical methods, which we have defined in section 3, on some model problems. The
details of time discretization are presented in the appendix. Here, M is the number
of realizations. The positive real number 7' is the terminal time. In Theorem 3.5,

the error estimate is given by using the L2(Q x [0,27] x [0,T])-norm. Since the
mathematical expectation could not be calculated exactly, the L?(£2 x [0, 27] x [0, T1)-
errors are approximated by the Monte Carlo technique

E [”uh(v '7T) - u('v '7T)||%12(0,27r)] ~ 6% vV,

M 3 9 1M 1M 272
— [ . — - 2 _ [ = :
(55 e[

where z; 1= ||up(wi, -, T) — u(w;, -,T)||2L2(0,27T)7 up(wi, -, T) is one simulation from M
paths, and w(w;, -, T') is the exact solution with the corresponding path w;. We use ey
to approximate the L? error. The quantity V is called the Monte Carlo error. The
run-time T (in seconds) shown in all tables is the CPU running time for computation
of M realizations (with 16 cores for parallel computing). The degree of the piecewise-
polynomial space Vj is k. In all experiments of DG scheme with k£ = 1, we set
At = 2?% so that scheme (A.9) is efficiently second-order and the CFL condition is
satisfied. In all experiments of DG scheme with k£ = 2, we have adjusted the time

with
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step to At ~ (Ax)% so that the scheme in time is effectively third-order.

4.1. Constant-coefficient linear stochastic equation. We consider the fol-
lowing linear equation

du + ug dt
(4.1) { u(w, z,0)

bu dWy in Q x [0,27] x (0,7),
uo(x), we N xel0,2n]

The exact solution of (4.1) is
w(w, z,t) = uo(r — t)ebWﬂw)*éb%,

The numerical flux is taken as the simple upwind flux f(u‘,u*‘) =u" . In
Table 4.1, we show the errors of DG scheme (3.1) with M = 10000, ug(x) = sin(z),
b=0.5 and T = 0.5. We could see that the order of accuracy of the DG scheme (3.1)
for L2-error ey is k+ 1, which is consistent with the result in Theorem 3.5. The results
on the run-time show clearly that the DG scheme with k£ = 2 is more efficient than
the one with £ = 1 to reach the same error levels.

Table 4.1: Accuracy on (4.1) with M = 10000, ug(z) = sin(z), b= 0.5, T = 0.5

k=1 k=2

N es order Vv Tr eo order Vv Tr
10 | 4.38E-02 - 3.15E-05 | 3.74 | 2.30E-03 - 8.39E-08 4.63
20 | 1.12E-02 1.97 | 2.02E-06 | 6.40 | 2.94E-04 2.97 | 1.47E-09 17.60
40 | 2.84E-03 1.98 | 1.27E-07 | 12.64 | 3.67E-05 3.00 | 2.29E-11 90.95
80 | 7.10E-04 2.00 | 8.30E-09 | 31.75 | 4.57E-06 3.01 | 3.36E-13 | 510.03
160 | 1.77E-04 2.01 | 5.11E-10 | 93.20 | 5.70E-07 3.00 | 5.44E-15 | 2886.54
320 | 4.43E-05 2.00 | 3.20E-11 | 281.18 | 7.14E-08 3.00 | 8.70E-17 | 15812.50

We also consider the case that initial condition is discontinuous

_ 1, if 3 <x<3F,
uo(m)—{ 0, if0§x<gor3§<x§2ﬂ'.

In discontinuous cases, our scheme does not have high order of accuracy due to the
lack of regularity. To see the behaviors of approximating solutions for discontinuous
cases, we plot the approximating solution and the true solution at T' = 27 with
only one realization M = 1 in Figure 4.1. In view of these figures, we could see
that the DG scheme still works nicely for the discontinuous solutions. The numerical
solution approximates the true solution more accurately when k£ and N become larger.
Similar to the deterministic cases, there are oscillations arising near discontinuities of
the solution.

REMARK 4.1. For the discontinuous cases, the L?-stability, although helpful, is
not enough to control spurious numerical oscillations near discontinuities. In practice,
especially for problems containing strong discontinuities, it is worth trying to apply
nonlinear limiters to control these oscillations, which is an interesting future work to
accomplish.

4.2. Linear stochastic equation with a variable coefficient. In the fol-
lowing we test the accuracy of the DG scheme (3.13) for the linear equation with a
variable coefficient

du+ 2 (a(z) - u) dt
(4.2) { ? u(w, z,0)

bu dW; in Q x [0,27] x (0,7),
uo (), we N xel0,2n]

The exact solution of (4.2) is
u(w,z,t) = v(z,t ,
where v is the unique solution of the following deterministic equation
v + 2 (a(z) - v) 0 in [0,27] x (0,7,
(4.3) { A z,0 uo(x), x € [0, 27].

We take a(z) = ug(z) = sin(x). In Table 4.2, we show the error of the DG
scheme (3.13) with M = 10000, b = 0.5 and T' = 0.6. By Table 4.2, we observe that

1;2
)ebWt(w)—Eb t
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Fig. 4.1: Figures on (4.1) with M =1, b = 0.5.
the order of accuracy for all kinds of errors converges to k+ 1 when N increases. The

scheme with £ = 2 is more efficient than the one with k& = 1 to reach the same error
level. All of these results are consistent with Theorem 3.5.

Table 4.2: Accuracy on (4.2) with M = 10000, b = 0.5, T'= 0.6

k=1 k=2

N eo order Vv Tr es order Vv Tr
10 | 1.14E-01 - 2.31E-04 15.35 1.31E-02 - 3.14E-06 22.87
20 | 3.17E-02 1.84 | 1.81E-05| 30.79 | 2.24E-03 2.55 | 9.11E-08 53.13
40 | 8.83E-03 1.84 | 1.39E-06 | 65.31 3.05E-04 2.87 | 1.66E-09 158.93
80 | 2.36E-03 1.90 | 1.01E-07 | 152.37 | 4.15E-05 2.88 | 3.12E-11 617.45
160 | 6.17E-04 1.94 | 6.95E-09 | 391.66 | 5.46E-06 2.93 | 5.27E-13 | 2871.33
320 | 1.57E-04 1.98 | 4.51E-10 | 1126.14 | 7.11E-07 2.94 | 9.06E-15 | 14941.39

4.3. Stochastic Burgers equation. Although we cannot give the error esti-
mates for the fully nonlinear problems with locally Lipschitz-continuous physical flux,
it is worth trying to apply the DG scheme (3.1) to some nonlinear equation. So the
next example is stochastic Burgers equation

du+ 2 (3u°) dt = bdW,
u(w,z,0) = sin(z),
The exact solution of (4.4) is
t
u(w,z,t) =v <:c — b/ W ds7t> + bW (w),
0

where v is the solution of the following deterministic equation

(4.5) { v+ 2 (30 = 0 in [0, 27] x (0,7),
v(z,0) = sin(x), x €0, 2],

and the random variable fot W ds could be computed exactly by (A.7).

in Q x [0,27] x (0,7),

4.4
(44) weQ, ze|0,2n].
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We use the simple Lax-Friedrichs flux
~ 1 N2 2 1 _
+y + +
T )= {@)+ @)’} -5 @ —u),

- +
O = max (I u. .
j {‘ i+ its }

In Table 4.3, we show the errors of the DG scheme (3.1) with M = 100 and b = 2.0.

where

)

Table 4.3: Accuracy on (4.4) with M = 100, b = 2.0

k=1 k=2

N eo order v Tr eo order Vv Tr
10 | 3.19E-02 - 2.39E-06 | 1.56 | 1.72E-03 - 4.86E-08 1.89
20 | 9.21E-03 1.79 | 5.43E-07 | 2.18 | 2.52E-04 2.77 | 1.32E-09 3.31
40 | 2.52E-03 1.87 | 8.83E-08 | 3.95 | 3.55E-05 2.83 | 1.24E-11 11.12
80 | 6.54E-04 1.94 | 5.66E-09 | 8.70 | 4.61E-06 2.95 | 2.23E-13 48.19
160 | 1.66E-04 1.98 | 2.96E-10 | 21.50 | 5.85E-07 2.98 | 2.36E-15 | 243.20
320 | 4.15E-05 2.00 | 1.88E-11 | 58.70 | 7.29E-08 3.00 | 2.45E-17 | 1296.93
10 | 5.38E-02 - 9.71E-05 | 1.64 | 7.79E-03 - 6.46E-06 1.89
20 | 1.563E-02 1.82 | 5.79E-06 | 2.08 | 1.08E-03 2.85 | 4.35E-08 3.42
40 | 4.03E-03 1.92 | 3.47E-07 | 3.97 | 1.49E-04 2.86 | 5.99E-10 11.12
80 | 1.06E-03 1.93 | 1.81E-08 | 8.70 | 1.96E-05 2.92 | 6.34E-12 49.29
160 | 2.69E-04 1.98 | 1.02E-09 | 21.41 | 2.52E-06 2.96 | 5.89E-14 | 308.16
320 | 6.88E-05 1.97 | 5.04E-11 | 57.89 | 3.22E-07 2.97 | 7.49E-16 | 1301.48
10 | 1.94E-01 - 2.41E-03 | 1.71 | 9.86E-02 - 8.78E-04 1.85
20 | 8.61E-02 1.17 | 5.51E-04 | 2.15 | 3.51E-02 1.49 | 1.28E-04 3.30
40 | 3.43E-02 1.33 | 1.12E-04 | 4.04 | 1.12E-02 1.65 | 1.51E-05 11.36
80 | 1.23E-02 1.48 | 1.58E-05| 8.71 | 2.40E-03 2.23 | 6.74E-07 49.48
160 | 3.30E-03 1.90 | 9.13E-07 | 21.39 | 3.88E-04 2.63 | 1.41E-08 | 241.83
320 | 8.70E-04 1.92 | 5.99E-08 | 58.17 | 5.01E-05 2.95 | 8.02E-11 | 1296.55
10 | 4.45E-01 - 7.24E-03 | 1.58 | 3.58E-01 - 4.71E-03 1.91
20 | 3.13E-01 0.51 | 2.96E-03 | 2.13 | 2.41E-01 0.57 | 2.56E-03 3.43
40 | 2.06E-01 0.60 | 1.48E-03 | 3.97 | 1.64E-01 0.55 | 1.51E-03 | 11.14
80 | 1.34E-01 0.62 | 6.20E-04 | 8.68 | 1.05E-01 0.64 | 8.91E-04 48.10
160 | 8.18E-02 0.71 | 2.44E-04 | 21.37 | 7.69E-02 0.45 | 5.83E-04 | 241.70
320 | 6.49E-02 0.33 | 2.18E-04 | 57.95 | 9.18E-02 -0.26 | 8.16E-04 | 1295.66

Note that the solution of (4.5) has an infinite slope - the wave “breaks” and a

shock forms at T = ) 1, see [23]. Thus the exact solution of the stochastic
Burgers equation (4.4) also has a shock at Ty,

From Table 4.3, we observe that the order of accuracy converges to k + 1 when
N increases for the case that T' < Tj. The scheme with k = 2 is more efficient than
the one with £ = 1 to reach the same error level.

Unlike the diffusion effect of the stochastic terms on the solutions of (4.1) and (4.2),
here the stochastic term only has the drift effect on the solution of (4.4) since the
stochastic perturbation in (4.4) is additive. Thus M = 100 is good enough to approx-
imate the mathematical expectation.

When 7T increases, the scheme converges slowly and becomes more inefficient.
When T > Tj, the DG scheme loses its order of accuracy. To see the behaviour of
the approximate solution with T" > T, we plot the approximate solution and the true
solution at 7" = 1.5 with b = 2.0 and only one realization M = 1 in Figure 4.2. We
could see that the DG schemes work well and the numerical solution approximates
the true solution more accurately when k£ and N increase.

5. Concluding remarks. In this article, we present semi-discrete DG schemes
for fully nonlinear stochastic equations and semilinear variable-coefficient stochastic
equations. We obtain the L2-stability results of the schemes, and prove the optimal
error estimates of order O(h¥1!) for semilinear stochastic conservation laws with
variable coefficients. We also establish an explicit derivative-free second order time
discretization scheme and perform several numerical experiments on model problems
to confirm the analytical results. Even though we have only considered the case with
one spatial dimension, the generalization to multi-dimensions is straightforward. It is
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Fig. 4.2: Figuers on (4.4) with M =1, b = 2.0.

more challenging to investigate error estimates for fully nonlinear stochastic equations
and to apply the DG type schemes to SPDEs with high-order spatial derivatives, which
will be carried out in the future.

A. Time discretization. The DG method only involves the spatial discretiza-
tion, and transfers the primal SPDE into a SDE. Thus we need to derive an imple-
mentable high-order time discretization. For notational simplicity, we shall mainly

state the schemes for the autonomous case. Consider the following matrix-valued
SDE:

X = g

where ¢ = 0,1,....k and j = 0,1,..., N + 1. We aim to use Y5 to approximate
X7, Define Yy’ := zg”. Suppose we already have {Y,»7 : i = 0,1,...,k and j =
0,1, N +1}.

{dXZ’j = d"(Xy)dt+ b (X)) dWy, >0

A.1. Taylor order 2.0 strong scheme. Define the following operators

, N+1 &k | Nk .o o N+1 k
ij ijpm, lr. iJ
L 7;; 8mJ+ ]ZOMZOI) b 07::0Tmi 10T’ Cf.szogb 8mu

where f: RFEHDX(N+2) __, R ig twice differentiable.

~ According to [20, Theorem 11.5.1, page 391], the order 2.0 strong Taylor scheme
is
Vi = Vi 4 a9 (V) (b — ) + 679 (Ya) Wy, — W) (order 0.5)

n+1
+L'" (Y, / / dW,.dW (order 1.0)

o tnt1 s
+3 Lo (V) (bngr — tn)? +£°b”(Yn)/ / drdW,
t t
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L tn+1 s L. tn+1 s T
+L'a" (Yn) / / dW,ds + L' L' (V) / / / AW dW,.dW
tn tn tn Jin

(order 1.5)

n+1
+L£' L% (V) / / / AW drdW,
tn
.o n+1
—|—£1£1al'J(Yn)/ // AW dW,ds
tn tn tn
0 i tnt1 S T
+L0LM () / / / dudW,dW,
tn tn tn

o tnt1 s T u
(A1) +L' L L () / / / / AW o dW o dW,.dWs. (order 2.0)

Define A, = ty1 — tn, AW, = Wi, — Wi, AZ, = [ (W, — W;,)ds and
AU, = ftt"“ (Ws — th)2 ds. By It formula we have

tnt1 s 1 5 tnt1 K]
/ / AW, dW, = 5 {(AWn)* = An}, / / drdWs = AWoAy — AZy,
t’Vl tn tn t’Vl

tnt1 K] T
/ / / AW, dW,dW, = {(AWn)2 — 30, )} AW,

nt1 S n41
/ / / AW, drdWs = —AU, + AW, AZ,, / / / AW, dW,ds = %AU,L — iA?m
tn tn tn

n+1
/ / / dudW,dW, = —AUn — AWLAZ, + = (AWn)Z A, — iAi,
t

n+1 S
/ / / / AW o dW o dW,d W, = {(AW) —6(AW,)? A, +3A2}.
tn
Thus we could rewrite the Taylor scheme (A.l) as follows,
Y9, = Vi 40 (Vi) A + b (Vo) AW, + %Clb”( D {(AW,)? - ALY

+%£Oai’j (Y)AZ 4+ £ (V) {AWL A, — AZ,}

L (V) AZ + %zlzlbm’(yn) {(AW,)? — 3A,} AW,

+L LoD (V) { =AU, + AWLAZy Y + L1 L1 a7 (Yn) { AU, Ai}
HLOLY (V) {%AUn — AWLAZ, + % (AW.)? A, — ZAZ}

(A.2) +iclclclbivj(yn) [(AW,)* — 6 (AW)2 A, + 3421,

where the method of modeling the stochastic variables AW,,, AZ,, and AU, will be
specified later.

A.2. Explicit order 2.0 strong scheme. A disadvantage of the strong Taylor
approximations is that the derivatives of various orders of the drift and diffusion
coefficients must be evaluated at each step, in addition to the coefficients themselves.
This can make implementation of such schemes a complicated undertaking. In this
subsection we will propose a strong scheme which avoids the usage of derivatives in
much the same way that Runge-Kutta schemes do in the deterministic setting.

A.2.1. Derivative-free scheme. Following the idea of [20], we could derive a
derivative-free scheme of order 2.0 by replacing the derivatives in the strong Taylor
scheme (A.2) by corresponding finite differences. We set

’Ym N Ym N m’l(Yn)An + bm’l(Y,L)\/A_n7 m l Ym N + bm’l(Yn)An;
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STL =P+ ™ () An £V (v )VAL, T =™ 4 a™ (1) An £ 5™ (v )V AL
AL = ¢ 2™ oy VAL, BT =T 6™ (¢, VAL
One could easily verify that
o 1 - o
154,75 _ i, 6 2
L6 (V) = 57 {8 ) = 67 () } + O(A2),
0 i, _ i, _ i, i,7
00" (¥) = 55— {a" (1) — 2 (Vo) + 0™ (1) } + O(An),
071,75 _ 1,7 o 2,] (%)
£059 (¥) = i {679 () = 2679 (¥a) 4677 (3) | + O(An),
clai'ﬂ'(m = {6 — a0} + o),
2v Ay

L (Y,) = 4A {B97(645) =07 (61,2) = b (9= 4) + 1 (6- ) } + O(An),

z:lz"bi*j(Yn):ml {b”<¢++>+b (64,2 =3 (0) =6 (1) + 26 ()} + OLVED),

L a (V) = m {a"(64.4) = 0" (01.2) = @™ (1) + 0" (1) } + O(VEL),

oo bww:mlz{ H(B4s) = 69 (64.) + 69 (6 1) —

b (p-,-)

2 + 2 (0) } + OV,
LL L (Y,) = Al {99000 = 09031 =¥ 5y 4 0905 ) = 07 01.0)
4 2

I (01.) +59(6-1) = 86 | + OVED)
Then we could rewrite scheme (A.2) as the following scheme
Y

wl =Yl 4 a (Vo) An + 67 (Ya) AW, +—{b” )= b (1)} {(AW)? = A}

4{ ) = 20" (V) + 0™ (7 A o 5 m {a" (1) = a¥ (1) } AZa

m {b”( ) = 2679 (V) + 67 (1) } {AW, Ay — AZ, )}
b {1000~ 00 =8 60 #0703 AW - o aw,

Al {6964 0) 59 (84,) — 86" (1) — b/ (1) + 26
2 2

—+

(Yn)} {—AU, + AW, AZ,}
m {7010 - a2 (610 -0 +a¥ (0} {50, - a2

" S B 61) = 6 (B4, ) + (6 1) BI(6 ) — 26 (1) + 26 ()}

—+

{ AU, — AW, AZy + (AW) An—iAi}
1

+ oon] {b”(ﬂ++)—b3(ﬂ+ ) = b (B ) + b (B2) = b (hy 4) + 07 (y,-)
6 2

(A.4) +0" (- ) — bi’j(gb,,,)} x {(AWn)* — 6 (AW,L)? A, +3A% ).

REMARK A.l. Using finite differences (FD) for approximating derivatives in a
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Taylor-type scheme is relatively easy to design high order (order 2.0) time discretiza-
tion. But it is well known from deterministic ODFEs that it typically leads to poor
stability - that is why RK schemes are used, instead of Taylor schemes with FD approz-
imation of derivatives. There are some RK schemes for SDEs (See Rdssler [30, 31]
and references therein) which have good stabilities. These RK schemes are either or-
der 1.5 or only for weak approximation or for Stratonovich SDEs. Thus they are not
proper to use for our problems. However, it is worth trying to get such RK schemes
of order 2.0 for achieving strong stability, which could be our future work.

A.2.2. Modeling of the It6 integrals. We have proposed a derivative-free
scheme (A.4). Now it remains to model at each step three random variables AW,,,
AZ, and AU,. In [26], the characteristic function of these random variables is found.
However, it is very complicated and is not very useful in practice. Thus, the exact
modeling does not have good perspectives, and therefore we need to model these
variables approximately. The method of modeling can be found in [27]. For the
convenience of the reader, we give a full detailed description of the modeling algorithm
here.

We introduce the new process

v(s) = —Wt”A"TS: Moo p<s<t,
It is obvious that {v(s), 0 < s < 1} is a standard Wiener process. We have

1 1
AW, = A%v(l)7 AZ, = Ar% / v(s)ds, AU, = Ai v2(s) ds.
0 0
Then the problem of modeling the random variables AW,,, AZ, and AU, could
be reduced to that of modeling the variables v(1), fol v(s) ds and fol v%(s) ds. These
variables are the solution of the system of equations

dz = dv(s), =(0)=0,
dz =xz*ds, 2(0)=0,
at the moment s = 1.

Let xp, = Z(sk), yr = y(sk), 2 = 2(sk), 0 =50 < 51 < -+ < sy, =1, Spy1 — S =
0= Ni, be an approximate solution of (A.5), where NV, is to be determined. We will
now use a method of order 1.5 to integrate (A.5).

Tit1 = Tk + (V(skt1) — v(sk)),
Skl
Yet+1 = Yk +Txd + (v(0) — v(sk)) db,
(A.6) .

Sk+1
Zkt1 = 2k + TR0 + 22, / (v(8) — v(sk))db + 5

k
Here the additional random variable f::“ (v(0) — v(sk)) dO is normally distributed
with mean, variance and correlation

E [/s:k“(v(e) —v(sk))dé] —0, E [(/ﬁ:k“(v(e) —v(sk))dé)z} . %53,

E Ku(skﬂ) - v(sk)) - </:“ (w(6) — v(se) d@)] — %527

respectively. We note that there is no difficulty in generating the pair of correlated
normally distributed random variables v(si4+1)—v(sx) and fj:“ (v(0)—v(sk)) db using
the transformation

(A7) v(sk41) —v(sk) = gk,us%, /

Sk

Sk+1

wlw

(000) ~ w(51)) 0 = 3 (611 + =12 5%,

where (i1 and (i 2 are independent normally N(0; 1) distributed random variables.
The method (A.6) has the following properties. Firstly xp and y; are equal

on, — L 02(s) dﬂ)é _

to v(s) and [;* v(f)df exactly. Secondly we have <IE {
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-

O(6%). We choose 8 such that § = O(AZ) i.e.
(A.8) N, = [A;ﬂ,
with [-] standing for the ceiling function.
Then we have Aéan = AW,, A%yNn = AZ, and (E [‘A%ZNn — AUnFD% =

5
O(AR). Thus according to [27, Theorem 4.2, page 50], in a method of second order
of accuracy with time step A,, such as scheme (A.4), we could replace AW,,, AZ,

1 3
and AU, by AZxy,, AZyy, and A2zy, independently at each step. Finally, we get
an implementable derivative free order 2.0 time discretization scheme,

Y;Jﬁl =Y, 4 a" (Vo) Ap + b (Yo)zn, VA, (order 0.5)

+i {bi’j(nJr) - bi’j(n,)} {x?\;n -1} (order 1.0)
1 {a" ) 209+ ()} A+ 5 {0 00) — 0 (o) e A

+% {077 Gi) = 26 () 4879 () } e, — g} VB

+% {bi'j(¢+,+) =0 (py, ) — b (¢ 1) + bi'j(tﬁaf)} {%ﬁvn - 1} TN, VAL

(order 1.5)
g D900 0 (1) = B () — 8 () £ 2 (V) } (v, — 2} Ve

43 {a 000 - 0¥ 00 = ) 400} { o - 1 f

3 {6 (000) = B9 (61,) 45 (fo ) = B (6, 0) = 2B () £ 2 (1) |

1 1 1
X {ian — TN, YN, + E:C?Vn — Z} VA,

e {07 B) 8 (81 ) = 8 ) (5 2) 0 (0 2) 467 (01.0)

4 (0) = 19(6- ) x {a, - 6k, +3} VAL,

(A.9) (order 2.0)
where zn, , yn,, zn, are computed by (A.6), (A.7), (A.8), and v+, N+, ¢+ 4, Or +
are calculated by (A.3).
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