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Abstract

In this article we present a generalization of the WENO algorithm of order six for data discretized in the point values introduced
in [S. Amat, J. Ruiz, C.-W. Shu, On new strategies to control the accuracy of WENO algorithms close to discontinuities, STAM
J. Numer. Anal. 57 (3) (2019) 1205 - 1237]. This generalization requires a slight modification of the mentioned algorithm. The
objective is to obtain a new WENO algorithm of order 2r that is capable of rising the accuracy of the interpolation step by step
close to the discontinuities. In order to keep the computational cost controlled, we will propose simple smoothness indicators
of high order as a function of those used by the classical implementation of WENO. We will discuss about the accuracy of the
new algorithm and present numerical experiments that support our claims.
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1. Introduction and review

In [1, 2], with the aim of improving the results obtained by ENO (essentially non oscillatory) algorithm, it was introduced in
[3] the WENO (weighted essentially non oscillatory) algorithm. The technique was designed as a nonlinear convex combination
of interpolants with adjacent sub-stencils. The weights of the combination were calculated estimating the smoothness of each
sub-stencil. In [4], the authors introduced new smoothness indicators that were computationally more efficient than those
proposed in [3]. In [5] we proposed a new technique of order of accuracy six aimed to increase the accuracy of the WENO-6
algorithm close to jump and kinks for the interpolation of functions discretized in the point values. This new technique consists
in a redesign of the optimal weights of the original WENO algorithm with the objective of obtaining the maximum possible
theoretical accuracy close to singularities while maintaining maximum accuracy at smooth regions of the data. It is a known
fact that the classical implementation of WENO algorithm does not reach the maximum theoretical accuracy when more than
one substencil is smooth. The objective of this paper is to generalize the interpolation technique presented in [5] for 27 point
values, as this technique actually manages to reach the maximum theoretical accuracy when more than one substencil is smooth.
In [5] we consider the space of finite sequences V and a uniform partition X of the interval [a, b] in J subintervals,

X = {xi};]:(), ro=a, h=z;—x,—1, x5=0.
For a piecewise smooth function f we consider a point value discretization,
J
fi = f(zi), f:{fi}izo' (1)

The previous discretization is local and conserves the information only at the positions x;. We consider that discontinuities are
positioned far enough from each other.

The WENO-2r scheme uses the big stencil of 2r nodes {z;_r,- -+ ,zj+r—1} when interpolating in the interval (z;_1,z;) and
it reaches order of accuracy 2r in smooth regions of f. By Si(j), k=0,---,r — 1 we will denote the " sub-stencil of length
r + 1 that contains the interval (z;_1,z;), where we want to interpolate by Si(j) = {zj—rtk, - ,Tjt+x}, for k=0,--- ;r — 1.

WENO-2r algorithm is based on the construction of the convex combination,

L@ ) = S k()P (@), 2)
k=0
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where wi(j) >0, k=0,---,r—1and Y ,_, Lwr(j) =1. In (2), Pj—rix(x) denotes the rt" degree interpolation polynomial with
stencil Sy (j). We will COIlSldEI‘ the interpolation at the mid point of the interval (z;_1,;), that will be denoted as Ti 1,

5P = Sk i, y). (3)
k=0

The values of the wy,(j) are forced to be those that allow to obtain order of accuracy 2r at T 1 when the stencil is smooth. When
interpolating the discretized function f(z;), the objective is to obtain an interpolation polynomial that satisfies, pf-i;l(xjf 1 )=
f(mjf%) + O(h®"), based on the big stencil {z;_, -+ ,x;4+r—1}, through the convex combination of 7 interpolation polynomials
of lower order, p}_, . ;(x Jff) = f(z; ) + O(h™t1), that use the smaller stencils Si(j). The classical WENO-2r algorithm
imposes that the optimal weights are C’k( j) > 0,Vk and >, _ éCk( /) = 1, such that,

pfil (‘rj—%) ZCI: Jpj- T+k( 377) (4)

A formula for the optimal weights is obtained in [6],

. 1 2r

For r = 3 the optimal weights are equal to,

a0 3 4 10 a5, . 3
Coj) = —, Ci()==z C5()=—. (6)
16 16 16

In [3] the authors design the weights wy,(j) such that at smooth zones they satisty,
wi(j) = CL () +O(h™), k=0,--,r—1,

with m < r — 1, in a manner that the interpolation in (3) reaches order of accuracy 2r when m =r — 1,
S, =1 (2,45 f) = O™,

that is the same as the one obtained by the interpolation polynomial p2’" 1( ) built using the big stencil. The expression for
the weights in [3, 4] is,

ro o (J) Cr ()
that satisfies >, wi(j) = 1. The I;(j) are called smoothness indicators for f(x) on the stencils Sj(j). The parameter t is an
integer used to assure the maximum order of accuracy close to the discontinuities. Depending on the implementation, the value
of t might vary. We will choose ¢ = 2. The parameter ¢ > 0 avoids divisions by zero and takes the size of the smoothness
indicators at smooth zones. We will set it to e = 107%. In order to ease the notation, in the rest of the article we will drop ()
in S;(5),wp(4), Ce(4), ak(j) and use Sj,wy, Cr, af. Talking about the smoothness indicators, we will use those introduced in
[5], that work well for detecting kinks and jumps in the function if the data is discretized in the point values (1),

"(a)=§j;h2"1/gcj (df;pj — ))de. (8)

Let us denote the differences as 67 = fi — 2 fiy1 + firo, 05 = 514_1 6% and 6f = 61+1 52, For r = 3 the smoothness indicators
in (8) can be expressed in terms of finite differences as,

-, 7 — 1 where ai(j) =

10 4 4
I = 3(5}13)2 +385 307 5+ (07-3)%, It = 5(5?72)2 +65 907 0+ (67-0)% I = 5(5?71)2 — 8 18+ (672 (9)

For r = 4 they have the expression,

27 11 2107 22
Io =5 s 0iat 5 61 a8 s+ 50,4000+ 5 5 (0]-0)" + 5 (07-0)" + (5-0)°,
547 10 19 2
I = 240 (54 )2 + 3 (5?—3)2 + (5]2'—3)2 + = 5;4'—3 5]'—3 + 3 5;1—3 532'—3 + 35?—3 532'—37 10)
4 1
Iy =— (5‘72)2 + 3 (5?72)2 + (532‘72) - = 521 2 5 -3 5;'172 5?72 + 5?72 5]2'72
547 4 2
Ii = oo (070" + 5 (67-0)" + (65-0)° - 55;*,1 81t 5851071 = 81 6.

Theorem 3.1 of [5] should be proved for polynomials of any order n > 3 to serve our purposes.



Theorem 1.1. At smooth zones, the smoothness indicators obtained through (8) satisfy,

n 2
I = (K*p"(zj-1/2)) " - (1 + O(h?)).
Proof. Let p be a polynomial of degree n > 3, that is an n times continuously differentiable function in a neighborhood of the

2
point ;1,2 = x; — h/2. Then, we can write (pm(x)) using the Taylor expansion of p(z) as,

(p(l)(x))Q - (p(l)(l’jflm) +p<l+l)(l’j71/2)($ — 2 172) + O((x — 933‘71/2)2))2

2 2
= (p(l)(mj71/2)) + (p(l+1)(mj71/2)($71‘j,1/2)) +2p(l>(mj71/2)p(l+l)(mj71/2)(x*l’jfl/g)
+2p (@51 2)p P (-1 2) (@ — w51 72)" + O — m5-1/2)°).

Integrating the previous expression between x;_1 and z;, replacing in (8) and simplifying, we obtain the result, as for [ > 2 all
the terms of the summation have a size smaller or equal than O(hS),

Gy =y / (00@) dw =3 (W' (a,m10)) - (14 O() = (W7 (2,-112))° - (1 +0(%). O
=2

zj
Tj—1 =2

As a particularization of (8) for n = 3,4, (9) and (10) satisfy this property. Through this theorem, it is clear that the
smoothness indicators are O(h*) at smooth zones and looking at their expression, it is clear that they are O(1) when they
touch a jump discontinuity. This theorem is one of the keys needed to prove the accuracy of the new algorithm introduced
in [5]. In this article, instead of using high order smoothness indicators obtained directly through (8), we will use a function
of the indicators obtained through the polynomials of lowest order involved in the algorithm with the aim of reducing the
computational effort. We want Theorem 1.1 to hold while keeping O(1) at discontinuities, so a good option is to define the
smoothness indicators of high order as sums of the smoothness indicators used by the classical WENO of order 2r. For r = 3
(in this case we have a stencil of 6 points) we can use as smoothness indicators of four points I3, I and I3 defined through (8)
and then, as smoothness indicators of five points, I and It defined as,

L=+, Il =I+15. (11)

For r = 4 (in this case we have a stencil of 8 points) we will use as smoothness indicators of five points I§,1¢, I3 and I3 defined
through (8) and then as smoothness indicators of six and seven points IS, 17,15, IS, IY defined as,

B=Ig+1{, LB=Il+Is, I5=I+1I;, I$=I3+1I{+1Iy, I{=1I+13+1I;. (12)
For higher orders, we follow a similar strategy. This design of the smoothness indicators significantly reduce the computational
cost obtained when using the expression in (8) in the whole algorithm, that was the option chosen in [5].

2. The new algorithm for » = 3

In [5] we analyze how to construct the new algorithm for r» = 3, i.e. using 2r = 6 points. We use the polynomials of degree
3, pa(x),p3(z) and p3(x) in order to write the convex combination in (4). In this case we have two polynomials of degree 4
(stencil of 5 points), denoted as pg(z), pi(x) and one polynomial of degree 5 (big stencil of 6 points), denoted as p3(z). We can
build the two polynomials of degree 4 as a convex combination of the polynomials of degree 3,
4

3 5 5 3
po(Ti—1/2) = gpg(qu/z) + gp?(ﬂﬁqu), Pi(xi_1y2) = gp?(l’jﬂm) + gpg(lﬁjﬂ/z) (13)

And we can write the polynomial of degree 5 as a convex combination of the polynomials of degree 4,

1 1
pg(xj—lm) = 51’3(%’—1/2) + 510411(55]'—1/2)- (14)

Remark 2.1. In [5] we use a slightly different construction that provides the same order of accuracy as (14). The generalization
requires the process described here.

Now we can design two vectors of optimal weights Cg, C$, each of which is suitable for a particular position of the discon-
tinuity. The vectors will be composed of the weights in (13) and have the following expression,

35 4 5 3
ci=(2,2,0), Cci=(0,2,2). 15
0 Q% > t (8%) (15)
If the big stencil is {zj—3,2j—2,%;j—1,%;,Xj+1,Tj+2}, then it is convenient to use C3 if the discontinuity is in the interval
(x41,2j12) and CT if the discontinuity is in the interval (x;_3,x;—2). It is desirable that, if there is no discontinuity affecting



the stencil, a combination of the vectors in (15) would return the weights in (6), so that we can achieve maximum accuracy.
This combination is,
— 1 1 1/35 1 5 3 3 10 3 ~3 A3 A
CP=-Co+=Ci==(2,20)+=(0,2,2)=(=, =, =) =(C§,C3,C3). 16
st e® =91z g?) 2 (Vs 16'16'16) ~ (@) (16)
We can see how this process resembles a WENO algorithm performed step by step in order to grow the accuracy one step at
a time. Now, instead of using fixed weights multiplying the vectors in (16), we can build nonlinear weights as in the original
WENO algorithm with the aim of create a convex combination of the vectors in (15). We will replace the original WENO
optimal weights in (7) by the resulting convex combination. Thus, in order to assure the adaption of the resulting weights, we
will use the possible smoothness indicators of 4 and 5 points that arise from the 6 points stencil. We can denote by @, the
quotients,
~4 ~4
~4 (675} ~4 (e %1 . ~4 1/2 ~4 1/2
=0 =0 th = —1— = —1—. 17
DoErar T aear M YT YT ey ()
Now we can just define the adapted optimal weights as,
(€5, CY,C3) = @9 Cg + @1 Cy. (18)

These nonlinear optimal weights C are used in place of the optimal weights C} in the expression (7). The smoothness indicators
in (17) are those presented in (11) and the smoothness indicators that appear in (7) are the ones shown in (9).
Now we can reproduce some results from [5]. Theorem 3.2 of [5] is equivalent to the next theorem, and the proof is analogous:

Theorem 2.1. Forr = 3 the accuracy of the interpolation at adjacent intervals to an isolated discontinuity is - - , O(h%), O(h®),
O(h*),0(1), O(h*),0(h"), O(h®),--.

Corollary 3.3 and Theorem 3.4 from [5] exactly hold for this case:

Corollary 2.2. Forr =3,t > 1, and € < h* the new WENO interpolant is at least as good as WENO interpolant close to
discontinuities.

Theorem 2.3. The new algorithm satisfies the ENO property for t > 2, satisfying at the same time Theorem 2.1.

The proof for the previous theorems and corollary is a reproduction of the steps followed in [5].

3. The new algorithm for r =4

We can proceed in the same manner for higher order schemes. For example, for WENO-8 we start from the stencil of 8
points {xj_4,%;j—3,%j—2,Tj—1, L, Lj+1,Lj+2,Lj+3}. We will have four polynomials of degree 4 (stencil of 5 points), denoted
as po(x), pt(x), p3(x), ps(z), three polynomials of degree 5 (stencil of 6 points), denoted as pj(z), pt(z), p3(x), two polynomials
of degree 6 (stencil of 7 points), denoted as pd(z),pS(z) and one polynomial of degree 7 (big stencil of 8 points), denoted as
pg(x). As before, we want to obtain vectors of weights that progressively attain the maximum possible theoretical accuracy. In
a similar manner as for r = 3, we can write the polynomials of degree 5 using the polynomials of degree 4,
lpil(xjﬂ/z)y P?($j71/2) = lp‘f(l’jflm) + 1173(17%1/2)7

5 3
po(Ti—1/2) = *Pé(mjﬂm) +

10 10 2 2
(19)
pg($'71/2) = lpg(x‘ﬂ/z) + ip%(ﬂﬂ‘ﬂ/z)-
J 10 J 10 J
Then we can write the polynomials of degree 6 using the polynomials of degree 5,
6 5 5 7 5 6 7 5 5 5
po(Tj_1/2) = ﬁpo(%‘ﬂﬂ) + ﬁpl(%‘ﬂﬂ), pi(z) = ﬁpl(%‘ﬂﬂ) + ﬁpz(ffjﬂ/z)- (20)
Finally, the two polynomials of degree 6 can be used to obtain the polynomial of degree 7,
1 1
Po(xj—1/2) = 5P0(Tj-1/2) + 5P5(Tj-1/2)- (21)

2 2

Now, similarly as before, we can design three vectors of optimal weights C§, C%, C3, each of which is suitable for a particular
position of the discontinuity. The vectors will be composed of the weights in (19),

5 37 5 11 5 7 3
(= L = g = —, — . 22
CO (10710707())7 C (072127())7 C2 (0707 10710) ( )
These vectors can be multiplied by the weights calculated in (20) and (21) to obtain the desired weights at smooth zones,
~a_1(5 5 7T 5 17, 5\ _ (1 7 7 1\ =4 A1 =4 &4
€ =3 (120‘”L 1201> T3 (12014r 1202) B (16’ 16’16’ 16) = (60,1, €2, C) 23)



that are precisely the weights in (5) for » = 4. Now we can proceed as in the previous section and build a non linear convex
combination of the vectors in (22) that provides the optimal nonlinear weights to be used in (7). In this case, we can denote by
@y the quotients,

P = 078 P = aq o8 = 073 P = 072 b = 078 of = 56(13 (24)
0 d8+~?, 1 6[5 6{?’ 2 dg+~ga 3 dg+~g7 0 d6+~?7 1 d(6)+&?’
with,
s 5/12 s 7/12 s 7/12 s 5/12 6 1/2 6 1/2
- _ = = /== =__ /- =_/- - =1 = —"—, 2
My YT e YT ST erny T rnr YT erme &
Now we can just define the adapted optimal weights replacing the fixed weights in (23) by the nonlinear weights in (24),
(Cs,C1,C3,C5) = @ (@5C8 + @7CF) + @ (©3CF + @5C3) - (26)

As before, these nonlinear optimal weights CJ, are used in place of the optimal weights C§ in the expression (7). The smoothness
indicators in (25) are those presented in (12) and the smoothness indicators that appear in (7) are obtained using five points,
and have the expression shown in (10). Following [5], theorems equivalent to Theorem 2.1, Corollary 2.2 and Theorem 2.3 can
be given for this case. The proofs would be very similar to the ones presented in [5] and straightforward if one follows the steps
presented in this reference.

4. A generalization to order 2r

Following what has been done in previous section, we can build the optimal weights for WENO-2r algorithm executing the
steps shown in Algorithm 1. The final optimal weights would be stored in the vector Cngl and the components of this vector
should replace the Cj in (7). It can be easily checked that the algorithm reproduces the expressions in (18) and (26). It is
important to remark that line 4 of the algorithm implies the solution of a system of two equations with two unknowns every
time it is executed. It is also important to have in mind that Algorithm 1 is only executed once in order to obtain the expression
for the nonlinear optimal weights.

Again, Following [5], theorems equivalent to Theorem 2.1, Corollary 2.2 and Theorem 2.3 can be given for any value of
r. It can be proved that any particular WENO-2r scheme built using Algorithm 1 with ¢ > 2 and € < h* satisfy the design
requirement of reaching O(hQT) accuracy at smooth zones and reduce its accuracy close to the discontinuity following the
pattern O(h*"),O(h* ™ 1),--- ,O(h""?),0(R"1),0(1),0(h" 1), 0(h"2), - ,O(h* 1), 0(h*"). We can mention here that the
additional computational cost of the new algorithm is the calculation of the weights & and @} in (18) for r = 3, the calculation
of the weights @§, 07, @5, @5, 0§ and &% in (26) for = 4 and so on for greater values of . Observing (18) and (26), it is easy
to reach the conclusion that the number of extra coefficients that we need to calculate for each interpolation point is given by
the difference equation u,41 = 2u, + 2 for r = 3,4, -, with ug = 2. It is true that for a very high r, the computational cost
will be affected, but for low values of r that are the ones used in practice, the computational cost is not very much affected, as
it can be observed in the numerical experiments.

Algorithm 1 Algorithmic sequence to obtain the nonlinear optimal weights for order 2r

1: form=r—1,...,1do
2 k=0
3 forn=0,...,m—1do
4: Solve for the unknown weights C%r_(m_H), Cii_l(m+1): p2r—m — C’ir_(m+l)P7%r_(m+1) + Cii_l(m+1)Pn2:_1(m+l)
5: if m #r —1 then
2r—(m+1 2r—(m+1
p S2r—(m+1) _ oz m G2r—(m+1) _ o2 tmd )
n+k (€+I721:—*k(m+1))t ) n+k+1 (5+Ifb:-7k(_f{+1>)t
~2r—(m+1 2r—(m+1
7. ‘DZT—(m-O—l) _ O‘n+k( v (DQT—(WH—l) _ &n+k(+1+ )
n+k T D) BT Cntketl P A e G
. ~2r—(m+1)+1 _ ~2r—(m+1) m/2r—(m+1) ~2r—(m+1) /2r—(m+1)
8: Cn = wn+k Cn + wn+k:+1 Cn+1
9: k=k+1
10: end if
11: end for
12: if m =r —1 then
13: Define the r — 1 vectors of r weights:
CS+1:(0670I7070""70)7 C;+1:(0?C72nvc§?0:"'10)’ ) é:t;:((]""’Ovcgr—%cgr—l)' (27)

14: end if _
15: end for; return Cgr71




5. Numerical experiments

In this section we present some numerical examples that support the theoretical results presented in previous sections for
WENO-6 and WENO-8 algorithms. In order to check the accuracy of both algorithms we consider the piecewise continuous
—z% + 2% — 427 + 2* + 527 + 3z, 0.5 <z <0,

function,
f(=) { 2% 428 82" +a* +522+32z+1, 0<z<0.5.

Tables 1 and 3 present a grid refinement analysis for the new WENO-6 and the new WENO-8 algorithms. Tables 2 and 4
present the results for the classical WENO-6 and the classical WENO-8 algorithms. In these tables we use 2° initial points.
We present the results in an interval around the discontinuity. We can see how the accuracy is reduced step by step towards
the discontinuity in the results of the new algorithms while this is not true for the classical implementation of WENO. Tables
3 and 4 only present the results of order of accuracy for all the stencils affected to the left of the discontinuity. To the right
we only present some of the results, as they are symmetric. About the computational time, we perform 500 executions of
each subroutine and obtain the mean of the computational time. We can see that the computational time is similar for both
algorithms.

(28)

- Toj Taj-4 Taj-2 Zaj Zoj+2 L2j+4 T2j46° " Comp. t.
i e log, (’fj) e; log, (i) e; log, ((:"j) e; log, (ﬁ) e; log, (ﬁ) e log, (ﬁ) e log, ((Ej)
5 | 9.737¢-09 - 1.584c-08 - 9.052¢-07 - 4.976¢-01 - 7.931e-07 - 5.781c-08 - 1.868¢-08 - 1.340c-03
6 | 8.000e-11 6.927 1.289¢-10 6.941 5.597e-08 4.016 4.994e-01 -0.005 5.508e-08 3.848 4.437e-10 7.026 1.342e-10 7.122 2.056e-03
7 | 5.511e-13 7.181 9.357e-13 7.107 3.493e-09 4.002 4.999e-01 -0.001 3.486e-09 3.982 3.541e-12 6.969 1.106e-12 6.923 3.601e-03
8| 3587c15 | 7.263 | 6.592¢15 | 7.149 | 2.182¢-10 | 4.001 | 5.000e-01 0 2.183¢10 | 3.997 [ 284214 | 6.961 | 9.104c-15 | 6.924 | 6.749¢-03

Table 1: Grid refinement analysis for the new WENO-6 algorithm for the function in (28).

S T2j—6 Toj—4 Toj—2 Taj T2j4+2 L2j+4 L2j+6 " Com
- - - - - - - - ~omp. t.
i e log, (?ﬁ) e logy (E—:) e logy (?ﬁ) €; logy (Tﬁ) e; log, (Tﬁ) e; log, (Tﬁ) e log, (ri)
5 | 9.735¢-09 - 2.000-07 - 9.047¢-07 - 1.983¢-01 - 7.9366-07 B 2.1266-07 B 1.871e-08 B 1.281e-03
6 | 8.000e-11 6.927 1.2840-08 3.961 5.506¢-08 1.015 4.996e-01 | -0.004 | 5.509¢-08 3.849 1.204e-08 1.039 1.342¢-10 7.124 2.753¢-03
7 | 551113 7.181 8.056¢-10 3.995 3.493¢-09 4,002 4.999¢-01 | -0.001 | 3.486e-09 3.982 8.063¢-10 1.004 1.105¢-12 6.923 3.723¢-03
8 | 3.587e-15 7.263 5.036e-11 4.000 2.182e-10 4.001 5.000e-01 0 2.184e-10 3.997 5.038e-11 4.000 9.104e-15 6.924 7.596e-03

Table 2: Grid refinement analysis for the classical WENO-6 algorithm for the function in (28).

X258 L2j-6 T2j—4 T2j-2 Z2j L2542 L2544 " Com
- p. t.
i € log, ((fﬁ) € log, (ﬁ) € log, (r‘,i‘) e log, (:j) e log, (fj) € log, (ﬁ) € log, (fj)
5 | 6.023¢-11 - 1.799¢-09 - 1.035¢-08 - 2.833¢-08 - £.990e-01 - 1.230e-07 - 2.596¢-08 - 7.619¢-04
6 | 2.250e-13 8.065 1.244e-11 7.176 7.697e-11 7.071 2.154e-10 7.039 4.997e-01 -0.002 9.707e-10 6.985 2.052e-10 6.983 9.928e-04
7 | 7.355e-16 8.257 9.188¢-14 7.081 5.880e-13 7.032 1.692e-12 6.992 4.999e-01 -0.001 7.662e-12 6.985 1.619e-12 6.986 1.324e-03
8 - - 6.974c-16 | 7.042 | 4535c-15 | 7.019 | 3.260c-14 | 5.698 | 5.000c-01 0 7.927c14 | 6.595 | 1.288c14 | 6.974 | 1.544c03

Table 3: Grid refinement analysis for the new WENO-8 algorithm for the function in (28).

U 22j-6 T2j-4 T2j-2 Z2j T2j+2 T2j+4 T2j46 " Comp. t.
i e; log, (?‘ﬁ) e; log, (E—‘:) e; log, (E‘j) e log, (T(ﬁ) e; log, (T(:) e; log, (T’f,) e; log, (r‘h)
5| 6.175e-11 - 1.094e-09 - 4.101e-09 - 2.871e-08 - 4.994e-01 - 1.234e-07 - 2.353e-08 - 4.550e-04
6 | 2.253e-13 8.099 8.091e-12 7.080 3.154e-11 7.023 2.174e-10 7.045 4.999e-01 -0.001 9.727e-10 6.987 1.854e-10 6.988 8.220e-04
7| 7494e16 | 8.232 | 6.244c-14 7.018 2.709¢-13 6.863 1.768¢-12 6.942 5.000c-01 | -0.000 | 7.738¢-12 6.974 1.481e-12 6.968 1.074e-03
8 0 - 9.957e-16 5.971 1.925e-14 3.815 7.510e-14 4.557 5.000e-01 0 1.219e-13 5.988 2.864e-14 5.692 1.437e-03

Table 4: Grid refinement analysis for the classical WENO-8 algorithm for the function in (28).
6. Conclusions

In this paper we have presented a generalization to order of accuracy 2r of the algorithm introduced in [5]. We have provided
an algorithm to construct the nonlinear optimal weights of any WENO-2r scheme for interpolation of data discretized in the
point values. We have proposed smoothness indicators of high order calculated from those used by the classical implementation
of WENO that are computationally more efficient than those used in [5]. We have discussed about the accuracy and presented
numerical experiments that support the claims made for WENO-6 and WENO-8. In future works we plan to extend this
generalization to cell averages and conservation laws.
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