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Abstract

We prove, using probabilistic techniques and analysis on the Wiener space, that the large scale
fluctuations of the KPZ equation in d > 3 with a small coupling constant, driven by a white in time
and colored in space noise, are given by the Edwards-Wilkinson model. This gives an alternative
proof, that avoids perturbation expansions, to the results of Magnen and Unterberger [27].

1 Introduction

1.1 The main result

We consider the random heat equation
1
O = EAU +pV(t,x)u, u(0,z)=1, xe€ R, d > 3, (1.1)

with a coupling constant § >0, and a random process V (¢, z) that is white in time and colored in
space, constructed from a space-time white noise W (¢, x) defined on the probability space (€2, F,P):

Vta)= [ el@-yW(ty)dy.

Here, the non-negative mollifier ¢ > 0 is in C°(R?), and the product V (¢, 2)u in (1.1) is interpreted
in the It6 sense. The solution of (1.1) is then a continuous random field. We denote by R(z) the
spatial covariance function of V (¢, x):

R@)= [ o(a+y)e(y)dy, (12)
so we can formally write
E[V(t,2)V(s,y)] =0(t - s)R(z - y).
Note that R e C°(R%), and without additional loss of generality, we assume that R(z) =0 for |z| > 1.

Consider the macroscopically rescaled solution
t «x
us(t,x) = u(=, -),
e’ g

which solves ) 5 .
T
atuz-: = §AU€ + €_2V(€_2, E)UE



The goal of this paper is to identify the asymptotic fluctuations of

1
he(t,z) = Ge2

loguc(t, )
as a random distribution, that is, the asymptotic distribution, as ¢ — 0, of

we have

(1.3)
[Rd he(t, z)g(x)dz

t T law 9=2 _:
_Qa_) =€
3 g

(1.4)
. : 1
2 We(t,z), with W(t,z)=

for any test function g € C2°(R?). Note that by the scaling property of the space-time white noise,
1 x —

gV( ] /R Lo
By (1.5) and the It6 formula, it is clear that he — E[h] v, - E[h.] with

—W (t.y)dy.

(1.5)

= 1 .- 1 _ a2 - . -
Ouhe = S AR + B2 [Vh P+ We(t,2), he(0,2) =0.
Here is the main result of paper.

have

(1.6)
Theorem 1.1. There exists By = fo(d, @) so that for B < By, t >0 and test function g € C=°(R?), we

L (et2) ~Elhe(t ) g(@)da = [ Ut x)g(x)da

in distribution as € - 0, where U solves the Edwards- Wilkinson equation

with the effective variance

(1.7)

1 .
o = §AZ/[ +vegW(t,x), U(0,z)=0,

(1.8)
Vi = /ﬂ;d R(x)Ep [exp(%ﬂQJ(;ooR(m+Bs)ds)] dx

where B is a standard Brownian motion and Ep denotes the expectation with respect to it.
Theorem 1.1 is a particular case of the following more general result.

(1.9)
Theorem 1.2. Assume that a function § € C2(R,) satisfies
[F)I+IF (I +[F7 ()] < M(yP +y77),
g €C>(R?Y), we have

yeR,
for some M,p>0. Then, there exists By = Bo(d,p,p, M) so that, for 8 < By, t >0 and test function

S Jou 0t 2) ~ Bl (t. ) g = o [[ UGt 2)o(w)da

(1.10)

in distribution as € - 0, where U 1is a solution to (1.8) and o = E[f(Zso)Zso]
positive random variable defined in (2.4) below with E[Z«] = 1.

. Here, Z, is the
Throughout the paper, we assume that 8 € (0,8y) as in the statements of Theorems 1.1 and 1.2



1.2 The context

The study of the KPZ equation has witnessed important progress in recent years. A lot of work was
done in d = 1, including making sense of the equation without relying on the Hopf-Cole transform
[20, 21, 22, 23, 26|, proving the weak/strong universality conjecture in the one-dimensional KPZ
universality class [1, 2, 3, 28], etc. We refer to the reviews [15, 36] for a more complete list of
references. In d = 2, some relevant results can be found in [4, 7, 8, 9, 10, 17, 37].

Our result in d > 3 can be viewed as a continuation of the previous works on the stochastic heat
equation (SHE) [16, 18] and as a counterpart of the recent work of Magnen and Unterberger [27],
where the driving force is mollified in both temporal and spatial variables. While the proof in [27] is
based on a multiscale expansion and a calculation of multi-point correlation functions, we present a
probabilistic proof using the tools of Malliavin calculus.

It is well-known that in d > 3 there is a phase transition as a function of the coupling constant 3,
also known as the inverse temperature if we view the solution to (1.1) as the partition function of a
directed polymer in a random environment, and the behaviors of the solution to the equation and
the underlying polymers change drastically for different values of 8. There are different notions of
critical temperatures in d > 3 [13]. For our analysis, what is particularly important is that we stay
deep in the weak-disorder /high-temperature regime where 3 is small, the L?(Q) norm of u(t,z) is
bounded uniformly in ¢ > 0, and the effective variance in (1.9) is finite. For directed polymers, the
diffusive behavior was proved in the early work of [6, 25|, and we refer to [13] for a review of further
developments and [32, 33] for the connection to the stochastic heat equation.

1.3 Connection to the stochastic heat equation

We note that the coefficient in front of the nonlinear term in (1.6) is small when d > 3, and if we
naively ignore the nonlinear term, the limiting equation for h. would be

1 - .
Oh = §Ah +vW(t,z),

with
V2= fRd R(z)dx < vk,

since W.(t,x) - vW (t,z) as € - 0. Thus, Theorem 1.1 shows that the “optically small” nonlinear
term affects the effective variance asymptotically, even in the limit € — 0, when £ is small but does
not change fundamentally the nature of the Edwards-Wilkinson limit. Let us explain informally why
this happens. As we have shown in [16], when [ is small, the solution of (1.1), before any space-time
rescaling, behaves at large times approximately as a space-time stationary random field W(¢,z) with
spatial correlations that decay, when the potential is white in time, as

~R2,2

C 1%
Cov(¥(0,0),¥(0,y)) ~ |y|d_e§, ly| > 1, (1.11)

with a universal constant ¢. Thus, h(t,z) = logu(t,x) is approximately log ¥ (¢, z) with a similar decay
of correlations. The law of large numbers implies then that h(¢,x) converges as a random distribution
(after a spacetime rescaling and integration against a smooth test function) to a constant. The spatial
decay rate of correlations in (1.11) indicates that, as a distribution, h(t,z) = h(t,z) - E[h(t,2)] is
of size £("2)/2 when integrated against a test function on the scale e™'. In other words, h(t,z) is
close to zero as a random distribution but not point-wise. On a technical note, the slow spatial decay



of correlations of W(¢,x) does not allow us to apply the central limit theorem directly to integrals
on the macroscopic scale ¢!, thinking of the integral as a sum over ¢~ boxes. In a sense, the hard
work is to incorporate the fast temporal mixing of V (¢,x) into the picture, with the help of the
Feynman-Kac formula. Ignoring this serious technical issue, the correlation structure of log U (¢, z)
then dictates the rescaling by the factor (¢2)/2 in (1.3) that, in turn, shows up as the factor gld-=2)/2
in front of the nonlinear term in (1.6). However, as h(t,z) is not close to a constant pointwise, this
term is not “e-wise” small in the pointwise sense, only “B-wise” small, and thus makes a non-trivial
contribution to the effective variance, of order o(1) as § — 0, that survives in the limit € - 0. The
precise Edwards-Wilkinson nature of the limit comes as a combination of the Gaussianity coming from
the central limit theorem, modulo the technical difficulties discussed above, and the heat semi-group.

In [18, Theorem 1.2], it was proved that the fluctuations of u. are given by the same Edwards-
Wilkinson model:

ﬁg—(dl_gm /Rd(ue(tax) = Efuc(t,z)])g(x) = [RdU(t,x)g(x)dx, as e — 0, (1.12)

which can also be viewed as a special case of Theorem 1.2 with f(y) = y. In other words, when viewed
as random fields, u.(t,-) and logu.(t,-) have the same limiting distribution! While it is unclear at
first glance why this should be the case, the proof in this paper helps illustrate the connection, see
the discussion in Remark 3.8.

Let us make a couple of remarks on Theorem 1.2. First, if we take f(y) =logy —y in Theorem 1.2,
then
Of = 1 —E[Zoo] = 0,

hence !
~@z JpaF(ue(t:2)) ~E[f(uc(t 2)) g (2)dz ~ 0 (1.13)
in probability as € - 0. In other words, we have
D2 (logu(t,-) —Elloguc(t,-)]) » e D2 [u(t,) - 1] (1.14)

as random distributions. We stress that (1.14) is not a simple consequence of a linearization of logy
around y = 1. For example, for f(y) = y?, we have

= 9E[Z2] > 2E[Zw]? = 2,

which is different from the coefficient obtained by the linearization f(y) ~ 2y — 1 near y = 1. Such
a linearization fails in general precisely because u.(t,x) is not close to 1 but rather approaches a
stationary solution in the long time limit, as discussed above.

Second, if we recall the connection between the effective variance in the Edwards-Wilkinson
equation and the decay of correlations rate in (1.11) for ¥(t,z), and note that a similar connection
holds for f(W(¢,z)), Theorem 1.2 says that if ¥ (¢, x) satisfies (1.11), then the correlations of f(¥(¢,z))

decay as
2

Cov(§(¥(0,0)),7(¥(0,y))) ~ ]

with oy = E[f'(¥(0,0))¥(0,0)]. As explained in Remark 5.5 below, this is consistent with log (¢, z)
being a “Gaussian random field on large scales”.

2 2
P OjVeft
= lyl>1, (1.15)

For a potential that is smooth in both x and ¢ variable, such as

Vta)= [, 6(t-9)p(o - y)W(s,y)dyds



for some ¢ € C°(R), a result similar to (1.12) was proved in [18, Theorem 1.1], where the limiting
Edwards-Wilkinson equation has also an effective diffusivity:

HU = %v Aot VU + Vet W.

This is consistent with the result in [27], where the same limit is proved for the KPZ equation. The
effective diffusion matrix a.g comes from the temporal correlation of the randomness, which was
previously discussed in [5, 19]. In [18, 31], as a crucial ingredient of the proof, a Markov chain
was constructed to model the evolution of the path increments and the fast mixing of the Markov
chain drives a central limit theorem which gives rise to the effective diffusivity. We believe that the
approach developed in this paper, combined with the Markov chain techniques used in [18], will give
another proof of the result in [27] for random potentials that are not white in time. We choose to
work in the white in time setting since it is technically simpler to explain, but is also illustrative
enough to reveal the main idea of the proof for the general case.

All the aforementioned results are on the asymptotics of the random fields after a spatial averaging.
For the pointwise fluctuations, we refer to the recent work [12, 14]. In the weak-coupling regime,
some discussion on the pointwise fluctuations can be found in [30].

From the expression of v%(3) in (1.9), we can define

ﬁcritical = Sup{ﬁ >0: l/e?ff(ﬁ) < oo},

and refer 3 € (0, Beitical) as the L2-region. It is unclear if our approach in this paper can be refined
to cover the whole range of 3 € (0, Beritical). The recent work [9] used a different method and proved
a similar result for d = 2 in the whole L?-region.

1.4 Notation

We use throughout the following notations and conventions.
(i) We use a < b for a < Cb for some constant C' which is independent of £ but may depend on .

i) We use (p,q) to denote the Holder exponents L + X = 1, and always choose p > 1.
p g ¥

(iii) Gy(x) = (2mt)~Y? exp(~|x[?/2t) denotes the standard heat kernel.
(iv) We let H denote the Hilbert space L?(R%*1), with norm | - |z and inner product (-,-)z.

(v) {BJ,W? :t>0,j=1,...} is a family of standard independent d-dimensional Brownian
motions built on another probability space (2,.4,P). We will use Eg, Eyy,Pg, Py when taking the
expectation and the probability with respect to B, W separately.

(vi) We use drv(+,-) to denote the total variation distance between two distributions, and if X, Y
are random variables of laws ux, py, we write dpy(X,Y") for dpy(ux, py)-

(vii) We let | - |lop denote the operator norm.
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2 Sketch of the proof

We rely on the Feynman-Kac representation of the solution to (1.1):

u(t,z) =Ep [exp {B fot V(t-s,x+ Bs)ds - %BQR(O)L‘}] , (2.1)
which has the same distribution, viewed as a random field in z, with ¢ fixed, as
Z(t,x) =Ep[M(t,z)], (2.2)
with . )
M(t,z) = exp (ﬁ /0 V(s,z + Bs)ds — 552R(0)t) : (2.3)

We used the notation Z(¢,x) since it can be viewed as the partition function of a directed polymer
of length t and starting at . For fixed B and x, M (-, z) is a martingale. By [33, Theorem 2.1], for 8
small enough,

tlirg Z(t,0) = Zeo (2.4)

almost surely, where Z, is a positive random variable satisfying E[ Zo ] = 1. Defining
t t
ZE(t7x) = Z(_27 _)7 ME(t7$) = M(_2> _)7
g2’ e et'e
it suffices to consider the random variable
Xo(t) = [ log Ze(t,0)g(x)da.

The main result (1.7) is equivalent to

e (X () ~ELX0]) = 8 [ Ut 2)g(w)da

Throughout the paper, the temporal variable t > 0 is fixed, so sometimes we will omit the dependence.
Let us define

ol = B2Var[ AdU(t,x)g(az)daE]

= 52\/&1«[ fRd g(z) (Veff fotfRd Gt_s(x—y)dW(s,y))dx] (2.5)
= B2 ]:/H;ng(xl)g(atg)Ggs(xl - 19)dx1dxads,

where we recall G¢(x) is the centered Gaussian density of variance ¢ in R?. The proof of Theorem 1.1
consists of two steps:
Proposition 2.1. Under the assumption of Theorem 1.1, as € — 0,
e @ DVar[ X, (t)] - 0.
Proposition 2.2. Under the assumption of Theorem 1.1, as € — 0,
Xc(t) - E[Xc(?)]

= N(0,1).
Var[ X (t)] 0.1)

To prove the convergence of the variance, we use the Clark-Ocone formula to write X, - E[X.] as
a stochastic integral with respect to W. An appropriate decomposition enables us to carry out some
explicit calculations. To prove the Gaussianity, we use the second order Poincaré inequality [11, 34]
which involves estimating moments of Malliavin derivatives of X and seems to be particularly handy
in this context.

In the rest of this section, we describe the main steps in the proof.



2.1 Negative moments

Throughout the paper, we rely on the existence of negative moments of Z(¢,x) for small 3, as a
quantitative control on the small ball probability for Z.(t,z).

Proposition 2.3. There exits 5y > 0 such that if 5 < B,

supE[Z(t,2)™"] < Cp,
t>0
for all n e N.

The proof is presented in Appendix B.

2.2 The Clark-Ocone representation

For each realization of the Brownian motion B, we can write

t/e? T t/e? x . .
fo V(s,~ + Bs)ds = fo (fRd p(Z+ Bs —y)W (s, y)dy) ds = fRd+1 @} . 5(s,)dW (s,y),

with .
;. 5(5Y) = l[o,t/EQ](S)@(g +Bs-y). (2.6)

Therefore, we have
Dy Z:(t, ) = DsyEp[M:(t,2)] = BEp [M(t, )@ , 5(s,9)],

where D, , denotes the Malliavin derivative operator with respect to w.l By Lemma A.1, we have

D, Z(t,x)
Dgylog Z.(t,x) = —2—"2
Y Og 5( 71.) Zg(t,l') 9
and the Clark-Ocone formula gives
Dy yZ.(t,x)
X -E[X.]= fRd+1 E[Dsy Xe|Fs1dW (s,y) = - E[fRd mg(iﬁ)dﬂf Fs [dW (s,y)

(2.7)

te? Ep[M.(t,z)®5, 5(s,
:ﬁfo/ fRd(fRdg(x)E[ al (ZE()t’x’)’B( 2 .’Fs]dx)dW(s,y).

Here, F, is the filtration generated by W (/,-) up to £ < s.

For
K=&¢

with some « > 0 to be determined, we decompose the stochastic integral in (2.7) into three parts:

Xe - E[XE] = /B(Il,s + IZ,E + IS,E)

K EB[ME(tam)(I);%B(S?y)]
f1.e = fo /R (/Rdg(x)E[ Ze(t,x)

!This involves an abuse of notation: we consider D, Z:(t,x) as an element of the Hilbert space H; = L*(R%), which
is then integrated against the cylindrical white noise W (s,-). The Malliavin derivative at time s is then an element of
H,, which we write as Ds Z(t,x). See e.g. [29] for background.

with

]:5:| daz) dW (s,y), (2.8)




e Ep[Me(t,2)®5, 5(s,9)] [ Z(K,x/e)
be= J, fRd(fRdg(“’)E[ Z(K.2/2) (Z(t/52,x/a)_1)

and
t/e2 ]EB[ME(t,m)@;LB(s,y)]
fae = fK /Rd (/Rd Q(QE)E[ Z(K, z/e)

The goal is to show that if 1 << K << 72, then the contribution from I 1,e, 12, is small compared to that
from I3 .. For I3, since the integration is in s > K, the random variable Z (K, x/¢) is Fs—measurable,

thus
_ v g(x) .
R R R = AT e)

It turns out the inner conditional expectation can be computed explicitly, facilitating the analysis.

.7:5] dm) dWw (s,y), (2.9)

.7:5:| d:v) dW (s,y). (2.10)

.’Fs]da:) AW (s,y).

2.3 The second order Poincaré inequality

To simplify the notation, we define
X, -E[X,]

T NVar[ X

To show that Y. = N(0,1), we apply the second order Poincaré inequality [34, Theorem 1.1].
Since E[Yz] =0 and Var[Y.] =1, with ¢ a standard centered Gaussian random variable, we have

dry(Yz,Q) SE[ PY2|5 ] EL D2Ye]gp]"". (2.11)

Recall our notation convention from Section 1.4; here, | D?Y.|,p denotes the operator norm of the
mapping D?Y. : H - H given by h+ D?Y_h, that is,

| DYz |op = sup (9. D*Yeh)p.
h,geH, |k g=[g]m=1

It is clear that )
DX DX
DY.=——°_ D?.= =

VVar[X.]’ T Var[X.]

Since Var[X.] ~ %2 by Proposition 2.1, to show drv(Yz,¢) — 0 using (2.11), we only need to prove

E[ DX 3 ]VE[ P2X)2,)" = 0(c¥?), as e > 0. (2.12)

3 Convergence of the variance

Let us set p 2
ve T R(0)t
M ;j(t,x) = exp (B [ V(s Z+Blds- %) 7

where B’ are independent Brownian motions. For any set I ¢ R,,z € R? and two Brownian
motions B*, B7, we define

R(I,z, B!, BY) = fIR(mB;' _ Bi)ds (3.1)



as the weighted intersection time of B?, B/ during the time interval I, with @ being the initial
distance. For I =[0,T], we simply write R(T,z, B*, B?). Recall that ®; . p was defined in (2.6), a
straightforward calculation gives

t/e?
fRMq)i,ml,gl(s,y)¢§,@,Bz(S,y)dyds=f0 (f sO(—+Bl y)w( 2+ B2 y)dy)ds

t:l?l

—R( T2 B! B?).

Before entering the proof, we present the following lemma which will be used repeatedly.

Lemma 3.1. For any n € Z, and q > 1, there exists B(n,q) >0 such that if 5 < S(n,q), then for any

random variable F(BY,... , B") >0, t >0 and {x; € Rd}jzl,..‘,ny we have
E t.a;)F(B,..., B"
E[ B[ E]( J) ( )]]SEB[E(Bly---an)|q]1/q' (3‘2)

Hj:l Zs(ta xj)

Proof. By the Cauchy-Schwarz inequality and Proposition 2.3, the square of the Lh.s. of (3.2) is
bounded by

n 2 2n
E[[E5( 1‘[ M. j(ta)F(B, ..., BY)]| | = EpE[ [T Mej(t2) F(B',..., B F(B™,... . B™)),
il j=1
where z;., = ; for j =1,...,n. Evaluating the expectation with respect to W, we obtain

x]

E[lzfl[le(t,mj)] =exp( Z 1jcR( 5 ! k,Bj,Bk)).

]kl

Taking p = ¢q/(¢—1), Lemma A.2 shows that the r.h.s. of the above expression has an LP norm that
is bounded uniformly in €,¢ and x;, provided that 3 is chosen small. We apply Holder’s inequality to
complete the proof. O

3.1 The analysis of ;.

Recall that the integral I; . is given by (2.8).

Lemma 3.2. If K =& with a <4/(2+d), we have

6_(d_2)E[11278] -0, ase—0.

o= [0[RIV, F )W (s, )

for the appropriate Y, as in (2.8), we have by Itd’s isometry that

K
E[Il%s] = ‘[0 AdE[ sy|]: dyd5< / f dde

N Ep(IT; 1Mea<t )0, (5
_ 02 J= t,x;,B
= fo [l;d fRMg(xl)g(m)E[ ACERIATED |1 dwadyds.

Proof. Writing




Using the fact that

K 2 K Tl — T2 1 2 Tl — T2 1 2
J, Ade@i,mj,Bj(s7y>dyds:fo R(=—=+ B - B})ds = R(K,=——, B', B?),

where we recall that R is the spatial covariance function defined in (1.2), we have

EB[H?:l Ma,j(t7xj)R(K7 %7317B2)]
ZE(tVII)Z&‘(ta‘TQ)

B2 s [, 9(e)g()E]

]d:cld:rg.

By Lemma 3.1, we have

B2 5 [, 9(0)g(a)\[E[R(K, 252, B, B2)?Jdadas.

By the expression of R in (3.1), it suffices to use the estimate

2
_lz1-=g|

- 1 p2y2 2 1 p2) < |ei—asl 2
Ep[R(K,*=%2,B", B*)°] SK°Pp [SEI[}JE%HBS—BSD% S K%e ok

for some constant C' > (0. This implies

_leg-zof? d 4
2e.

B K [ g@@g(e)e ¢k dudey s K

The proof is complete. O

3.2 The analysis of I,

Recall the definition of Iy, see (2.9), and set K =e™“. We have the following lemma.

Lemma 3.3. For any o >0, there exists 5(«) such that if 5 < (),

5_(‘1_2)152[[227&] -0, ase—0.
Proof. By the same calculation as in the proof of Lemma 3.2, we have

E[IZQ,E] S fRM9(371)9($2)Ae(1’1,332)d131d1’2,

with

Ep([151 Me;(t,2;)R([K, t/e%], (21 - 22) e, B', B?)] 1 Z(K,zj/e) )]

A (x1,29) = E[ Z2(K,71/2)Z (K, x2/2) Z(t/zs?’xj/g) _

J=1

Recall that R([K,t/e?], (x1 — 22)/e, B', B?) was defined in (3.1) and measures the intersection time
of B!, B? during [K,t/e*]. Applying Proposition 2.3, Holder’s inequality, and the fact that Z(t,z) is
stationary in x, we have

A (2, 72) s(IE[ EB[fIle(t’xj)R([K’ t/e2], (21 - m)/E,Bl’B?)]I?])l/z s

x (B[ 4(F.0) - Z(t/e%,0)|'))"*

10



For the second factor on the r.h.s. of (3.3), we have

E[ 4(K,0) - Z(t/e*,0)"°] S\/E[ 4K, 0) = Z(t/=, 0)*] sup B[ Z(, 0)*"]

<K/ _ gad-2)/4,

(3.4)

where the second “$” comes from e.g. [12, Proposition 2.1]. For first factor on the r.h.s. of (3.3), the
same calculation as in the proof of Lemma 3.2 yields

2
E[ EB[II Me j(t,2))R([K, t/e?], (w1 - 22) [e, BY, BY)]]
j:

1 2(d=2) 4
g q P,

(3.5)

SER[ R(K.t/"], (o1 ~w2) e, BY B S oy

where the last step comes from Lemma 3.4 below. Combining (3.4) and (3.5), we have

(d—2)_
g 4q a(d-2)

< -
Ac(z1,22) S i1 _g;2|(d—2)/q xe 32

2
P

which implies
9 (d-2) 2 a(d-2)
E[.]sc s+

We choose p large enough (for fixed «) such that

M_2+M:C_Z_Q+M>d_2’
q p 32 q 32

to complete the proof. O

Lemma 3.4. For any q > 1, we have

d-2-24
£ P

|ﬂ£’|d_2 ’

Ep[ R(t/az,x/a,Bl,BQ)\q] <

Proof. Since R(x) =0 for |z| > 1, we have

2

t/e q B t/e?
|R(t/62,$/8731,32)lqﬁ(f0 ﬂ|x/a+3g-33|g1d8) se Qq/pfo Ljg/es B1-B2|<1dS.

Taking the expectation, we obtain

d-2-24
1|x/s+y|s1 €

o0 P
E[ R(t/€27$/€aBlsz)|q] SE—Zq/pA EB[£|1/5+B§*B§|S1]dSS€_2q/p \[]Rd ‘y‘d—Q dy s |x|d—2 )

which completes the proof. O
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3.3 The analysis of I3,

Recall the definition of I3, see (2.10). Using the fact that E[M (t/?,z/e)|Fs] = M (s,x/c), we get

_ [ 9(x) .
e [ (L 7 Sl Gl o) s

For any T > 0, 21,22 € R? and a standard d-dimensional Brownian motion B, we define

’H(f]’7 x1, 1;2) =Ep [652 foT R(I1+st)ds‘BQT _ IE2:| '

We introduce the following notation: for any z,y € R?, the expectation IAEm,y is defined as

EB[Ml(K,x)M2(K7y)F]:| (3.6)

B,y [F] :E[ Z(K,z)Z(K,y)

for any random variable I, where we recall that M; is the M associated with BJ. In particular, we
will consider functionals of
Xy = By - B%,

SO

EB[Ml(Kvx)MZ(Kvy)F(B}( _ B%{)]]
Z(K,x)Z(K,y) '

The following three lemmas combine to show the convergence of

£,y [F(Xi)] = E[

t
e R3] > 707 = v fo Ang(xl)g(x2>G25(x1 — x9)dwy dzads. (3.7)

Lemma 3.5. With K =™ and a < 2, we have

2

t—-e“K
~[@d-2)R[72 7=
SRR )= [ (s)as,
with
A S w
Ge(s) = fwg(w —w)g(z) R(Y)E_y/e0 [st(w +ey - EXK)”H(g—Q, v XK =~ - y)] drdydw.  (3.8)

Lemma 3.6. There exists By >0 so that there exists vy € (0,1) such that, for all < Py, Ge(s) $s77
for s €(0,t).

Lemma 3.7. For any s € (0,t),
Gu(s) = vy [ ,,9(a — w)g(2)Gay(w)duwda,
as € = 0.

Proof of Lemma 3.5. By Itd’s isometry, we have

t/e? Ep(IT1 M;(s,2/e)®;, pi(s,9)]
E[13.] = fK ngd g(xl)g(wQ)E[ 2K Z (K a2) ]dyd:mdmgds.

12



Conditioning on Fg, we have

2

E[ﬁMj(s,xj/e)MK]:(]‘[ (K, w5/2)) Xexp(62 /KSR(¥+B7}—BE)CZT).

Integrating in gy, we have

e= [ [, aeg)

E[EB[H§1 M;(K,zj/) exp{$® [z R(*';** + B; - B})dr}R(*7** + B, - B})]
Z(K7$1/E)Z(K7‘T2/E)

(3.9)

]dwldargds.

Changing variables z9 = x, 21 = = + €y and s = %, and using the stationarity of V' in z, we have

e IR 2 ] /21(/ g(z +ey)g(z)

(MK, y)Ma(K, 0) exp{ 5 [/ R(y + B} - B2)dr}R(y + B, - 5/52)]]

E dxdyds.
: [ Z(K,y)Z(K,0) e

For r > K, we can write B} - B2 = B}( - B%( + Bz(r, K)> Where B is another Brownian motion
independent of B and the random environment V. Thus, recall the definition of E in (3.6), we have

(a2 2
E[I3, f2K /de g(z +ey)g(x)
“ 9 s/e? _ _
X E%OEB[ exp{ ﬁ{ R(y + Xk + Byr_gy)dr} R(y + X + BQ(S/EQ_K))]da:dyds.
We write the expectation with respect to B more explicitly by conditioning on the end point of B:
s/a 5 —
B [ P B Xac B ) Ry + X + B2(S/z—:2—K))]
5/52 > —
= fRd Gos—c2iy (W) R(y + X +w/e)Ep [662 Jx R(y+XK+B2(T*K))dT|BQ(S/Ez,K) = w/s]dw.

Now we consider the integral in y, change variable y - y — w/e and use the time-reversal of the
Brownian bridge, then the expectation in B in the last display becomes

2 _ _
EBI:BIBQ ;/s R(y+XK—”LU/€+Bz(7»_K)) ] ]EB[ BZ s/e2 KR(Z/‘FXK"'BQT)dT‘BQ( __E:I’

"| By(sjer-x) = s/e2K) =

and we can write

—(d-2 2
IR )= 1 [ gy - w)g(@)Gagurar (@)
X Ey—w/s,o[R(y + X )H(s/e? - K,y + Xk, -w/e)]dzdydwds.

We change back variables in the form w ~ w + ey to obtain

e DR ] / i o 9 = 0)g(@) G-y (w + )
X E_w/E,O[R(y + XK)H(S/s - K, y+Xg,-w/e —y)]drdydwds.

13



Finally, we change variables y » y — X and s — s + 2K to complete the proof. O

Proof of Lemma 3.6. By Lemma A.2, we know that H is uniformly bounded for small 3, so that

G:(5) 5 [, 19 ~w)g ()| BBy o[ Cos(w + 2y~ X i) dadydo
We bound the expectation by Lemma 3.1: for any ¢ > 1, if 8 < 8(¢q) then

Ep[M;(K,-w/e)My(K,0)Gos(w + ey — 5XK)]]
Z(K,-w[e)Z(K,0)

SEp[ Gos(w + ey — eX o) |4]4,

Recaling that Xy = B}, - B% ~ N(0,2K), the above expectation can be computed explicitly:

]E_w/&o[st(w +EY — €XK)] =IE|:

1 1/q
Ep[ Gos(w + ey - eXx)|7]Y9 s (WG%SWEQK(U)"'E?J)) :
Thus
1 1/q _d
6.(5) 5 [, 19 R (<iomryp G cncenc(w) ) dodyduo 5575, (3.10)

where (p, q) are the dual Holder exponents and we used the fact that s < ¢ hence 2s/q + 2¢2K $ 1 in
the last step. We choose p > d/2 and adjust 8 accordingly to complete the proof. O

Proof of Lemma 3.7. Recall that

G:(5) = [ 90 = 0)g(@RWIE yyeg | Galw + ey~ XiOH(S5. 9. X = 2 = )| dodydu.

Since s > 0 is fixed, the expectation in the above expression is bounded uniformly in x,y,w, so we
only need to pass to the limit of the expectation for fixed z,y,w € R? and w # 0. The proof is divided
into three steps.

(i) We show that E,w/g,o[ Gos(w +ey —eXp) — Gas(w)|] = 0 as e - 0. Using the fact that
|Gas(w + ey —eXg) - Gas(w)| S ely| + [ Xk,
it suffices to show IAE_w/S,O[ X k|] = 0. We apply Lemma 3.1 to get
E_y/eol eXxl] $ VEB[ eXk[2] = V262K - 0. (3.11)

(ii) For v € (0,2), define

7:[5 = EB[eXp {/32 [JS/EQ R(y + BQT)dT}|BQS/€2 =Xg - % - y],
we show that

IAE_w/S,O[’;‘—NLE] -Ejz [exp {52 j;o R(y+ Bgs)ds}] (3.12)

as € — 0. Note that H can be written more explicitly by conditioning on By, Jeat

Gog(1-c2-0)(eXK —w -y - 5BQS/EQ ) ]

- sfe® _
.=E - 2[ R(y + By )d
H B[exp{ﬁ . (y + Bar) T}X G (X —w—2)

~ 1 i 9 sfe® _
- E2ia)d/2EB[exp {8 fo R(y+ By,)dr)
(SXK—U}—z?y—&BQs/Ea)Q (5XK —fw—gy)2
<oxp { - 4s(1 - e2o) " 45 }]
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There are three factors inside the above expectation. First, we note that again by an application of
Lemma 3.1, we have

A

IE—w/ﬁ,O [GMEXKF] S L

—w? [4s

for any A > 0. Then by the same proof as for (i), we can replace the second factor by e with a

negligible error. Finally we use the simple inequality |e” — e¥| < (e + e¥)|z — y| to replace the third

factor by W’ /45 with a negligible error. This proves (3.12).

(iii) We show that
~ s w ~
E—w/E,O[H(E_QJy)XK_g_y)_HEH -0 (313)

as € - 0. We decompose the expectation into two parts according to the value of X
. s w . . s w ~
IE‘:—w/s,(][ H(e_vav XK - g - y) - H€| ]I\SXK\MU/Q] + E—w/s,O[ H(é__zv Y, Xk - g - y) - H€| I[|€XK|Sw/2]‘
For the first term, applying Lemma A.2 and (3.11) yields
- S w - .
E_/e0l H(E,y, Xk =2~ Y) = He| Ljex e ppw/2] S Eow/e o[ Lex e jswy2] = 0.
For the second term, we have, again using Lemma A.2, that
s w -
|H(_27y>XK -~ y) - H€|
€ €
s/e? _ sfe® _ — w
:Eé[exp{ﬂ2fo R(y+Bgr)dr}—exp{ﬁ2_/0 R(y+B2T)dT}‘BQS/82 :XK—Z—y]

s/e? _ s/e? _ _ w 3.14
< BB exp {62 /0 R(y + Boy)dr} fs/sa R(y + Bor)dr | Byyjer = X - - y] (3.14)

s/e? B B
pS \J EB[( fs/ga R(y-‘r-Bzr)d?“)Q ‘BQS/EQ =Xy - % _y].

By the condition of |eX | < w/2 and w # 0, we have eX g —w — ey is away from the origin for small .
An application of Lemma A.3 shows the above term goes to zero, uniformly in [eX | < w/2. This
completes the proof of (3.13).

To summarize, we have

G:(s) > A\@d g(x - w)g(m)R(y)Ggs(w)EB[exp {BQ Aoo R(y + Bgs)ds}]dxdydw
= V% /11;261 g(x —w)g(2)Gas(w)dzdw,

which completes the proof. O

3.4 Proof of Proposition 2.1

Recall that X, -E[X.] = (11 + Iz + I3.). Choosing K =&~ with « € (0, ﬁ) and 8 small, we
combine Lemmas 3.2, 3.3 and (3.7) to obtain

e @ Dvar[X.] - o2.
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Remark 3.8. A simpler version of the proof will show the convergence of

| [ Z(t)g(@)dn| > ot

that is, the convergence of the variance for the solution of the stochastic heat equation itself. A key
identity in the proof of Lemma 3.5 is (3.9):

E[I3.] f/2f 9(x1)g(z2)

><]Ez1 zzEB[exp{B /KR(

1 — 22

_Bf)dr}R(xl —Bg)]dxld:cgds.

For the stochastic heat equation, it is straightforward to check that the above term becomes

t/e? s T o
2 142 1 2 1 -T2 1 2
[K ‘/R?‘i g($1)g($2)EB|:eXp {B ﬁ( R( € + B, _Br)dr}R( € + By _Bs)]dx1d$2d8-

The difference between these expressions comes from the distribution of (B}OB2 ). In the case

of KPZ, BJ are distributed according to the polymer measure; in the case of SHE, B is not weighed
by the env1ronment hence has distribution N(0, K). It is clear from (3.11) that the asymptotic
behaviors of 5B§( are the same in two cases, which leads to the same limiting variances.

4 Gaussianity

We turn to the proof of Proposition 2.2. The second order Poincaré inequality (2.11) reduces our
task to showing that

E[ PXc[5]'El P*Xc]3,]7 = 0(c™?), as e~ 0.

Since
~ DZ.(t,x)
DX, = e mg(:ﬂ)dm,
we have
x x)D?Z.(t,x x x
D2X. Df DZZ(LEt ) o()d f Z(t,x)D*Z(t, )ZZ(ItDi)(t )® DZ(t,x) o(2)da.

Using the Feynman-Kac representation (2.2)-(2.3) and the definition of ® , 5 in (2.6) gives
D2Z€(t’ 1’) = /82EB[ME(t’ x)q)i,m,B ® (I)Zr,B]v

so that
2

Zs(t,$)D2Z5(t,{B):ﬂQEB|:H EJ(t x)q)thQ(X)q)ta:BQ]

and
2

DZ(t,x) ® DZ(t,x) = ﬁQEB[ [1Me (1) B © B, ]

Thus, we can write

DX, = 32 / EB[H] 1 M52, x)(@mm B (I)f,x,Bl) ®(I)§,m,32]
.=

22(t,2) g(x)dx =Py - Py,
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where

EplI1% M. (t.2)®,  ©®;
Pk=ﬁ2] [Ty M- ta5k ® 0 5] o(x)dze He .

Z2(t,x)

Recall that ®f , p, defined in (2.6), is an element of H = L%*(R41) for each (e,t,x, B) fixed. Thus,
we have

ID?*Xcllop 5 IP1llgp + P2l

op?

and we only need to estimate E[ Pg| Op].

4.1 The first derivative

The goal of this section is to show the following lemma.

Lemma 4.1. For any ¢ >0, there exists 5(8) >0 such that if 3 < 3(0), then

E[ DX |41/ 550

Proof. A direct calculation gives

4 T 4
”DX ”H ﬁ -[4dH Zg((t]) ) [H 7] t [E])R( t xl - Bl B2)R( t 1’3 - 33,34)]611‘,
, L j=1

with R defined in (3.1). Taking the expectation E and applying Lemma 3.1, we have

x1 —

x /q
E[ DX.|%] f H|g(:vj)|]EB[’Rf1(t 2 pi Bz)Rq(t 35 33734)]

2(d 2) 1 1 2(d*2)

_4
[RM H|g<xj>| . pdrse @ 7.

|21 — l’2| @ |zg - 964|

We applied Lemma 3.4 in the next to last step. It remains to choose p large enough so that

2(d-2) 4 2d
q p g

—4>2(d-2)-40

to complete the proof. O

4.2 The second derivative
To estimate |Pg|op, we use the contraction inequality [34, Proposition 4.1], which says that

|Pelap < 1Pk ®1 PrlFren-

Here P, ®1 P, is the random element of H ® H obtained as the contraction of the symmetric random
tensor Py.

17



4.2.1 The case k=1

A direct calculation gives

Egp nj L M (t ) R( 2,%6@/,151 B3)®¢
Z2(t,x) Z2(t,y)

t,x,B2 @E,% ]

ProvPi=pt [ 9(2)9(y)dady,

where we write 1 = x9 = x,x3 = x4 = y to simplify the notations. Thus,

8 _
P01 Pl =5 [ 0(o)o0)(I1 z€<t,wj>) 1

8

<Ep[[]Mes(ta) T1 RO

Jj=1 (i,k)eO

2 Bk)]d:vdydzdw,

where x5 = x¢ = 2,27 = 3 = w, and the set O is
0 ={(1,3),(5,7),(2,6),(4,8)}.
Lemma 4.2. For any ¢ >0, there exists $(3) such that if 5 < 5(9),
E[ P1 @1 Pilhen] $ ¥ P Lacs + 478 0 1.

Proof. Applying Lemma 3.1, we have

$i_xk

BL 1 o1 Paliron] s [, lo@)oa()o(u)l < Bs] T] U, % 5 )] dnayazan

(i,k)eO

Tq—

- [ Js@smg(=)90)lx T] EB[RU " i, )] dudydzdu

(i,k)eO
for some ¢ > 1. We discuss two cases.

(i) d < 8. Applying Lemma 3.4 to all pairs (7, k) € O, the above integral is bounded by

422 lg(x)g(y)g(2)g(w)]
dxdydzdw.
S e T el wlie = olly — w @ vz

Since g € C., by the elementary inequality

1 1 Lo +as>d
< 1t+tao> .
AISM =g g dy $ o as—d + 1o va<d, i a1 <d,an<d,on+ag#d,

the above integral is bounded in d < 8. Thus, we have, for p sufficiently large,
E[ P1®1Pi|Fren] s

(ii) d > 8. Applying Lemma 3.4 to three pairs of (i,k) € O, and bounding the fourth pair simply
by €72, and using the above elementary inequality again, we have for large p that

2 3(4=2-2y_9 lg(2)g(y)g(2)g(w)|
E[l B1®1 Pilfenl S ¢ » 2 (o — gl — e - o) @27 dxdydzdw

< £3(d-2)-2-5

The proof is complete. O
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4.2.2 The case k=2

In this case,

Py = ﬁ /‘ ]EB M (t x)<I> B®q)§,z,B:|

Zs(t, ) g(z)dx,

SO

EB[H] 1M€J(t xJ)R(gzaxl £2 Bl Bz)q)t;vl B! ®(I)tac2,32]

4
® = dzxid
ProPisb [ AR VAGES ()
and
g(x ) 1 3 l‘z i
P2 @1 Pallfren = 5 f WMl 7y B e hy) TT RO =755 BY .
R t, ;) j=1 g2
(i,k)eO
with 3
0={(1,2),(3,4),(1,3),(2,4)}.
Lemma 4.3. For any ¢ >0, there exists $(9) such that if 5 < 5(9),
E[ P2 @1 Palfgn] 527
Proof. By Lemma 3.1 and the fact that g is compactly supported, we have
/g

t ri—x i
E[ B2 ®1 Paliram] f4dH|9(%)|><]EB! [T Rz Tk,B,Bk) dx

(3,k)eO

[1%4dn|9(%)|quB[ I Rq t :1:1 »Bi,Bk)]dx)l/q,

(i,k)eO

Since

t .%'z Tk ik t/e? Zq
RY( ,BZ,B):(_[O R(
g

. q t \a/p t/e? . )
™4 Bl - BYds) < () f RI(EZEE L Bi - BRYgs,
€ 0 €
we only need to control

IR I A

(i,k)eO

Ly . Bf)ds]dx

Applying Lemma 4.4, we have
1\4/p 3(d-2) _8
2 3(d-2
E[ P2 ® Polren] (5_2) e3dD/1 T
The proof is complete. O

Lemma 4.4. Assume 0< f heC(R?), then

4 t/a ) i
_[Rw EB[JI:[ f(x]) H / Bg —Bf)ds]da: < 53(d 2)'

(i,k)eO
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Proof. Without loss of generality, assume h is even. To simplify the notation, we write

t/E {L‘ ij i k 4 .
I / BS—BS)ds:fM/EQ [1( +BJ - BI)ds

(3,k)e®
_ Zf Hh(erBg. — BIYyds,
g A"'jzl £ J J

where we let 2 = 4, B® = B*, 7 denotes the permutations of s1, ..., s4, and A, c [0,t/e%]* corresponds
to the permutation 7. Due to symmetry, there are six different permutations to consider.

Now we write the integral in the Fourier domain. Denote f(£) = [ f(z)e %?dx as the Fourier
transform of f, we have

RN - 2 ing(zy—25-1) /e in;- (B ~BI™)
_[R4dHf(x])h( +BJ ng )dx_WfRdel:Ilf(xj)h(nj)em ITEIIIE TR T8  dnd

1 A Ml =M+ i(n;-BY.—njs1-BI.
- Gyt o T 70 Py,
j=1
with 15 = 11, s5 = s1. Thus, it suffices to estimate

4 . .
o Jew 8 L R
i 3

First, we change variables

771:§17 77j:§1+5(§2+---+§j)7 j:273747

and the above integral equals to

~ A A A~ 4 .
S BRI [Tlet 2 Bon g

with

we(€) = f(=& = & — &) h(m2)h(ns)h(ns) € L= (R*).
Depending on the permutation 7, the factor H?:l E B[ei(nj Bs —n,7-+1-st+1)] can be computed explicitly.
Since all six cases are treated in the same way, we only take s1 < s9 < 83 < 84 as an example:

4
H]E 1(77; Bs;—nj+1- BSJ+1)] _ e~ 3mamml?s1 g=5nal* (sa=s1) He slnj=ni1l?s;j o=z Injel? (sje1-55)
j= 7=1
1
— e 3 Zj-1 Xi(si—si-1)

with s = 0 and

A =2 ([6f + & + [&al® + 1 + & + &),

Ay = 2&s? + & + |61 + ol + [€1 +e(&a + &3 + &),
A3 = 2Ja? + 6L +eba+ &P+ [+ (€ + &+ &P,

A1 =26 +e(&+E+ &)
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After integrating the s variables, we have

4 -6

(1 Be .1 1 €
E e’(”]]'st 7Ig+1'st+1) ds < <
f0<51<~~<84<t/62 }1 sl ] MA2A3 AL T (€2l [Es 2 €161 + e (§2 + &3 + E4) 2

In the end, we note that

f (61) F (&) f (&) f(€)]
R

dée <1
ad (€92 (€312 164l (61 + e (€2 + €3+ Ea)[? <

to complete the proof. O

4.3 Proof of Proposition 2.2

Recall that
X -E[X.]

VVar[X.]

dTV()&C) SE[ Jﬂ:ESH%I]l/ALE[ 4|:2XSH§p]1/4
1 4 71/4 2y 14 11/4
=—FK X E Xellg ,
Gty S DXl L DR

Y. =

Since

using the fact that Var[X.] ~ %2 and applying Lemmas 4.1, 4.2 and 4.3, we have

1
_d =2 e e NI
drv(Yz, () se¥e™ 6(€4d 8 6]1d<8+€3d 8 §]ld28 +3(d-2) 6)4.

By choosing § small, the r.h.s. goes to zero as € — 0.

5 Proof of Theorem 1.2

The proof of Theorem 1.1 applies almost verbatim with the logarithm logy replaced by a general
function f(y). We need to use the assumption

)1+ 7 ()l + I ()] < M(y" +y ")

to guarantee that
El gl(ue(t,2))"] 1

for g € {f,§,§"}, provided that 3 is chosen small. The only changes needed are in Section 3.3, and we
sketch them here.

First, we have for general f that

o= [ (L 0@ 206, afe) (B 2107 o ) i) (5. 9).

The following two lemmas come from the same proof of Lemmas 3.5 and 3.6.
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Lemma 5.1.
82

e @DE[2 )= fo T G (s)ds,
with
G:(5) = [, 9(e ~w)a() RWIE[} (Z(K, ~“)F (2(K,0))

w s w (5.1)
X IEBl:]\4l(-[{7 _Z)MQ(K7 0)G2s(w +ey - €XK)H(€_25 y’XK - ; - y)]]dxdydw

Lemma 5.2. There exists By >0 so that there exists vy € (0,1) such that, for all < By, Ge(s) $s77
for s €(0,t).

It remains to show the following lemma to complete the proof of Theorem 1.2.

Lemma 5.3. For any s € (0,t),

Go(s) > v} [, 9@ - w)g()Ga(w)duwda,
as € — 0.
Proof. As in the proof of Lemma 3.7, we have
Go() = s [ ,, 900 = w)g(x)Gau (w)ELY (Z(K. =) (Z(K.0)Es[My (K, ~)Ma(K.0)]] -0,
so it remains to analyze
E[J(Z(K, ~ ) (Z(K,0)E[M (K.~ ) Ma(K. 0)]]

= E[f (Z(K.~2)) (Z(K.0)Z(K,~2)Z(K,0)] = E[C(K, ~Z){ (K. 0)].

where we defined
C(t,z) = (Z(t,2))Z(t,x).

By stationarity in the x—variable, we write
E[¢(K. ~)C(K.0)] = Cov[¢(K.~7). ¢(K.0)] + E[C(K. 0)]"
By (2.4), we have Z(t,0) - Zo, almost surely, thus, as K — oo, we have
E[¢(K,0)] = 07 = E[]'(Ze ) Zoo ]
The following lemma completes the proof.

Lemma 5.4. For any ¢ >0, if 8 < B(9), we have for all x + 0 that

8_6

sup Cov[((t,x),((t,0)] S

te[0,6-2] |z]d-2"
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Proof. By the covariance inequality, we have

Cov[C(t,2), 0] < [ \BL Dyl 2) PIEL By C(1,0) Pldydr.

Since we have

DT,Z/C: [f”(Z)Z"'f/(Z)]Dr,yZa (52)
the Cauchy-Schwarz inequality yields
|Cov[((t,2z),((t,0)]] < fRd+1 E[ lPr,yZ(t,m)|4]1/4E[ lPr’yZ(t,0)|4]1/4dydr.

Recalling that
D,y Z(t,x) = BEB[M(t,2) 104 (r)e(x + By —y)],

by Lemmas 3.1 and A.2 we obtain

E[ D,y Z(t,2)[']"* $ 1o (rEB[¢"(z + B, - )]/,

for any ¢ > 1, which implies

|Cov[((t,2),((t,0)]]| S fot /Rd Eg[o!(z+ B, - y)]l/qEB[(pq(B,« - y)]l/Qdydr. (5.3)

As ¢ € C.(RY), we use the simple bound

2
|z[2 _lzl

1/q u
Eple?(z + B,)]Y S P[ 2+ B,| < 1]V g (]l|z|§C + T_d/ze_ﬁ]lppc) S Do+t M2ea0 1 0,

for all z € R% and r € (0,t), where C' is some positive constant. The r.h.s. of (5.3) is then bounded by

t 4 g eyl 4 g b2
[O /l;d ﬂ|x_y‘gc+t2p’r‘ e acr ]l‘x_y|>c ]l‘y|go+t2p7“ e qu]1|y|>C dydr.

For |z| > 1, integrating in 7 in the above expression to derive

d d
tr +t2p

|Cov[((t,2),((t,0)]] e
It suffices to pick p > 1 to complete the proof. O
This also finishes the proof of Theorem 1.2. O

Remark 5.5. By [16, Theorem 1.2], the effective variance in (1.8) is related to the asymptotic
decorrelation rate of the stationary solution W(¢,x) of the stochastic heat equation, as in (1.11):

C(/B)Vgﬁ

Cov[¥(t,x),¥(t,y)]~ |z — y[d2’

for |x —y| > 1, (5.4)

with ¢(3) = ¢8?. Theorem 1.2 further indicates that for any smooth function f we also have

ch(ﬂ)ygﬂc
Cov[f(¥(t,x)),f(¥(t,y))]~ IPETER for |z —y| > 1, (5.5)
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with oj = E[f'(¥(t,2))¥(t,2)], so that
Cov[f(U(t,x)),f(V(t,y))] ~ U?COV[\I/(t,J}), U(t,y)] for |z —y| > 1. (5.6)

Recall also that
E[U(t,x2)] =E[Zs] = 1. (5.7)

We restate these properties in terms of the stationary solution H(¢,x) = log ¥ (¢,x) of the KPZ
equation:

2
Cov[et (@) Htv)] & .|;(_ﬁ)y"/de_ff2, for |z —y| > 1, (5.8)
and , ,
oic(B)v
Cov[ (™)), ()] % ~ U?COV[CH(t’x), 1] for |z —y| > 1, (5.9)
T -y

with o7 = E[f' (efl(t:®))eH(t:2)] and
E[eH 0] = 1. (5.10)

We can now illustrate the origin of o3 through a toy calculation. Let X and Y be two jointly
Gaussian N (0,1) variables, with Cov[X,Y] =§ « 1, and define X = eX_%,y = ey_%, so that

E[X]=E[Y]=1. (5.11)

We think of X as representing e/ (#*) and ) as representing e’ %) 5o as to fit (5.10), although we
emphasize that there is no real claim of Gaussianity of H(¢,-) in the pointwise sense. With this

approximation, we may write
Y =6X +V1-82W,
with W another N(0,1) variable independent of X. Then, first, we have
Cov[X, Y] =E[XY] -E[X]E[Y] =€’ =1 =6+ 0(5),
and second, we have

Cov[}(X),§(V)] = E[F(X)F(P)] - E[J(X)E[HP)] = SE[}(eX ) XTE[} (" 2)eV 2] + o(6)

502 + 0(5). (5:12)

We have denoted o3 = E[f'(X)X] for smooth functions f, as before. Here, we used the identity
E[f(e"2)X] = E[f (¢¥ 2)e* 2], (5.13)

obtained via integration by parts. Thus, we have

Cov[f(X),f(¥)] ~ o7 Cov[ X, V]. (5.14)

Unravelling the definitions, this parallels (5.9).

As emphasized above, there was nothing Gaussian in the pointwise sense in the field H(t,x).
However, the above computation would be essentially unchanged if we replace H(t,z) by the field

H(t,xz) =G(t,x) + E(t,z), (5.15)
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where G(t,-) is a mean-zero spatially stationary Gaussian random field with E[G(¢,7)?] = 02, and

correlation function )

E[G(t,2)G(t,y)] » W for o —y| > 1, (5.16)

while E(t,-) is a spatial stationary random field of negative mean, independent of G(t,-), with a
rapidly (in space) decaying correlation function, such that

E[e9 D E[EED] = 1. (5.17)

(This would be consistent with (5.8)-(5.9).) Repeating the above computation with z,y € R? such
that | —y| > 1 and § = Cov[G(t,2),G(t,y)] < 1, we then obtain again that

Cov[f(eﬁ(m) ), f(eg(t’y) )] =~ cr.?Cov[eg(t’x) , eﬁ(t’y)]. (5.18)

Thus, any field of the form (5.15) satisfies conditions (5.8)-(5.10), with the variance oj as in
Theorem 1.2. Tt is tempting to speculate that the stationary solution H(t,z) of the KPZ equation
has a decomposition of the form (5.15); we unfortunately do not have any supporting evidence for
such a speculation, and at this point cannot even agree whether such a decomposition is behind the
results of this paper or, alternatively, that temporal mixing plays an additional important role.

A Auxiliary lemmas

Lemma A.1. For any t >0,z € R, we have
DZ(t,x)

Dlog Z(t,xz) = Z(t.2)

€ L2(O; H).
Proof. Recall that
Z(t,x)=Ep [exp {ﬁ /(;t V(s,xz + Bs)ds - %ﬂzR(O)t}] ,

t
[ Visa+Bds= [ Loa()e(@+ Bo=y)diW(s,y),

so, for each t and z fixed, we have

t
Day2(t,2) = BB [exp {8 [ V(s + B)ds = SRRO 109 (s)ole + Bo—y) | € 1705 1),
(A.1)
for any n € Z,, where we recall that H is the L?(R%*!)-space with respect to the s, y-variables. To
deal with the logarithm function, which is singular at the origin and grows at infinity, we use an
approximation f, € C:°(R) such that f,(z) =logx for z € [1/n,n] and |f,(x)| < |z|™. Tt is clear that

Dfn(Z(t,x)) = f1(Z(t,x))DZ(t,x) e L*(Q; H),
and the error

DZ(t,x)

£ Z(t,x)

2 2
] SE[||Dz<t,sc)H ’

HDfn(Z(t¢$)) - |Z(t l’)|2 ( Z(t,a:)<% + ]lZ(t,m)WL)

H

SVELAC I (Lagayes + Laapa)] >0

as n — oo, where we used Proposition 2.3 in the last step, together with (A.1). By [35, Proposition
1.2.1], the proof is complete. O
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Lemma A.2. There exists Bo >0 such that if B < By, we have in d > 3 that
sup Ep [exp {ﬁ f R(xz+ Bs)ds}] < 00, (A.2)
zeRd 0

and

sup Ep [exp{ﬁfotR(x+Bs)ds}

t>0,x,yeR4

B; = y] < 0. (A.3)

Proof. The statement in (A.2) follows from Portenko’s lemma, see [33, (3.1), (3.2)].

We turn to proving (A.3). Conditioned on By =y, the process {Bs}s<: is a Brownian bridge. In
particular, it has a Markovian representation. Thus, again by Portenko’s lemma, it is enough to show
that

t
g sup Ep [f R(x + Bs)ds
t>0,z,yeR4 0

B, = y:| <1, (A4)

for all 8 small enough. By symmetry, as X is a Brownian bridge, it suffices to show that

t/2
sup Ep [[0 R(z + By)ds

t>0,z,yeRd

Bt = y:| < 00. (A5)

Note that X has mean sy/t and variance s(t — s)/t, which in our range is larger than Cs. In
particular, for s < ¢/2, we have

sup Pp [|Bs -z|<1
x,yeRd

B; = y] < C(1+s)™2,

dj2

Since s~%~ is integrable as s - +o0, this yields (A.5) and completes the proof of the lemma. O

Lemma A.3. Let B be a standard Brownian motion in d > 3. For any « € (0,2), t >0 and compact
set Ac R? with 0 ¢ A, we have

t/e?
SupEB [( [ R(Bs)d8)2 ‘ Bt/€2 = g:l < ga(%_l)_
weA tfe> €

Proof. By a direct calculation, we have

t/e® 2 w
EB[(/t/ea R(By)ds)” | By = ;]

w w. _
R(@)R(y) Gy ()Glss (4 = 2) Gy (% = ) Gryper () dadydsids.

) f
[t/e¥<s1<s2<t[e2] JR2E

By the fact that w e A and 0 ¢ A, we have

Gt/e2732 (% - y) _ Gt—a2sg(w - Ey)
Gije2 (%) Gi(w)

uniformly in sy < t/e?,w e A, y e supp(R) and € <« 1. This shows that we can remove the conditional
expectation and derive

t/e?
SupEB[(ft/ga R(By)ds)’

Sly

weA

t/e?
Byje2 = E] SEp [( / R(Bs)ds)2] <251
€ t/ex

which completes the proof. O
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B Negative moments of Z(t,z)

We now prove Proposition 2.3. The goal is to show there exists 5y > 0 such that if 8 < 8y and n € Z,,
we have
supE[Z(t,2) "] < Cyn, (B.1)
t>0
with some constant Cg, > 0. We adapt to our setting the proof of [24, Corollary 4.8], which deals
with the case when the noise is also singular in space. The same proof applies to our situation, and
we only present the details for the convenience of the readers.

Since Z(t,x) has the same distribution as u(t,z), it suffices to estimate the small ball probabil-
ity Plu(t,z) <r] for r << 1. We define an approximation of the spacetime white noise

We(t,z) = ge(*+lx) Ge(t—s,x—y)dW(s,y),

Rd+1

where ¢.(t,z) = e 2¢(t/e?,2/e) with ¢ € C°(R™!) such that ¢ > 0 is even and [¢| 1 = 1. It is
clear that for fixed € > 0, W, € L2(R™!) n ¢ (R¥*!) almost surely. We will use || - |2 to denote the
L*(R%1) norm. Define

Vi(tw) = [ ola=g)Welt.)dy, Re(t,s,3,9) = E[V(t)Va(s,0)],

and
U(t,z) =B [T P)],
with . )
Vf(B)zﬂ_[O Vg(t—s,x+Bs)ds—552Q5(t,m,x,B,B),
where

t ot
Qa(t,x,y,Bl,BQ):/O foﬁg(t—s,t—ﬁ,x+B§,y+Bg2)dsd€.

By [24, Proposition 4.2], %.(t,z) — u(t,z) in probability so we only need to estimate P[Z(t,z) < r]
for r « 1.
With any given W, define the expectation

EB[F(BI, B2)6Vf(Bl)+Vf(BQ)]
E [V BV (B)]

Ex*[F(B', B*)] =
To emphasize the dependence of % on W,, we write %.(t,x) = %(t,z,W.). For any A > 0, define
the set
Lortw, 1 2
Ay(t7) = {WE (W) > 5, [ ERR(BL- B2)ds < A}.
Lemma B.1. For any W, € Ax(t,z), we have

Ue(t, o, W.) > %e‘ﬁHWE‘Wa\b’

with | - || denoting the L?(R™Y) norm.
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Proof. We write

Ep[eVi (B)-Vi (B)Vi(B)]
Ep[eVi(®)]

=U.(t,x, Wg)EIgE [er(B)*Vf(B)]y

%5(t7 Z, Wa) = EB[thE(B)] :EB[e]}tg(B)]

where f}f is obtained by replacing W, ~ Wy in the expression of Vi. Since W, € Ay, by Jensen’s
inequality we have

elte, W2 2 3 exp (B [V (B) - VE(B)]).

It remains to show that : . 3
ERe[Vi(B) = Vi(B)]l < VAIW: = We 2. (B-2)

We write .
VE(B) - VE(B) =ﬁf0 [Vo(t—s,a+ By) - Vo(t— s, + B,)]ds

=5 [ [ ol By ) [Welt - 5,) - Walt = s,9)]dyds,

and apply the Cauchy-Schwarz inequality to get

B [Vi(B) - Vi (B)] < B|W. - WEHQ\/ [ JEE [p(a + By - y)Pdyds

< B”Wa - Wa “2\/[0 EYBVE[R(BL% - Bg)]ds < \/XHWE - Wa HQ’
which completes the proof. O

Lemma B.2. There exists universal constants \,c >0 such that P[Ax(t,x)] > ¢
Proof. We have
1
PlAN(t,z)] > Pl (t, x,We) > 5] -P[Ba(t,x)],
with . .
By(t,z) = {WE U (t,x, We) > 5 fo EX[R(B; - BZ)]ds > )\}.
Using the fact that E[2(t,z,W:)] =1 and the Paley-Zygmund’s inequality, we have

1 1
AR[Z(t, 2, W.)?]  4Ep[e# Q- (taaBLB)]

P2 (1,2, W2) > - ]
For B)(t,x), we have, as Z(t,z, W) > 1/2,
t 154 15
P[By(t,z)] gP[fO Ep[R(B! - B2)eYi B)Vi(B) 45 > 2]

(B.3)
. %EB [eﬁwsu,z,x,Bl,Bz’) fo "R(B! - Bg)ds] < %EB [¢27° @t BB

1/2

Y

with some constant C' > 0. By Lemma B.3 below and choosing A large, there exists some constants
¢, A >0 independent of ¢,¢,x such that P[Ay(¢,x)] > ¢c. O
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Lemma B.3. There exists By > 0 such that if 5 < By, we have
1 < ]EB [eﬁge(t,x,x,Bl,BQ)] < C/B
Proof. Recall that
1 p2 bt 1 2
Q.(t,z,z,B",B") = f f Fe(t —s,t—l,x+ By, x+ Bj)dsdl.
0o Jo
We write Z. explicitly:
Ke(t1,t2, 1, 22) = fRQd p(z1 = y1) (w2 = y2)E[We (t1, y1) We (T2, y2) Jdyrdy:
(42,42 2 2
= /de (@1 =y1)p(wa —yo)e =00 o (1) —ty, 41 — ya)dyrdys
< fR?d o1 —y1)@(r2 = y2) e * Pc(t1 —t2,y1 = y2)dyrdya,
with = denoting the convolution. By the fact that ¢, ¢ have compact supports, we have

-2
%E(tlthaxlaxQ) s € H|$1—$2|SC,‘t1—t2‘SC€2'

for some C' > 0. Thus, Q. is essentially measuring the mutual “intersection” time of B!, B2. By [18,
Corollary 4.4] and the fact that d > 3, the proof is complete. O

Now we can write

. -1
PL%(t, 3, W2) < 7] P[5V Ve 6) ¢ ] < p [dist(WE, Ayt 7)) > 128320 (B.4)

1
2 VA ’
where dist(We, Ax(t,z)) = inf{|W. = W.|2: W € Ax(t,x)}. Now we can apply [24, Lemma 4.5] to

obtain
2
P|dist(W., Ax(t,z)) > 7 + 24/ log —] <2/ (B.5)
c

for all 7> 0, where \,c >0 are chosen as in Lemma B.2. Combining (B.4) and (B.5), we have

2
P[%.(t,z,W.) <r] <2exp —i(b%;?a) + 24 /logz) ,
&

which implies E[Z(t, 2, W.:)™™] < 1 and completes the proof of (B.1).
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