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Small local action of singular integrals
on spaces of non-homogeneous type

Benjamin Jaye and Tomas Merchan

Abstract. Fix d > 2 and s € (0,d). In this paper we introduce a notion
called small local action associated to a singular integral operator, which
is a necessary condition for the existence of the principal value integral.
Our goal is to understand the geometric properties of a measure for which
an associated singular integral has small local action. We revisit Mattila’s
theory of symmetric measures and relate, under the condition that the
measure has finite upper density, the existence of small local action to the
cost of transporting the measure to a collection of symmetric measures. As
an application, we obtain a soft proof of a theorem of Ruiz de Villa and
Tolsa on the measures for which the principal value integral associated
with the s-Riesz transform exists if s ¢ Z. Furthermore, we provide a
considerable generalization of this theorem if s € (d — 1,d).

1. Introduction

The purpose of the present paper and its sequel [5] is to conduct a study into the
relationship between the different ways in which a singular integral operator with
nice kernel can act in a space with rough geometry in R, d > 2.

Fix s € (0,d). For a Lipschitz continuous, one homogeneous, odd kernel Q, we
form the s-dimensional Calderén—Zygmund kernel K (z) = Q(z)/|x[**1.

Our goal here is to understand the geometric consequences on a (locally finite,
non-negative Borel) measure 4 of a local condition called small local action.

Definition 1.1. Fix a family of non-negative Lipschitz continuous functions I' =
{n” :[0,00) = [0,00), T € (0,1)} satisfying

n'(t) = and [|n"[[Lip <

1 ifo<t<1l-—r, 3
0 ifl1<t< oo, T
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The kernel  has small local s-action' if

: 1 T |£E - y| _
for all 7 € (0,1), }13(1) s, /Rd Qz—y)n (T) du(y) =0

for p-almost every z € R,

(SLA)

Our goal is to understand what (SL£.A) tells us about x, under the assumption
that p has finite upper s-density, i.e.,

— of . B(z,
D, s(x) 4°f im sup M

. < oo p-almost every z € R%.
r—0 r

Under the finite upper density condition on p, the property (SLA) is a necessary
condition for the p-almost everywhere existence of the principal value integral

Qz —y)

lim oyt

e—0

du(y) for p-almost every = € RY,
|z—y|>e

see Appendix A.
Our motivation for introducing the small local action condition was primarily
to understand better the difference between the existence of the principal value
integral, and the action of the associated Calderén-Zygmund operator in L2, and
it plays a key role in our paper [5] on this topic?.
In [8], Mattila already studied similar properties to (SL£.A) under the additional
regularity assumption that the measure p has positive lower density:
1.1) D, () % liminf M

s r—0

>0 for p-almost every = € R%.

In this article we shall adapt Mattila’s machinery to study the property (SLA)
without the lower density assumption.

Certainly, a crude sufficient condition for (SL£A) to hold is that u has zero
density, i.e., Euﬁs(:c) = 0 for p-almost every z € R?. However, since  is odd,
this sufficient condition cannot be necessary if s € Z. Indeed, if p is the induced
Lebesgue measure of an s-plane, then (S£A) holds, but p does not have zero
density.

For s € Z, a sufficient condition for the property (SL£A) is provided by Lipschitz
transportation numbers, introduced to the study of singular integrals by Tolsa
(see [19] and [18]). We shall use the following variant of the transportation number:

1 |—£L'| s
= [ () =t |

flat :
a,(B(x,r)) = inf  su
s (B(,7)) Lot ) s

r

IWe will usually just write small local action, as s € (0, d) is fixed.

2We refer the reader to the introduction of [5] or Tolsa’s monograph [20] for a history of
the topic, as it is not our central subject here, but we mention that the existence of principal
values is not necessarily implied by the L? boundedness of the associated operator in a space of
non-homogeneous type [1], [2] even within the class of homogeneous convolution kernels [6], for
additional important results see also (8], [12], [10], [11], [14], [16], [17], [20].
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where
o Far ={f €Lipy(B(z,4r)) : || flluip < 1/7},
e G(s,d) is the collection of s-dimensional linear subspaces of R,

e ¢ is a smooth function that satisfies ¢ = 1 on (0,3), 0 < ¢ < 1, and
supp(p) C (0,4),

e and _
o= [ o5 ] [ o) iz

The role of the a-numbers is exhibited in the following theorem.

Theorem 1.2. Fiz Q(z) = x to be the Riesz kernel. Suppose that p is a measure
with D,,(x) < oo for p-almost every x € R:. The small local action property (SLA)
holds if and only if

(1) s € Z and p has zero density,

(2) s €Z and p satisfies lim,_,0 o' (B(z,7)) = 0 for p-a.e v € R™.

The part of Theorem 1.2 relating to s ¢ Z is closely related to (and implies)
a theorem of Ruiz de Villa and Tolsa [14] on the non-existence of a non-zero
measure y satisfying D, s(z) € (0,00) for p-almost every x € R? and for which
the s-Riesz transform exists in principal value. The proof given by Ruiz de Villa
and Tolsa in [14] is a delicate analysis which emphasizes the use of specific test
functions. As a byproduct of our work, we obtain a new proof that proceeds via a
soft compactness argument.

It is a consequence of Preiss’s theorem [13] that if D, (=) > 0 and D, s(z) <
for p-almost every = € RY, then the condition lim,_,o & (B(z,r)) = 0 p-a.e. im-
plies that u is s-rectifiable (the support of p can be covered, up to a sets of zero
s-dimensional Hausdorff measure, by a countable union of s-dimensional Lipschitz
submanifolds). Therefore, under this positive lower density condition, one recov-
ers® the Mattila—Preiss theorem [10] that the existence of the principal value inte-
gral of the s-Riesz transform implies that the underlying measure is s-rectifiable.
However, if D, (r) = 0 p-almost every x € R?, there are examples of purely
unrectifiable measures p for which lim,_q ag?g(B(x, r)) =0 p-a.e. (see Section 5
of [13]), so small local action alone does not imply rectifiability for such irregular
measures. In particular, one cannot expect to recover Tolsa’s theorem [17] on the
rectifiability of measures supported on sets of locally finite s-dimensional Hausdorff
measure for which the Riesz transform exists in principal value from consideration
of small local action alone.

Theorem 1.2 follows from the general statement Theorem 1.4 below, which
relates the condition (S£A) to Mattila’s notion of a symmetric measure.

Definition 1.3. A point € R? is an Q-symmetric point of a measure v if

/ Qz—y)dv(y) =0 forall r > 0.
B(z,r)

3With essentially the same proof.
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The set of Q-symmetric points of a measure v is denoted by S(£2,v). A measure v
is called Q-symmetric if supp(v) C S(Q,v).

In our study a subset of symmetric measures will naturally arise. Define M
to be the collection of (non-negative) measures p satisfying the growth bound
w(B(z,7)) <7 for all x € R? and 7 > 0. Set

Ss.0 = {v: v is Q-symmetric, v € M,}.

Our main general result relates the property (SL£A) to a certain transportation
distance from g to the set S, . For z € R?, set

Sig={v:veSsa,zec S},
and
au0,s(B(x,r)) = inf  sup

1 |~—fc|)
— - d - 1% b
L sw |3 /Rdso( . fd(p—cuuv)

. -1,
with ¢, = [pa (|- —z|/r)dp| [ea o(| - —z|/r)dv] " if [ou (|- —z|/r)dv # 0 and
¢y = 0 otherwise?.

Theorem 1.4. Suppose that p is a measure satisfying Ems(x) < oo p-almost
every x € R The property (SLA) holds if and only if lim, o ay.0,s(B(x,7)) =0
for p-almost every x € R%.

The novelty in this theorem comes from the fact that no lower regularity con-
ditions on p are imposed. The above theorem reduces the study of (SLA) to the
question of understanding the structure of the set S, q, and the associated set of
symmetric points S(v, Q) for v € S; q.

For instance, in order to prove Theorem 1.2 above for the Riesz kernel Q(z) = «,
we need to show that the set Sg o consists of only the zero measure for s ¢ Z, while
if s € Z, and = € R?, then

Sig={veM,:v=cH;  forsomec>0,LeG(sd)}.

This result is the content of Proposition 4.3 below, which relies on the work by
Mattila—Preiss [8], [10] (in the form presented in [7]).

We will describe the set Ss o and associated symmetric points in two further
cases:
(1) the Huovinen kernel, which is given, for a fixed odd k € N, by

Sk

(1.2) Q:C\ {0}~ C\ {0}, Qz) = ——

|Z|k71 ’

leading to Theorem 1.5 below, and,

(2) non-degenerate, real analytic kernels, in the case when s € (d — 1,d), leading
to Theorem 1.6 below.

4In the event that fRd Lp( \~—Tw| )du = 0, the coefficient ¢, ,, can be picked to be any real number

without changing the results or proofs.
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Huovinen [4] studied the relationship between the existence of principal value
integrals associated to any kernel of the form (1.2) and rectifiability, under the
assumption of positive lower density (1.1). This work included a deep study of
the symmetric measures associated to the Huovinen kernel, which we revisit in
Section 4 to completely describe the set S; . We say that v € M is a k-spike
measure associated to L € G(1,2) and z € C, if, for some ¢ > 0,

m—1

VUm,L,z = C E Heﬂin/m,L+z,

n=0

where m divides k (henceforth m | k). We set Spike;, to be the collection of all
such spike measures in M; over L € G(1,2), z € C, and m | k.

Theorem 1.5 (Huovinen kernel). Fiz Q(z) = z¥/|z[*~!, where z € C\ {0} and k
is odd, and s € (0,2). For a measure p with D, s(z) < 0o p-almost every z € C,
the property (SLA) holds if and only if

(1) s =1 and p satisfies lim, o a,.0.1(B(2,7)) = 0 for p-almost every z € C,
where
Siq = {v € Spikey : z € supp(v)}.

(2) s€(0,2)\ {1} and p has zero density, with Ss o = {the zero measure}.

This result is applied in our paper [5], Theorem 1.7, to give a necessary and
sufficient geometric condition on a measure p for the Huovinen transform to exist
in principal value, assuming the operator is bounded in L?(p), thereby answering
a problem which arose in [6]. It is important in this application that the only
symmetric points of a measure v € Spike; are points on the support. The case of
Theorem 1.5 for s € (1,2) is actually a special case of our next result.

Theorem 1.6 (Codimension smaller than one). Fiz s € (d — 1,d). Suppose that
the function x +— Q(x)|z|* is real analytic for some integer k, and the principal
value distribution Q(-)/| - |*T1 has non-vanishing Fourier transform on S~! (see
Section 4.3). For a measure p with D, s(x) < oo p-almost every x € RY, the
property (SLA) holds if and only if p has zero density.

Simple examples show that the non-vanishing condition on the Fourier trans-
form cannot be relaxed, see Remark 4.9.

Since small local action is a necessary condition for principal value, we observe
that Theorem 1.6 provides a substantial generalization of the aforementioned result
of [14] for operators of co-dimension smaller than one.

Corollary 1.7. Fiz s € (d — 1,d) and suppose ) satisfies the assumptions of
Theorem 1.6. If u is a Borel measure satisfying that D, s(x) € (0,00) p-almost
every x € R, and the principal value integral associated to K (x) = Q(z)/|z|**!
exists p-almost everywhere, then p is the zero measure.

Acknowledgement. We would like to thank the anonymous referee for a careful
reading of the paper.
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2. Preliminaries and notation

We begin by listing recurring notation throughout the text.

2.1.

2.2.

2.3.

Sets and functions

For # € R? and r > 0, B(x,r) denotes the open ball centered at x with
radius 7.

S?=! denotes the unit sphere in R?.

For aset E C RY, we denote by Lipy(E) the collection of Lipschitz continuous
functions supported in a compact subset of E, and Cy(F) denotes the set of
continuous functions compactly supported in the interior of E.

For a function f defined on an open set U C R%, define

[f(z) — f(w)|
| fllLipy = sup .
z,y€U, x#y |:C - y|
In the case U = R?, we write || f||Lip instead of || f||Lip(ra)-

Let a € R? and r > 0. We define the affine map T, ,: R — R? by T, .(y) =
(y—a)/r.

We define the class of functions 7, , as follows:
Faog ={f: f € Lipg(B(2,4r)), | fllLip < 1/r}.

We denote by S(RY) the Schwartz class functions in R?, and by &’(R9) the
set of tempered distributions.

Constants
Throughout the paper we shall be considering a fixed Lipschitz continuous,
one homogeneous, odd kernel (2.

By C > 0 we denote a constant that may change from line to line. All
constants in the paper can depend on d, s, the Lipschitz norm of €2, and the
(2| oo (ga-1y Without mention.

The symbol A < B will mean that there exists a constant C' > 0 such that
A< CB.

Measures

By a measure, we shall always mean a non-negative, locally finite, Borel
measure.

The Lebesgue measure in R? is denoted by m,4. The volume element dmg(x)
is often denoted by dzx.

We denote by H* the s-dimensional Hausdorff measure in R%.
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e We denote by supp(u) the closed support of the measure p; that is,
supp(p) = R?\ {UB : B is an open ball with pu(B) = 0}.

e With M, we denote the set of measures with s-power growth:

My =A{v:v(B(x,r)) <7, for every z € RY 7 > 0}.

o For i a Borel measure, T: R? — R? a Borel measurable map, we define the
push-forward measure Ty as Ty u(A) = u(T~1(A)) for a Borel set A C R4,

e We say that a set I' is n-rectifiable if there exist Lipschitz maps f;: A; C
R™ - R?, j =1,2,... such that

H”(F\ Ej fj(Aj)> =0.
j=1

2.4. Weak convergence

We say that a sequence of measures u; converges weakly to a measure p if

lim fdu, :/ fdu, for every f € Co(R?).
j—0 JRd R

We shall employ the following simple compactness result.

Lemma 2.1 ([9], Chapter 1). If p; is a sequence of measures such that, for every
R >0,
sup 115 (B(0, R)) < oo,
J

then there is a subsequence of the measures that converges weakly to a Borel mea-
sure fi.

2.5. Basic remarks
The following three remarks will be regularly used throughout the paper.
Remark 2.2. For f € F, ,, and y € B(x,4r), y # z, then |f(y)| = |f(y) — f(z +

4T‘z:£‘)| < % Ar =4, 50 || flloo < 4.

Remark 2.3. Suppose v is a measure, and € a kernel. Notice that if z € S(Q,v),
then for a function ¢: R — R that is Lipschitz continuous with [} |¢|dr < oo
and [ [Q(z — y)[[¢(|z — y[)| dv(y) < oo, we have

[ o=t —shae) == [ [ 0wy vy ir=o

Remark 2.4 (Scaling of the a-numbers). If z € RY 7 > 0, and fi = v~ (T, ) g pt.
Then (using the homogeneity of Q) we have

au0,s(B(,7)) = aga,s(B(0,1)).
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Lemma 2.5. Fiz p € M;. If n € N satisfies 0 < n < s, then u(T') = 0 for any
n-rectifiable set I'.

Proof. Since p satisfies the growth condition we have that u(A) < CH?®(A) for any
A C R? (see [9], Theorem 6.9.). Now recalling that H*(f(A)) = 0 for any Lipschitz
map f: A C R® — RY (see [9], Theorem 7.5) and that H* < H"™, we achieve the
result. O

3. Proof of Theorem 1.4

In this section we present the proof of Theorem 1.4.
Firstly, we present a key lemma which shows the relation between the trans-
portation coefficients and the weak convergence of measures.

Lemma 3.1. Fiz x € R%. Let {1} en be a sequence of measures that converges
weakly to an Q-symmetric measure v € 87 . Then for any r > 0,

lim a; 0,s(B(z,7)) = 0.

]*)OO
Proof. Without loss of generality, we may suppose that x = 0 and r = 1 (Re-
mark 2.4). Certainly A := sup; | Jga gpduj| < o0.

Fix ¢ > 0. Since the space Fy 1 is a relatively compact subset of Cy(B(0,4)),
we can find a finite e-net f1,..., fn € Fo,1 for some n € N (i.e., mingeqy,. ny [|f —
fslleo < € for every f € Fo1).

Set ¢j := ¢,; - Then by definition, if fRd pdv =0, then ¢; = 0 for every j € N,
while if [p,@dv # 0, then ¢; = [papdu;/ [pa pdv — 1 as j — oo. Either way,
there exists jo such that for every j > jo

max
Be{l,...,n}

fapd(p; _Cj’/)‘ <e
Rd
Let f € Fo1. With 8 € {1,...,n} such that || f — f3|lec <€, write

| [ peds—cm| <] [ (7= gyedin - e +] [ faedins -,

Rd Rd R4
so, for sufficiently large 7,
‘ fgod(,uj—cjl/)’§2(/\+1)5.
Rd

Finally,

f@d(m‘ - C/L,VV) < 2(A + 1)5,

fod(p — cu,w’)' < sup ,
R

f€Fo,1

inf  sup

I/ES:,Q fe]-'o,l R4

and the lemma is proved. O
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Now we proceed with the proof of the theorem which uses the machinery of
tangent measures introduced by Preiss [13], and then used in relation to singular
integrals by Mattila [8] and Vihtila [21].

Proof of Theorem 1.4. Assume first that the property (SL£A) holds. We can ex-
d o0
press R® as (J,_, Fi, except for a set of y-measure zero, where

F, = {xéRd:W < k for every r < %}
Fix one of these sets Fy, with u(Fy) > 0. Using Egoroff’s theorem, we decompose F,
(except for a p-measure zero set) into a countable union of Borel sets in which for
every n € N the convergence L+ [0, Q(z —y)n Un |z —y|/r) du(y) — 0 as r — 0
is uniform. We examine at any such set E C Fj, with u(E) > 0.

Pick ag to be a density point of E(= ENFy,) (so u(B(ag,r) N E)/u(B(ag,r))—1
as r — 0). We claim that a0 s(B(ao,7)) — 0 as r — 0. Suppose not. Then there
exists a sequence {r;};>1 of positive numbers and § > 0 such that lim; r; = 0 and
au0,s(B(ag,r;)) > § for every j € N.

We claim that for every 7,

(3.1) /Rd @(%) du(z) > %57";.

To see this, we put ¢ = (| - —al/r;). First recall that if f € Fy,,r;, then || f]loc < 4
(Remark 2.2). Now let v be any measure in S, and choose f € Fy,,; with

|ff¢d<“+;w”>| > §. Then

x| [ ot < [ wSE e S [ var <0l [ van

as required.
Our next step is to form the scaled measures

L Tao#j#“
W= ks
J

Then (3.1) becomes [, pdpu; > 3&8k Since ag € F}, we certainly have

sgpw:sgp%<oo for any R > 0.

Passing to a subsequence if necessary, we may assume that j; converges weakly to

some Borel measure v. We shall show that v € SS’Q.
First observe that v is a non-zero measure, in fact, (3.1) ensures that

5
d
/Rd‘p Y 5egh
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Now, since ag is a density point of E C F}, we have that, for any fixed M > 0,

(3.2) i ABlao, Mr)\(E N Fy))

=0.

Consequently, if « € supp(v) and p > 0, then

(Tag,r;#:11)(B(, p)) o UBlao + 75, pry))

B < liminf =1
) 0 <v(Blr.p)) < lminf == imin 3hr
(3.2) i inf u(E N F, 0 Blao + 1w, prj))
j—o0 33167“;

In particular, E N Fj, N B(ag + rjz, pr;) is non-empty for all sufficiently large j.
Thus we may select a sequence a; € I/ C Fj, such that
(3.4) ;= R N,
rj
Consequently, if p’ > p, then appealing to (3.3),
r B s ! B P
v(B(z,p)) <limin f( ao.r, #14) (B (@5, 1)) = lim inf 7M( (a5, 7))
j—o0 35]97"‘; J—0o0 3Skr‘;

/s
<2
<5
where it is used that p'r; < 1/k if j is sufficiently large. Therefore v(B(x,p)) <
p°/3° for any x € supp(v) and p > 0. This readily implies that v(B(z,7)) < r°
for every z € R and r > 0 (i.e., v € My). Indeed, if v(B(z,7)) = 0 then there
is nothing to prove. Otherwise pick 2z’ € supp(v) N B(z,r), then v(B(z,r)) <
v(B(z',3r)) < (3r)*/3% = r®, as required.

Our next goal is to show that v is a symmetric measure. Fix & € supp(v)
and x; as in (3.4). Then for p > 0 and n € N,

e —u)n'! ( p ) pq“ = /Rd, e —y)n" ( ]p ) ps]+1
! v (= 25N Ao 4 (Y)
j—00 39kr / Qw; —y)n ( P ) potl

= lim
. aj ly —ajly\ duly)
=1 (9] 29 J 1/n J =0
oo 35K /Rd ( r; ) ( prj ) petirs ’

where we used the fact that a; € E in the final equality. As xp(,,,)(y) is the

Rd

pointwise limit of the sequence 7'/™(|z — y|/p) as n — oo, we infer that

dv(y)
Qx—y =0, forevery p>0,
L. ew-vTs 0

ie, x € S(Q,v). Since x was chosen to be any point on supp(r) we have that
v € 8. The same calculation, with a; = ap and z; = = 0 for every j, shows
that 0 € S(€,v). We have verified that v € 8279. Consequently, Lemma 3.1 yields
that lim; o ay; 0,5(B(0,1)) = 0. However, by assumption ;o s(5B(0,1)) > 36%
for every j. This contradiction concludes the proof of this direction of the theorem.
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Now we proceed with the ‘if” statement of the theorem. Fix 7 € (0,1), n™ € T,
and £ > 0. By assumption, there exists a positive number r € (0,1) such that for
every r < 19, oyu,0,s(B(x, 7)) < eT. Hence for every r < ry we can find a symmetric
measure v in 87 such that

lz —yl\ dlp — cuwv)(y) .
R e

Insofar as x € S(,v), [pa Uz —y)n (lx_yl)dz/(y) =0, so

- (5t 240

(g (L) Al

=[ ).

_ ’/Rdﬁ(x—y)nT(lm_y|)<p(|y_£|) d(p —T::i,luV)(y)‘ <,

r r

where it has been used in the final inequality that the function y +— %Q(m —y)

nT(lxr;yl) is < -Lipschitz. Letting ¢ — 0 we conclude that (SLA) holds. This
finishes the proof of Theorem 1.4. O

4. Examining the class S; o for particular choices of kernel 2

We begin with a simple lemma.

Lemma 4.1. Suppose Q: RZ\ {0} — R%\ {0} is a continuous one-homogeneous
kernel. Fiz a measure v, v € S(Q,v) \ supp(v) and d = dist(z,supp(v)).

Then the set B(x,d) N supp(v) contains at least 2 points.

Proof. Without loss of generality, we take z = 0. For the sake of deriving a con-
tradiction, suppose that there exists xo € R? such that B(0,d) N supp(r) = {xo}.

Since 2 is continuous and does not vanish on R%\ {0}, there exists a component j
and a positive number § such that [Q;(w)| > 1[Q;(z0)| > 0 for every w € B(zy, ).
Because supp(v) is closed, there exists € € (0, d) such that

supp(v) N B(0,d +¢) C B(xo,9).
Then

But this is impossible, since 0 € S(£,v). O
The lemma immediately yields the following useful corollary.

Corollary 4.2. Let Q: R?\ {0} — R\ {0} be a continuous one-homogeneous
kernel. If v = HfL for an s-plane L, then S(Q,v) = L.
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4.1. The Riesz kernel

In view of Theorem 1.4, Theorem 1.2 is an immediate consequence of the following
description of S; o with Q(z) = .

Proposition 4.3. Suppose that Q(x) = x is the Riesz kernel. Then

S0 {veM;:v= c-HfL,L an affine s-plane,c > 0}, if s € Z,
= {the zero measure}, if s & 7.

Moreover, if v € S5 q, then S(Q,v) = supp(v).

Proof. Let v € S5 be non-zero. From Proposition 4.7 in [7] we see that® if supp(v)
is not contained in an |s]-plane, then for any € > 0, we have that

. v(B(zo,R))
Am e = %%

for some z¢ € supp(r). But if € < |s] + 1 — s, then this estimate contradicts the
growth assumption

(4.1) v(B(z,r)) <r°® for every z € R and r > 0
when r is large.

On the other hand, if supp(r) C L for some |s|-plane L, then Proposition 4.7
of [7] states that either v = c’HleJ or supp(v) is (| s| — 1)-rectifiable. But (4.1) also
implies that v(I") = 0 for every (|s| — 1)-rectifiable set I' (Lemma 2.5), and also,
if s ¢ Z, then v(L) = 0 for any |s]-plane L (Lemma 2.5 again). The description

of the set S, o is complete.
The second conclusion follows immediately from Corollary 4.2. O

4.2. The Huovinen kernel

In his thesis, P. Huovinen [4] developed tools to understand the symmetric mea-
sures associated to kernels of the form

Sk

Q:C\{0} > C\ {0}, Q()=——

|Z|k71 ’

where k is odd. First of all, we present the classification of such measures, due to
Huovinen [4], see Theorem 3.26 in [4].
Theorem 4.4. If v is a non-zero Q-symmetric measure, then one of the following
is satisfied:

(A) v= CH‘lL for some line L and ¢ > 0.

(B) There exist a line L, a € C\ {0}, and ¢,d > 0 such that

_ 1 1
v=c Y Hiieimg T4 D, Hiriza:

j=—c0 j=—c0

5The paper [7] uses a weaker notion called p-symmetry. That every symmetric measure is
p-symmetric follows immediately from Remark 2.3.
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(C) There exist M depending only on Q and 5 <m < M, z € C, a € [0,27) and

positive numbers co, ..., Cm_1 Such that
m—1
v=>Y cH'[A],
j=0
where

ANy={yeC:y= @+ te?mi/mte) e R

(D) There exist 0 < a < 27 and b > 0 such that

2 00
supp(v) = U U {lyeC:y=0b-1- eilat2im/34m/2) | yoilat2in/3) ¢ o R}.
j=01=—00

(E) v is a discrete measure.

(F) dv = Pdmsy for some polynomial P: R? — R (recall here that my is the two
dimensional Lebesgque measure).

Here we revisit some of the arguments of [4] to derive the following precise
result, from which (recalling Theorem 1.4), Theorem 1.5 is an immediate conse-
quence.

Theorem 4.5. A measure v € Ss.q if and only if v € My and
e s=1, and v is of the form
(1) v = cH| L for some line L and ¢ > 0, or
(2) there exists an odd integer n that divides k such that 3 <n <k, x € C,
a € [0,27) and ¢ > 0 such that
n—1
v = cZHl |A;, where Aj ={y € C:y=ux+te!(™/m+) ¢ ¢ R}
j=0

Moreover, in either case (1) or (2), S(Q,v) = supp(v).
e s € (0,2)\ {1}, and v = the zero measure.

Proof. We consider a non-zero symmetric measure v taking each of the forms
(A)—(F) from Theorem 4.4 in turn.

It is clear that any measure of the form (A) is symmetric, and from Corollary 4.2
we infer that S(€,v) = supp(v) for any such planar measure v.

Any non-zero measure v of the form (B) cannot belong to M for any s € (0, 2),
since v(B(0, R)) is of the order R? for large R.

Now assume that v is of the form (C). Without loss of generality, we may assume
that 2 = a = 0 in (C), so there exists M depending only on Q and 5 < m < M,
and positive numbers cq, . .., ¢,,_1 such that

m—1
v= Z ciH?! [A), where A ={yecC:y= te?mii/m ¢ RY}.
3=0
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FIGURE 1. The set-up to further analyze the form (C) measures.

We shall prove that m is even. Let zy € supp(v) N A;-. After a rotation and
dilation, we may assume that zyg = 1. Let 6 be the angle formed by A; and A;- 41
and c;_1 and cj41 the weights associated to A;_l, and A;+1, respectively.

We denote by d = dist(1,A}_;) = dist(1,A},;) and vs = B(1,d) N A§ for
s=j—1,7+ 1. (See Figure 1.) Note that d < 1 as m > 5. Note also that v;_1

and vj4; are of the form:
Vi1 = cosfe, Vi1 = cosfe ™ with 6 € (0,7/2).

Provided that d 4+ < 1, the oddness of {2 ensures that the integral

/ Qy — 1) duly) = ¢; / Qy — 1) dH (y) =0,
B(1,d+8)NA) (1—(d+8),1+(d+6))

and so since (2 is continuous, we have that

1
0= lim / Qy —1)dv(y)
00 v(B(L,d+6) N (A UA, 1)) Jpa,ars)na UAS ) )

j+1

. Cj—1
= lim J

Qy — 1) dH (y
00 (cj—1 + ¢j41)H (B(L,d 4+ 0) N A ) /3(1,d+5)m;. ( )1 ()

-1

. Cj+1
+ lim £hs / Qly — 1) dH' (y
B (et F e BL A+ N1 A ) Joarsyn,, 0~ W)
1

= (c;i 1 Qi1 —1 i1 Qi — 1)),
o1+ Gt (cj—1 Qvj—1 )+ ¢jr1 Qv )

Hence we have achieved that

(4.2) cj—1(cos e —1)F 4 ¢ (cosfe™ — 1)F = 0.
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Solving this, we find that ¢;_1 = c¢j41 and that (cos 0e?? — 1)/|cosfe?® — 1| =
e™/2k with | odd. Once more, solving for @, we obtain® that 6 = mp/k, with p
integer. But p needs to be odd, since otherwise, %7 = 1 for every j and it would
follow that, for any r > 0,

/ Q(y)du(y)chj_l/ tdH( _%Z i1 >0,
B(0,r) =1 j=1

and 0 € supp(r) would not be a symmetric point. Moreover, we also know that
m = 2n/ (np/k) = 2k/p € Z and, since p and k are both odd, we infer that m is
even. Set n = m/2, then n = k/p, so n is an odd integer that divides k. We have
that n > 3 since m = 2n > 5. Now, the fact that ¢;_1 = ¢j41 for every j ensures

that
v=a Y H' N +bY H'A
J even 7 odd
for some positive a and b. Since 0 € S(€,v), we notice that

TLT2

(1.3 L, 0@ ) =" @ =0,

and so a = b. Therefore v is of the form (2).
It remains to prove that S(,v) = supp(v) for a measure v of the form (2).
For that purpose we introduce

n—1 n—1
A= U Aj = Uy eC:y=te@D/2n 4 e RY,
=0

i.e., the union of the bisectors of the support of the measure.

Using Lemma 4.1, we deduce that the possible symmetric points that lie out-
side supp(v) must belong to A. Consequently, we readily have that supp(v) C
5(Q,v) C supp(r) U A. Now we prove that indeed, S(,v) = supp(v). Assume
1eS(Q,v)n A for some j. Let v = 7/(2n) be the angle formed by A and Aj.

Mimicking our previous reasoning, we obtain that

% (Qw-1)+Q@w-1)) =0,
where w = cosye~". Consequently, as before, v = mq/k, with ¢ an odd integer.
But then n = 2¢/k is even, which it isn’t. So supp(v) = S(,v).

On the other hand, arguing as in Example 3.27 of [4], one readily can see that
any measure v of the form (2) is symmetric.

Next, suppose v is a non-zero symmetric measure of the form (D). We wish to
conclude that necessarily v is not in M; for s € (0,2). Our analysis will repeat
the ideas used for type (C) measures. Notice that the support of v is the boundary
of a tiling of the plane C with equilateral triangles, and consists of vertex points
with six segments emanating from each vertex point. See Figure 2.

S0bserve that sinf = cos7l/2k, and so 6 = w(k — 1)/2k, which takes the required form since
k — [ is even.
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FIGURE 2. The support of a type (D) measure.

From Lemma 3.12 in [4] we infer that |y = cAHa on each such line segment A,
with cy > 0. Now consider a vertex point z and label the six segments through z
as Aq,...,Ag. Fix a segment A; and consider the symmetry property at a point x
on a segment Aj, j € {1,...,6}, with x close to z (see Figure 2). Repeating the
argument leading to (4.2) (with z replacing 1, z replacing 0, and d = dist(z, A;_1 U
Aji1), see Figure 1), we obtain that cy,,, = ca,_,. Consequently, there are only
two possibilities for the weights ¢, and for small 7 > 0, we have

V|B(zr) = Z €1 H}\jﬁB(z,r)—f— Z CQH/l\jﬂB(z,r)

j odd, j even,

1<5<6 1<j<6
for some c1, co > 0. However, we may then consider the symmetric property at the
vertex point z at some small radius r > 0. Then we repeat the calculation in (4.3)
(with 0 replaced by z) to get that ¢; = c2, 80 cA, = cp, = -+ = ca,. Whence, by
a connectivity argument, we find a > 0 such that ¢y, = a for any segment A in the
tiling, and v = a?—llle, where

2
o— { U G (yeC:y=b-1- pilat2jm/3+m/2) +tei(a+2j7r/3)’t c R}}.

7=0l=—00

Consequently, v(B(0, R)) is of the order R? for large R and therefore cannot lie
in My for any s € (0, 2).

Certainly discrete measures (type (E)), and measures absolutely continuous
with respect to mg whose density is a non-zero polynomial (type (F)), cannot lie
in My for s € (0,2).

We conclude that if s = 1 then S; o consists of type (A) and type (C) measures,
and the set of symmetric points of such a measure is equal to the support, and if
s € (0,2)\1, then Ss o consists of the zero measure. O
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4.3. Operators of co-dimension less than one

Given an odd one-homogeneous kernel Q € L'(S?~!), we consider the principal
value distribution K (z) = Q(z)/|z|4"!, which acts on a Schwartz class function
¢ € S(RY), by

PV. | K(z)¢(r)dr = lim K(z)[p(z) —¢(O)]d$—|—/ K(x)p(x)dx.

Re =20 B0.)\B(0:2) B(0.1)°
The following classical result may be found in Stein-Weiss [15], Theorem 4.7.

Theorem 4.6. The Fourier transform m = K of the principal value distribution K
is a function that is homogeneous of degree zero, i.e., m(x) = m(z/|x|) for x # 0.
Moreover

s x x
== [, s ) + o | o] a7
m(x) /sd—l (w) 5 581 2] w ) + log 2] wl| dH" H(w)
for x # 0, where sgn denotes the signum function.

In our situation, we will be assuming €2 is a smooth function, in which case m
is smooth on R%\ {0}, see e.g. Proposition 2.4.8 of [3].

In view of Theorem 1.4, Theorem 1.6 follows from the following result.
Theorem 4.7. Suppose that ) is an odd, one homogeneous kernel satisfying
(1) there exists k € N such that x — Q(x)|z|* is real analytic in RY,

(2) m(€) # 0 for all € € S¥=1, where m is the Fourier transform of the principal
value distribution associated to Q.

Fixse(d—1,d). If p € S5, then p=0.

Proof of Theorem 4.7. For t > 0 consider the function
futla) = [ oy Qg duly), @ € R
R4

Since p is Q-symmetric, we may use Remark 2.3 to find that supp(p) C {f. =0}
for any t > 0. Consider the following alternative:

1. fu+=0in R? for every ¢t > 0, or

2. there exists some to > 0 such that f,;, # 0.

Suppose first that f,, ;, # 0 for some to. Then since f,, 4, is real analytic on R,
we have that for every x € R?, there is some multi-index o = (a1, aa, . . ., ag), with
a; € Zy such that D*f,, 4, (x) # 0. For multi-indices «, 5 we write a < 8 to mean
a; < Bj for every j € {1,...,d} but there is some j € {1,...,d} with o;; < 5;. We
write

supp(pe) C [ ()0 ) {z € R : D[y, () # 0}

« multi-index

= U {x € R Df, 4 (x) #0,DP f, 4 (x) =0 for every B < a}.

« multi-index
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The implicit function theorem ensures that each set in the union on the right hand
side is locally contained in a smooth (d — 1)-surface. This contradicts the growth
of p € M, (cf. Lemma 2.5). We can therefore assume that f, ; = 0 for every ¢t > 0.

We shall first regularize the measure y. Set g(x) = [pa @(z —y)du(y), where ¢
is a smooth non-zero non-negative compactly supported function (such as the func-
tion ¢ introduced in the introduction). Now define, for a Borel set A,

ne(A) = [ [ olla = sl) duto) dmata) = | (o) dmata).

There exists C' > 0 (depending on ¢) such that for every = € R9,

(4.4) pe(B(x,r)) = / gdmg < Cmin(r®,r?) for any r > 0.
B(z,r)
Consequently, for « € (s, d),
1 1
(4.5) sup / = duc(y) = sup / = 9(y)dy < Cy.
vere Jra [T — ] ceRd JRa [T — Y|

Besides, ju. satisfies that f,. ; = 0 on R? for every t > 0. Hence, if a € (s,d), then

dt

> 2 p—y|?
/ t’“*““/ |z — y|F Qz — y)e " =7l dpe(y)
0 R4

Qx — o dt
= / (.r ay+)1 [/ t(x+k+1€_t2_ duc =0 in R¢.
Rra | — Yl 0 t

So we obtain that

Qz —y) o d
———=dp. =0 R®.
/Rd o —yprt o

Since ||Vgllr~ < 1, we have

Q( _y) 1
/wy<1 ’W lo(y) = g(”“")]‘ LS /|y|<1 Gt s L

Consequently,

Qz —y) Qz —y)
/:cy<1 |z — y|d+1 l9(y) — g(z)] dy + /wy>1 [FErEE g(y) dy
= lim M —a(x Q(:C - y)
= lim (/lmqu o —g[ot] [9(y) —g(x)] dy +/“,>1 T[T 9(y) dy>
(4.6) = aliﬁf;lf » %g(y) dy=0 inR%

where it was used that € is odd in the third equality.

Choose 1 € S(R?) satisfying 7 = 1 on B(0,1), > 0 in R? and 7) = 0 outside
B(0,2). For s > 0, define 7,, by 1,. = 7(-/3). Fix & # 0. Since m is smooth
(see for example Propostion 2.4.8 in [3]) and does not vanish on S¢~1, we find a
component m; of m and s > 0 for which m;(§) # 0 for every ¢ € B(§,22) and

0 ¢ B(&,2x).



SMALL LOCAL ACTION OF SINGULAR INTEGRALS 19

Fix ¢ = F17,.(- — &) (so that 0 ¢ supp(@)). For £ € (0,1), set

G.(a) = [ i Auty) 2

|z
Then we may write

_ Q(z —y) Qz —y)
Ce(@) _/5<|xy|<1[Aw( )= Av() |z — yldt e /Imy|>1Aw(y) |z — y|dH -

The second integral here is bounded in absolute value by a constant multiple of

|A%]|11(ray. On the other hand, the function y — [Ay(y) — Al/)(x)]lz (;If’z)l is
1 (

bounded by a constant multiple of 1/|z —y which is locally integrable with re-
spect to Lebesgue measure), so the first integral appearing in G () is also bounded,
and moreover, as ¢ — 0%, G. converges uniformly to the function

Claim 4.8. We claim that

1

|Ge(z)| S T a2 for every x € R and ¢ € (0,1/2).

(4.7)

Assuming the claim we complete the proof of the theorem.

1. We first prove that G * g = 0 in R%.
For this we want to use (4.6). From the decay estimate (4.7) and the fact that ¢
is bounded, we appeal to the dominated convergence theorem to yield that

G(z —y)g(y) dy = lim G(ﬂc— y) 9(y) dy.

R4 e—0

But now, using (4.4) to justify applying Fubini’s theorem,

lim [ Ge(z —y)g(y)dy

e—0 R4

Fubini ;. Qj(z—y—2)
= lim Arp(z) P 9(y) dydz
{(y,2)ERIXR:e<|z—y—2|<1}

Qj xr—Yy—2z
+ // Av)(z) |m£y7—yz|d+2 g(y) dydz

{(y,2) ERIXRE: |z —y—2z|>1}

215 odd /Rd AY(2) [/ L_yd_dﬁ [9(y) = 9(= = 2)] dy| d=

z—y—=z|<1 |I -y

Qj Xr — —Z .
* Rd M}(z)[/ (%Wg(y)dy dz =0,

r—y—z|>1 |$ -y

and so G x g =0 in R%.
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2. The next step is to apply Theorem 4.6 to show that G = mm in S’(R9).
This will in particular show that G € S(R) (0 ¢ supp({p\)).

To verify this formula, fix f € S(R?). The decay estimate (4.7) (recalling that
g € L>®(R%)) certainly ensures that we may apply the dominated convergence
theorem to yield

i — i 7 Qj(z —y)
g G(z)f(z) dz = lim » f(x){/x_y% Aw(y)mdy de.
For any € > 0,
j Q; ~
/Rf’ /w y\>e J(x |d+2d dm_/y|>5 IyI(EJrz (Bo(=)* ) dy

Notice that Ay (—-)x* fz T(Aw - f). So if we denote h = @ - f, then by applying
Theorem 4.6, we obtain

p.v. [ Gy dy = [ my(0) 000 ) .
Rd
Consequently G = mjAw € S'(R%), as claimed.

3. We next show that the support of g is contained in {0}.
To this end, note that we can express G as

é(f) = bl N.(& - &)m;(€), for some b e C.

Hence G(€) # 0 in B(&,t). Let ¢ € (0, 5/2) and consider the function F € S(R?)

given by
F\ _ ﬁs(é_ 60) .
G(8)

Since

1
1G] g(x /|G~T— ) g( )dyN/Rdeuc(y)ﬁl,

we achieve that [|F|*(|G|xg)](x) < oo for every . Thus (FxG)xg = Fx(Gxg) =0
in R%. But considering that F x G = F~1(7.(- — &)), we obtain [F~1(7j.(- — &))] *
g = 0. So we deduce that § vanishes in the ball B(£y,€). Since & is arbitrary,
supp(g) C {0}.

4. We now complete the proof of the theorem by showing that p is the zero
measure. Since supp(g) C {0}, we have that

He = Pmy,

for some polynomial P. If the polynomial is non-zero, there is a constant ¢ > 0
such that for all sufficiently large R, u.(B(0,R)) > cR% But due to the power
growth, p.(B(0,R)) < R?® for large R > 0. Hence P = 0. This then implies
that p., and therefore y, is the zero measure. The theorem is proved. O
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We now return to supply the proof of Claim 4.8.

Proof of Claim 4.8. The observations in the paragraph prior to the statement of
Claim 4.8 ensure that G, is bounded, so we may assume that || > 1. We write

G = [ vt —pa(M)
) Ap(z —y) [1 - 77(4@';' z) )} &52 dy=1+1II.
Put K;(z) = Q;(x)/|z|*"1. Notice that
(4.8) ﬁ(%)}(j(y) is supported in B(z, |z|/2).

Therefore, the support of the integrand in I does not intersect {|y| < e} and so we
may integrate by parts to obtain

n=[[ e[ se] o]

But for y € B(x, |x|/2), we have that

A=) 650] | 5

and so

4(y — ) 1 1
|

| [ ve=n)a, [ﬁ(T)Kj(y)] dy| < vl S mam

To deal with the term 77, notice first that y — 1 —7(4(y — «)/|z|) is supported
in RY\ B(x,|x|/4), so we may write

[ B0t = 1= ()
)

- ’ /B<0,w/4>\B<o,s) Ay(@=y) [1 - ﬁ(zl(ﬂ%ﬂ Kj(y) dy’

~(Ay — )
i ’ /]Rd'\(B(O,lml/él)uB(ac,x/zl)) Buvle =) [1 B ﬁ(%)} K;i(y) dy‘

=T+1I.
Now, since 1 € S(R?), we have that

Ch
[Ap(z —y)| + [VAP(z —y)| < ——

lz —y[™’
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for every n € N. Consider now I. Recalling (4.8) we write

I= ’/ Ayip(z —y) K;(y) dy’
B(0,|z|/4)\B(0,¢)

N ’ /B(O |z|/4) \B(O €) [Ayw(m B ) yw( )] dy’

C
/ sup  [VAP(z —z)|dy S —.
B(0,|z|/4) |y| ' 2eB(0,)el/4) |

Regarding 17, we notice that |K;(y)| < 1/]z|* on the domain of integration. Con-
sequently, if n > d, then

—~ 1 1 Ch
fﬁw/ ey WS
LI S|z —y|>|zl/a 12— Y

Putting n = d + 3 yields the claimed estimate (4.7). O

Remark 4.9. We make note that the Fourier condition in the theorem is sharp:
let d =2 and s € (1,2). We consider the kernel €:

Qz) =z for = (w1, 72) € R

It is clear that the Fourier transform of the associated Principal Value distribution
vanishes on {¢ = (&1,&) € R? : & = 0}. We form the measure pu = mj x ch ,
where C' C R is a set with H*~1(C) > 0 and H*"1(C N (x —r,x + 1)) < r57t
for every x € R and r > 0 (this can be accomplished with a standard Cantor set
construction). Then g has power growth (i.e., u(B(z,r)) < r® for every r > 0,
x € RY) and p is Q-symmetric.

A. From principal value integral to small local action

In this section, we prove that the property (SLA) is a necessary condition for the
almost everywhere existence of the principal value integral.

Proposition A.1. Let p be a measure satisfying Euﬁs(:c) < 0o for p-almost every
x € R, If the principal value integral

Qz —y)

lim 7|m—y|3+1

e—0

dp(y),

lz—y|>e
exists for u-almost everywhere x € R? then p satisfies the property (SLA).

Proof. We assume that D, 5(0) < oo, and the principal value integral exists at 0,
and will verify that for every ¢ € Lip,([0,00)) (a Lipschitz continuous function
supported in a compact subset of [0, c0)),

_— 1y _
m /B(M Q(y)w(7) dp(y) =0,
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from which the result follows. There exists k& € N such that p(B(0,7))/r® < k
for every r < 1/k. Fix ,0 € (0,1/2). Appealing to the existence of the principal
value integral, we choose Ry € (0,1/k) such that for any r,re2 € (0, Rg) we have
that

I

Fix r € (0, Ry). Set r; = (1 —¢)r, j > 0. Our goal is to estimate

’ /B o ?(fl) du(y)

which, by the triangle inequality, is no greater than

S (s+1) L )
‘ Z ] /Tj+1<|y|<r' Q(y)(rsﬂ |Z‘/|S+1) 4u(y)

Jj= J

. ’Z J(9+1)/T §z|£y+)1 du(y)‘ =T +1I.

j+1<|yl<r; ly

)

Regarding I, by estimating the derivative of the function y — 1/|y|®, we observe
that

s Ty
I<eZ epio+D) / 12s)] 25 du(y)
ri+1<|y|<r; Ti1

B HBOINBO.r311) o BOSD o

rs ~
For IT we apply (A.1) to each of the integrals in the sum to infer that 17 < §/e.
Therefore ) 5
Y
duly)| S ek + -,
'/B(O,T) rstl 5

whence lim, rs% fB(O,r) Qy)du(y) = 0.
Finally, since a function ¢ € Lipy([0,00)) is compactly supported and abso-
lutely continuous, we may write

/Rd ?s(ﬂ)w('?ﬂ) du(y) = _/OOO W(t)[/B(OM) ?8%/1) du(y)| dt.

Since 1" is bounded with compact support, we infer that

rhi%/Rd, ?ifd}('i{') dp(y) =0,

as required. O
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