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Abstract  

Efficient  electrical  doping  of  organic  semiconductors  relies  on  identifying  appropriate  molecular  dopants  that  
are   capable   of   ionizing   semiconductor  molecules  with   a   high   yield,   thereby   creating  mobile   charges.  We  
explore  the  suitability  of  two  different  material  parameters  to  predict  ion  pair  formation  for  different  sets  of  
semiconductor-­‐dopant  combinations:  (i)  redox-­‐potentials  measured  by  cyclic  voltammetry  in  solution  and  (ii)  
ionization  energy  (IE)  /  electron  affinity  (EA)  measured  on  thin  films  by  ultraviolet  /   inverse  photoelectron  
spectroscopy.  Our  study  suggests,  at  least  for  molecular  semiconductors  and  dopants,  that  redox-­‐potentials  
are  better  suited  to  identify  matching  material  pairs  and  their  ion  pair  formation  yield  than  IE/EA  values.  This  
is  ascribed  to  the  dependence  of  IE/EA  values  on  molecular  orientation  and  film  structure  on  and  above  the  
meso-­‐scale.  In  contrast,  cyclic  voltammetry  measurements,  although  performed  on  solution  rather  than  on  
thin  films,  capture  dopant-­‐semiconductor  energy  levels  on  the  molecular  scale,  which  is  more  relevant  for  
doping  even  in  the  case  of  solid  thin  films.    

  

Introduction  

Doping   is   a   key   technological   method   to   control   the   charge   carrier   density   and   Fermi   level   position   in  
semiconductors.   For   organic   semiconductors,   the   use   of   strong  molecular   electron   donors   (acceptors)   as  
dopants  for  n-­‐type  (p-­‐type)  doping  has  emerged  as  suitable  approach,1–10  often  termed  “electrical  doping”.  In  
analogy   to   doping   of   classical   inorganic   semiconductors,   the   dopant   molecules   should   become   ionized,  
creating  excess  charges  of  opposite  sign  in  the  semiconductor  host.  This  process  requires  an  adequate  energy  
alignment  of  the  respective  frontier  molecular  orbital  levels  to  facilitate  the  formation  of  dopant-­‐host  ion  pairs  
(IPAs).  To  select  proper  dopant/host  pairs,  part  of   the  research  community  relies  on  comparing   ionization  
energy  (IE)  and  electron  affinity  (EA)  values  measured  via  ultraviolet  and  inverse  photoelectron  spectroscopy  
(UPS  and  IPES)  on  thin  solid  films.2–4,6–9  For  instance,  in  the  case  of  p-­‐type  doping,  the  EA  of  the  dopant  should  
be  higher  than  the  IE  of  the  host  for  IPA  formation.  Since  IE/EA  values  determined  by  UPS/IPES  represent  the  
respective  energies  of   charged   species   in   a  matrix  of  neutral  molecules,   this   approach   should  predict   the  
stability  of  charges  in  the  host  and  ionized  dopants  at  large  distance  from  each  other,  with  negligible  Coulomb  
attraction  between  them  –  i.e.  the  energy  required  to  form  mobile  charges.  Alternatively,  redox-­‐potentials  
measured  via  cyclic  voltammetry  (CV)  are  also  used  for  material  selection.10  One  reservation  for  using  CV  data  
might  be  related  to  the  notion  that  parameters  determined  in  solution  are  not  readily  relevant  for  the  solid,  
and  the   fact   that  solvent  polarity  and  electrostatic  effects  of  electrolytes  can   influence  the  measurement.  
Indeed,   there   are   notable   differences   in   the   material   properties   that   are   captured   by   UPS/IPES   and   CV  
experiments,  and  the  reliability  of  either  data  set  for  selecting  dopant/host  pairs  is  still  an  unresolved  issue,  
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as  both  approaches  have  limitations.11–15  One  issue  of  using  solid  state  IE/EA  was  recently  demonstrated  by  
computational   work,   where   it   was   shown   that   the   EA   of   a   dopant   molecule   in   a   host   semiconductor  
environment  can  differ  by  up  to  1  eV  from  the  EA  of  the  pure  dopant  crystal  as  a  result  of   intermolecular  
electrostatic  interactions.16  From  their  results,  the  authors  concluded  that  comparing  IE/EA  of  the  pure  phases  
of  host  and  dopant   is   insufficient   to  predict   IPA   formation  yield  of   the  host/dopant  system,  as   they   find  a  
tendency  of  systematically  underestimating  the  IEhost  –  EAdopant  difference  (for  p-­‐doping)  in  this  way.  However,  
such  computational  approaches  are  quite  involved  and  time-­‐consuming,  especially  when  large  variations  of  
specific   host   environments   have   to   be   sampled.   In   contrast,   the   aim   of   the   present   study   is   to   examine  
experimentally  the  practicality  of  redox-­‐potentials  measured  via  CV  in  solution  in  comparison  to  IE/EA  values  
measured  via  UPS/IPES  on  thin  films  to  predict  the  yield  of  IPA  formation.  At  this  point  it  has  to  be  noted  that  
this  investigation  focuses  entirely  on  the  ionization  efficiency,  which  is  the  yield  of  ionized  host  molecules  per  
number  of  dopant  molecules.  Doping  efficiency,  on  the  other  hand,  is  generally  used  to  describe  the  yield  of  
generated  mobile  charge  carriers  per  number  of  dopant  molecules. It   is  generally  observed  that  ionization  
usually  proceeds  with  high  efficiency  (up  to  100%  if  host/dopant  pairs  are  chosen  adequately),  whereas  the  
yield  of  mobile  charge  carriers  is  much  lower  (on  the  order  of  10%)  for  the  typically  high  dopant-­‐concentrations  
used   with   organic   semiconductors   (several   mol%),   in   part   at   least   due   to   above-­‐mentioned   Coulomb  
interactions  between  dopant  ions  and  host  ions.17–19 
For   clarity,  we  briefly   revisit   both  experimental   techniques   and   compare   the  differences   in   the  measured  
values.  In  principle,  both  techniques  measure  the  difference  in  total  energy  of  a  molecule  between  the  N-­‐  
electron  ground  state  and  the  (N±1)-­‐electron  ionized  state;  however,  there  are  fundamental  differences  in  the  
involved   ionization  processes.   In  UPS,   the   IE   is  measured  at   the  surface  of  a  molecular  solid   (thin   film)  by  
irradiating  the  sample  with  photons  and  analyzing  the  kinetic  energy  of  the  emitted  photoelectrons.20  In  IPES,  
the   EA   is  measured   in   the   essentially   time-­‐reversed   process   of   UPS,  where   the   sample   is   irradiated  with  
electrons  and  the  emitted  photons  are  analyzed.21  The  measured  IE  (EA)  corresponds  to  that  of  a  nearly  fully  
relaxed  positive   (negative)  polaron.  When  a  molecule  embedded   in   the   solid  becomes   ionized,   it   induces  
electronic  polarization  in  the  surrounding  material,  which  screens  the  charge  and,  therefore,  stabilizes  the  
system,  which  is  associated  with  an  energy  on  the  order  of  1.0-­‐1.5  eV.22–24  Furthermore,  reorganization  of  the  
nuclei  of   the   ionized  molecule   (ca.  100  meV)  and   lattice  relaxation  of  neighboring  molecules   (ca.  10  meV)  
occur.  Due  to  timescale  considerations,  it  is  generally  acknowledged  that  UPS  (IPES)  captures  the  electronic  
polarization  but  not  intra-­‐  and  inter-­‐molecular  reorganization,  and  thus  the  IE  (EA)  is  over-­‐  (under-­‐)  estimated  
by  up  to  100  meV.24  However,  since  UPS/IPES  measure  IE  and  EA  at  the  surface  of  the  solid,  the  polarization  
may  differ  from  inside  the  bulk,  and  particularly  surface  dipoles  (originating  from  the  mutual  arrangement  of  
intramolecular  dipoles)  contribute  to  the  measured  values.25  More  importantly,  for  molecular  and  polymeric  
solids  that  are  not  perfectly  amorphous,  IE  and  EA  values  depend  strongly  on  the  orientation  of  molecules  
with  respect  to  the  surface.  Collective  electrostatic  effects  of  the  charge  density  distribution,  including  charge-­‐
permanent  quadrupole  and  higher-­‐multipole  interactions,  substantially  modify  the  energy  landscape,  from  
molecular  to  macroscopic  length  scales.26–29  In  turn,  depending  on  sample  structure,  IE  and  EA  values  for  one  
material  can  differ  by  over  500  meV.  Including  these  solid  state  effects,  the  IE/EA  of  a  molecular  thin  film  can  
be  written  as  

𝐼𝐸"#$% = 𝐼𝐸()* − 𝑃- −𝑊-          and          𝐸𝐴"#$% = 𝐸𝐴()* + 𝑃1 +𝑊1.   (1)  

Here,  𝐼𝐸()*/𝐸𝐴()*  is  the  IE/EA  of  the  isolated  molecules  in  the  gas  phase,  𝑃±  the  polarization  energy,  which  
always  has  a  positive  value  (in  general  𝑃- ≠ 𝑃1),  and  𝑊±  (with  positive  or  negative  sign)  includes  orientation-­‐
dependent  electrostatic  effects  and;  in  case  of  crystalline  materials,  also  eventual  dispersion  of  electron  bands  
derived   from   the   highest   occupied   molecular   orbital   (HOMO)   or   lowest   unoccupied   molecular   orbital  
(LUMO).29  

In  CV,  the  oxidation/reduction  potential  (Eox/Ered)  of  an  analyte  solution  (usually  in  non-­‐aqueous  solvents)  is  
measured  by  cyclically  sweeping  a  potential  between  a  working  electrode  and  a  reference  electrode  immersed  
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in   the   solution,  while  measuring   the   current   response.30  Commonly,   the  potential   of   any   redox-­‐process   is  
measured  as  half-­‐wave  potential  E1/2  (the  average  between  the  peak  potentials  of  forward  and  return  potential  
sweep),  which  is  a  good  estimate  of  the  formal  potential  for  reversible  one-­‐electron  processes.  However,  since  
the  potential  is  determined  with  respect  to  a  reference  electrode,  the  potential  is  only  a  relative  measure  of  
the   ionization   potential   /   electron   affinity   in   solution.   Reported   potentials   are   typically   referenced   to   a  
standard   measured   under   the   same   experimental   conditions,   often   the   ferrocene/ferrocenium   couple  
(Fc/Fc+),   since   it   has   a  well-­‐defined   redox-­‐process   and   is   stable   in  most   employed   solvents.31   To   calculate  
absolute  values  of  the  potentials,  the  potential  of  ferrocene  with  respect  to  the  vacuum  level  has  to  be  taken  
into  account,  which  has  been  variously  estimated  to  lie  between  -­‐4.8  eV  and  -­‐5.3  eV,  this  value  itself  usually  
relying  on  estimation  of  the  absolute  value  of  the  NHE  (H2/H+)  potential.32,33  Thus,  it  is  generally  preferable  to  
compare  relative  values  referenced  against  Fc/Fc+  than  to  report  absolute  values.  Similarly  to  the  polarization  
energy  in  a  thin  film,  which  takes  into  account   the  environment  of  the  charged  molecule  and  its  response,  
effects  of  solvent  and  electrolyte  on  the  oxidation/reduction  process  of  the  molecule  have  to  be  considered.  
In  analogy  to  equation  (1),  the  IE/EA  in  solution  can  be  related  to  the  IE/EA  in  gas  phase  by  

𝐼𝐸*4$ = 𝑒𝐸6/849 + 𝐶 = 𝐼𝐸()* − Δ𝐺*4$=-           and          𝐸𝐴*4$ = 𝑒𝐸6/8>?@ + 𝐶 = 𝐸𝐴()* + Δ𝐺*4$=1   ,             (2)  

where  𝑒  is  the  elementary  charge,  C  the  absolute  potential  of  the  used  standard  or  reference  electrode  in  the  
given   solvent,   and  Δ𝐺*4$=

±    the   total   change   in   free   energy   of   the   oxidant   and   reductant   upon   solvation.  
Influences  on  the  redox-­‐potentials  of  different  solvents  and  electrolytes  are  usually  on  the  order  of  several  10  
meV  for  typical  molecular  semiconductors  and  dopants,  but  can  also  reach  values  of  a  few  100  meV.31,34  The  
method  described  above  to  determine  the  redox-­‐potentials  is  valid  for  reversible  reactions.  When  the  redox-­‐
process  is  only  quasi-­‐reversible  or  even  irreversible,  the  thermodynamically  relevant  formal  potential  cannot  
be  reliably  estimated.  Determination  of   reliable  values   for  polymers   is  also   less  straightforward;33  solution  
voltammograms  can  be  complicated  by  slow  diffusion,  while  the  apparent  reversibility  of  that  of  films  can  be  
affected  by  relatively  slow  diffusion  of  charge-­‐compensating  electrolyte  ions  in  and  out  of  the  films.  

Although  empirical  linear  relationships  between  the  solid  state  IE  (EA)  and  the  oxidation  (reduction)  potential  
of  molecular  organic  semiconductors11–13,15  as  well  as  polymers35,36  have  been  reported,  there  is  considerable  
scatter   in  plots  of  oxidation   (reduction)  potential  vs.   IE   (EA).   Thus,   in   individual   cases,   especially   for  non-­‐
amorphous  materials,  values  can  deviate  by  several  100  meV  even  up  to  1  eV  from  the  assumed  relationship  
due  to  the  above  described  particularities  of  the  two  methods.  Additionally,  the  differences  between  Δ𝐺*4$=

±   
and  𝑃±  are  expected  to  strongly  dependent  on  the  size  and  shape  of,  as  well  as  charge  distribution  in,  the  ions.  
Thus,   the   deviations   seem   too   large   to   enable   accurate   prediction   of   IPA   formation   yield   for   individual  
host/dopant  systems.  

To   investigate  which  data-­‐set   is  more   reliable   for  predicting   the   ion  pair   formation   yield,  we   chose   three  
different  sets  of  host  –  dopant  combinations,  whose  chemical  structures  along  with  their  redox-­‐potentials  and  
solid  state  IE/EA  are  summarized  in  Figure  1.  Set  I  (Figure  1a)  consists  of  structurally  similar  molecules  as  donor  
host  –  acceptor  dopant  combinations  (i.e.,  p-­‐type  doping)  that  differ  in  their  Eox/IE  and  Ered/EA,  respectively.  
Structural  similarity  within  this  set  was  chosen  to  minimize  the  possible  influence  of  molecular  conformation  
variations.   Accordingly,   p-­‐dopants   were   increasingly   fluorinated   tetracyanoquinodimethane   derivatives  
(FxTCNQ).37,38  However,  FxTCNQs  are  known  to  also  form  ground-­‐state  charge  transfer  complexes  (CPXs)  with  
many  organic  semiconductors,  where  the   frontier  molecular  orbitals  overlap  and  give  rise   to  a  new  set  of  
hybrid  orbitals  of   the   complex.19,39   For   crystalline   charge   transfer   salts,   it   has  been   recognized   that   slight  
changes   in  structure  modify   the   local  electrostatic  potentials   inside  the  solid,  and  due  to   the  pronounced  
electron  correlation  in  molecule-­‐based  materials  this  influences  whether  integer  charge  is  transferred  or  only  
a  fraction.40  More  recently,  in  the  context  of  molecularly  doped  conjugated  polymers,  featuring  much  more  
structural  variability  than  crystalline  charge  transfer  salts,  evidence  for  both  charge  transfer  interactions,  i.e.,  
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IPA   and   CPX   formation   was   reported.41–43   For   the   same   system,   either   of   the   two   was   found,   delicately  
depending  on   the   relative  position  of   conjugated   segment  and  dopant.   Because  CPX   formation   results   in  
particularly  low  doping  efficiency19,  i.e.,  low  yield  of  mobile  charge  carriers  generated  per  dopant  molecule,  
thus  not  favorable  for  applications,  here  we  aim  selectively  at  IPA  cases  (i.e.,  integer  charge  transfer  between  
dopant  and  host).  We  chose  two  organic  semiconductors  with  a  twisted  three-­‐dimensional  structure:  N,N-­‐di-­‐
p-­‐methoxyphenylamine-­‐substituted  pyrene  derivatives  (Da  and  Db);  these  have  previously  been  used  as  hole-­‐
transport  materials  and  are  potentially  electron  donors  with  respect  to  the  FxTCNQs.44,45  We  assume  that  the  
arylamine  groups  lead  to  steric  hindrance,  prohibiting  an  overlap  of  the  frontier  orbitals  with   those  of  the  
dopants  and  thus  avoiding  the  formation  of  CPXs.  This  approach  is  justified  as  we  only  found  evidence  for  IPA  
formation  in  our  experiments  (vide  infra).  

Set  II  (Figure  1b)  consists  of  α-­‐sexithiophene  (6T)  and  its  more  soluble,  hexyl  side-­‐chain  substituted  derivative  
(DH6T)   as   donor   hosts   and   molybdenum   tris[1,2-­‐bis(trifluoromethyl)ethane-­‐1,2-­‐dithiolene]   [Mo(tfd)3]   as  
acceptor  dopant.  6T  and  DH6T,  previously  used  as  semiconductor  in  organic  field  effect  transistors  (OFETs),46–
48  are  known  to  adopt  either  a  lying  or  standing  orientation  in  thin  films  (monolayers  or  thin  multilayers)27,49  
depending  on  the  substrate  onto  which  they  are  deposited,  leading  to  a  difference  in  IE  of  600  meV.50  Mo(tfd)3  
is   used   as   a   very   potent   p-­‐dopant51,52   and   its   bulky  3D-­‐structure   is   likely   to   reduce   the   possibility   of   CPX  
formation.  

Set  III  (Figure  1c)  consists  of  perfluoropentacene  (PFP)  as  acceptor  host  and  cobaltocene  (CoCp2)  as  donor  
dopant  (i.e.,  n-­‐type  doping).  PFP,  used  as  n-­‐type  semiconductor  in  OFETs,53,54  is  known  to  adopt  orientations  
in  thin  films  similar  to  6T  and  DH6T,  and  standing  vs.  lying  orientation  result  in  a  difference  in  the  measured  
IE/EA   of   540/650   meV,   respectively.28,29   CoCp2   is   typically   used   as   a   reducing   agent   in   organometallic  
chemistry31  and  has  also  been  shown  to  act  as  n-­‐type  dopant  with  a  quite  low  IE  of  4.1  eV.55  

  

Experimental  

The   donors   1,3,6,8-­‐tetra[bis(p-­‐anisyl)amino]-­‐4,5,9,10-­‐tetramethoxypyrene   (Da),   1,3,6,8-­‐tetra[bis(p-­‐
anisyl)amino]pyrene  (Db)  and  the  p-­‐dopant  Mo(tfd)3  were  synthesized  as  described  elsewhere.56,57  The  FxTCNQ  
molecules  were  purchased  from  TCI  Europe  N.V.,  6T  and  CoCp2  from  Sigma  Aldrich  GmbH,  DH6T  from  H.C.  
Starck  GmbH,  and  PFP  from  Kanto  Denka  Kogyo  Co.  Ltd.  All  materials  were  used  without  further  purification.  
Stock   solutions   with   concentrations   of   around   1×10-­‐3  M  were   prepared   under   nitrogen   atmosphere   in   a  
glovebox  (<0.1  ppm  H2O,  <0.1  ppm  O2)  using  dry  and  degassed  solvents  (commercially  available  anhydrous  
solvents  were  further  degassed  via  three  freeze-­‐pump-­‐thaw  cycles),  unless  otherwise  stated.  For  set  I  and  set  
III,  solutions  were  prepared  using  dichloromethane  (DCM),  while  chlorobenzene  (CB)  was  used  for  set  II.  For  
the  optical  measurements  of  set  I  and  set  II,  100  µl  of  the  donor  stock  solution  were  mixed  with  an  appropriate  
amount  of  the  respective  acceptor  stock  solution  (molar  ratio  of  1:1)  and  then  filled  with  the  respective  solvent  
to  a  total  volume  of  300  µl.  In  this  way,  all  of  the  measured  mixtures  contained  the  same  concentration  of  
donor  /  acceptor  molecules;  therefore,  the  optical  spectra  can  be  compared  without  normalization.  For  set  III,  
saturated  PFP   solutions   (<  0.1  mM)  with  non-­‐dissolved  PFP   still   being  present  were  used  and  mixed  with  
(excess)  solutions  of  CoCp2  (see  SI  for  further  discussion).  Thin  films  for  set  I  were  prepared  via  drop-­‐casting  
on  solvent-­‐cleaned  and  UV-­‐ozone  treated  quartz  glass  substrates  from  (mixed)  solutions.  While  we  cannot  
formally  prove  that  molecular-­‐scale  mixing  in  thin  films  proceeds,  we  have  good  indications  from  scanning  
force  microscopy  (SFM)  that  films  based  on  Da  and  Db  mixed  with  the  FxTCNQs  do  mix  intimately  even  at  1:1  
molar   ratio,   as   no  morphological   differences   between   pure   semiconductor   films   and  mixed   films   can   be  
observed   (see   example   image   in   SI).   For   set   II,   thin   films   were   prepared   on   quartz   substrates   via   (co-­‐)  
evaporation  of  the  materials  (in  a  molar  ratio  of  1:1)  in  a  vacuum  system  with  a  base  pressure  of  3×10-­‐8  mbar  
using  evaporation  rates  of  around  0.3  Å  s-­‐1.  From  SFM  we  find  that  pure  Mo(tfd)3  grows  in  large  islands,  while  
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pure  6T  grows  in  more  homogeneous  films  with  grains  of  diameter  in  the  range  of  150  nm.  The  mixed  film  
shows  a  morphology  with  protruding  high  features,  and  smaller  grains  in  between  (see  SI).  This  indicates  that  
6T  and  Mo(tfd)3  do  mix  to  some  extent  (inducing  the  much  smaller  grain  size  of  low-­‐lying  features),  but  phase-­‐
separated  islands  of  Mo(tfd)3  may  coexist.  Thin  films  of  highly  doped  PFP  (set  III)  were  prepared  by  dipping  
vacuum-­‐deposited  thin  films  of  PFP  into  a  CoCp2  solution  or  sequentially  spin-­‐coating58  CoCp2  on  top  of  the  
PFP  films  (see  SI  for  further  discussion).  

Optical  absorption  spectroscopy  was  performed  using  a  Lambda  950  UV/Vis/NIR  spectrophotometer  (Perkin  
Elmer   Inc.).   The  optical  measurements  on   thin   films  were  performed  with   the   samples  mounted   in   small  
nitrogen  filled  boxes  with  two  quartz  glass  windows,  sealed  by  using  a  vinyl  gasket.  A  baseline  spectrum  of  the  
boxes  with  a  mounted  clean  quartz  glass  substrate  was  subtracted  from  the  spectra  before  further  analysis.  
For  the  optical  measurements  in  solution  quartz  glass  cuvettes  with  a  path  length  of  1  mm  were  used,  which  
were   sealed   under   nitrogen   atmosphere   using   a   Teflon   stopper.   For   some   spectra   (where   stated),   a  
background,  taking  into  account  Rayleigh  scattering  and  arbitrary  linear  background,  with  the  form  A  =  a  +  bE  
+  cE4  was  subtracted  before  analysis,  where  a,  b,  and  c  are  arbitrary  fitting  parameters,  A  is  the  absorbance,  
and  E  is  the  photon  energy.  

Cyclic  voltammetry  was  performed  using  a  PG310  USB  (HEKA  Elektronik)  potentiostat  interfaced  to  a  PC  with  
PotMaster  v2x43  (HEKA  Elektronik)  software  for  data  evaluation.  A  three-­‐electrode  configuration  was  used  
containing  a  non-­‐divided  cell  consisting  of  a  platinum  disc  (d  =  1  mm)  as  working  electrode,  a  platinum  plate  
as  counter-­‐electrode,  and  a  saturated  calomel  electrode  (SCE)  with  an  agar-­‐agar-­‐plug  in  a  Luggin  capillary  with  
a  diaphragm  as  reference  electrode.  Measurements  were  carried  out  in  1  mM  solutions  in  dichloromethane  
(HPLC-­‐grade,  dried  over  calcium  hydride  and  distilled)  containing  0.1  M  Bu4NPF6  using  a  scan  rate  of  dE/dt  =  1  
Vs-­‐1.  Oxygen  was   removed  by  argon  purging   (Argon  99.999%  ALPHAGAZTM  1  and  ALPHAGAZ  Purifier,  Air  
Liquide).  The  potentials  given  are  referenced  to  the  half-­‐wave  potential  of  the  ferrocene  redox-­‐couple  (Fc/Fc+),  
which  has  been  used  as  external  standard.  

UPS  measurements  were  performed  at  a  base  pressure  of  5×10-­‐10  mbar  using  the  HeI  photon  line  (21.22  eV)  
of   a   gas   discharge   lamp.   The   spectra   were   collected   in   normal   emission   using   a   SPECS   Phoibos   100  
hemispherical  electron  energy  analyzer  with  an  energy  resolution  of  150  meV.  For  the  determination  of  the  
work  function,  the  secondary  electron  cut-­‐off  (SECO)  was  measured  with  the  sample  biased  at  −10  V  to  clear  
the  analyzer  work  function.  The  onset  of  the  HOMO  and  also  the  SECO  were  determined  by  the  intersection  
of  a  horizontal  baseline  resembling  a  constant  background  and  a  line  fitted  to  the  linear  part  of  the  HOMO  or  
SECO,   respectively.   Samples   for   UPS  measurements   were   prepared   via   spin-­‐coating   (20   /   40   rps)   of   the  
respective  DCM  solutions  onto  solvent-­‐cleaned  and  UV-­‐ozone  treated  indium  tin  oxide  (ITO)  substrates  under  
inert  atmosphere.  

  

Results  and  Discussion  

In  Figure  1  the  redox-­‐potentials  (half-­‐wave  potentials  measured  by  CV)  and  the  solid-­‐state  IE/EA  (onsets  of  
energy  levels  measured  by  UPS/IPES)  of  the  investigated  materials  are  juxtaposed.  Redox-­‐potentials  for  set  I  
were  measured  by  CV  (see  Supplementary  Information  -­‐SI)  and  IE  for  the  donors  Dx  were  determined  by  UPS  
(see  SI),  while  IPES  values  were  taken  from  literature.59  The  energy  levels  for  set  II  &  set  III  were  taken  from  
literature.29,31,51,53,55,60–62   (Note:   IE  values  reported   for  6T61  and  DH6T62  were  maxima  of   the  HOMO-­‐related  
peak,  rather  than  onsets  of  ionization;  the  values  used  here  are,  however,  the  onset  values  and  thus  400-­‐500  
meV   lower   than   those   in   these   two   references).   The   values   of   the   redox-­‐potentials   are   consistent   with  
previously  reported  values63–66  (except  PFP,  where  no  literature  data  were  available),  whereas  UPS/IPES  data  
are  only  sparsely  available.  For  6T  several  other  IE  values  have  been  reported,  within  the  range  of  4.6  eV  to  
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5.3  eV,  but  the  molecular  orientation  was  not  reported  and  we  thus  assumed  polycrystalline  samples.67–70  In  
addition  to  the  literature  values  for  the  EA  of  PFP  thin  films  with  strict  standing  and  lying  orientation,  we  also  
provide  an  "intermediate"  EA  value.  Since  the  cause  for  the  orientation-­‐dependent  EA  of  PFP  is  the  surface  
electrostatic  potential   created  by   the   collective  effect  of   the  highly  polar  C-­‐F  bonds   in  ordered  molecular  
assemblies28,  the  EA  of  a  thin  film  with  random  molecular  orientation  is  expected  to  be  in  between  the  values  
obtained   for   standing   and   lying   orientation.   In   addition,   one  might   suppose   that   the   intermediate   value  
(representative  of  an  averaged  electrostatic  potential  in  the  molecular  proximity)  might  be  more  relevant  for  
charge   transfer  with   the  dopant.   Thus,   the   intermediate  EA   value  was  estimated   to  be  around  3.8  eV,   in  
analogy  to  the  values  reported  for  pentacene,  where  the  EA  in  lying  and  standing  orientation  is  2.35  eV  and  
3.14  eV,  respectively,  while  an  "intermediate"  value  of  the  EA  for  pentacene  deposited  on  a  rough  ITO  surface  
(thus  no  clear  knowledge  of  molecular  surface  orientation)  was  found  to  be  2.70  eV.29,71  

To  a  first  approximation,  the  energy  levels  –  IE  /  Eox  of  the  donor  and  EA  /  Ered  of  the  acceptor  –  can  be  used  to  
evaluate  if  IPA  formation  is  thermodynamically  feasible  or  not.  In  equilibrium,  IPA  formation  is  to  occur  with  
high  yield  when  EA  >  IE  or  Ered  >  Eox,  respectively,  while  it  should  occur  with  (very)  low  yield  when  EA  <  IE  or  
Ered  <  Eox.  In  the  case  of  EA  ≈  IE  or  Ered  ≈  Eox,  IPA  formation  can  proceed  with  intermediate  yield,  taking  into  
account  thermal  energy  at  room  temperature  of  around  25  meV.    

For  each  set  of  material  combinations,  both  data-­‐sets  predict  notably  different  yields  of  IPA  formation.  By  
comparing  the  redox-­‐potentials  of  set  I  (Figure  1a  -­‐  left),  one  would  expect  that  for  Da  integer  charge  transfer  
is  possible  with  all  FxTCNQs,  while  for  Db  IPA  formation  should  occur  only  with  F4TCNQ  and  F2TCNQ.  When  
comparing  IE  and  EA  values  (Figure  1a  -­‐  right),  IPA  formation  of  both  semiconductors  should  noticeably  occur  
only  with  F4TCNQ.  For  F1TCNQ  and  F2TCNQ,  IPA  formation  might  still  be  within  reach  for  Da,  considering  the  
small  IE/EA  difference  and  taking  into  account  the  polarization  energies  of  around  100  meV  not  captured  by  
UPS/IPES  (vide  supra)  and  by  D+..A–  Coulombic  interactions  that  can  stabilize  the  ion  pairs.  A  comparison  of  
the  IE/EA  values  of  set  II  (Figure  1b  -­‐  right)  shows  that,  although  there  is  a  difference  of  500/600  meV  between  
the  IE  in  lying  and  standing  configuration  of  DH6T/6T,  respectively,  all  IE  values  are  considerably  lower  than  
the  EA  of  Mo(tfd)3  and  thus  IPA  formation  for  DH6T/6T  and  Mo(tfd)3  should  be  well  possible.  However,  the  
reported  redox-­‐potentials  (Figure  1b  -­‐  left)  suggest  IPA  formation  to  be  energetically  unfavorable.  For  set  III,  
the  reported  redox-­‐potentials  (Figure  1c  -­‐  left)  suggest  integer  charge  transfer  between  PFP  and  CoCp2  to  be  
possible,  while  the  situation  of  IE/EA  values  (Figure  1c  -­‐  right)  is  more  intricate.  Here,  it  is  not  clear  which  of  
the  known  EA  values  for  standing/lying  orientation  in  films  should  be  given  preference  when  evaluating  the  
possibility  of  IPA  formation,  as  the  relative  position  of  PFP  and  dopant  molecules  on  the  nanoscale  is  a  priori  
unknown  or  may  vary  throughout  a  sample.  For  PFP  in  standing  configuration  the  EA  is  slightly  higher  than  the  
IE  of  CoCp2,  suggesting  that  IPA  could  proceed,  but  for  PFP  in  lying  configuration  the  EA  is  significantly  lower  
and   IPA   formation   is   expected   to   be   very   unlikely.   Even   when   using   the   intermediate   EA   for   PFP,   as  
approximation   for   random  molecular   orientation,   it   is   lower   than   the   reported   IE   of   CoCp2,   returning   an  
accordingly  low  expected  IPA  yield.  

To  assess  which  of  these  data-­‐sets  with  opposing  predictions  on  IPA  formation  yield  is  more  useful,  optical  
absorption   spectroscopy   measurements   were   performed,   both   on   solutions   and   thin   films   in   a   molar  
semiconductor/acceptor   ratio  of  1:1   (except   for  set   III  –  see  SI).  Since  neither   the  semiconductors  nor   the  
dopants  absorb  in  the  spectral  region  up  to  around  1.5  -­‐  2.0  eV,  respectively  (see  Figure  2-­‐4  and  Figure  S1),  
features  emerging  in  this  spectral  region  upon  mixing  can  reliably  be  assigned  to  ionized  semiconductor  and/or  
acceptor   molecules   by   comparison   with   reference   spectra   (see   SI)   and   thus   give   clear   evidence   for   IPA  
formation.19  The  results  of  these  measurements  are  summarized  in  Figures  2-­‐4.  

Following   the   Beer-­‐Lambert   law,   the   fraction   of   ionized  molecules   in   solution   can   be   obtained   from   the  
absorbance  of  the  optical  transitions  of  the  respective  species,  as  given  in  Table  1  for  set  I  and  in  Table  2  for  
set  II.  The  optical  spectra  from  solutions  of  set  I  (Figure  2a  and  2b)  show  that  for  nearly  half  of  the  material  
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pairs  just  a  fraction  of  molecules  undergoes  ionization,  in  line  with  a  thermodynamic  equilibrium  based  on  the  
energy  difference  ΔE  of  the  redox-­‐potentials  from  CV  in  Figure  1.  By  considering  the  equilibrium  relation  of  
single  integer  charge  transfer  D+ A ⇌ D- + A1  and  following  the  Nernst  equation,  the  percentage  of  ionized  
molecules  (P)  can  be  estimated  from  ΔE  taking  into  account  thermal  energy  at  room  temperature  (for  details  
see   SI).   As   can   be   seen   from   Table   1,   the   theoretically   estimated   percentages   (Ptheo)   exhibit   reasonable  
quantitative  agreement  with  the  ones  estimated  from  the  optical  spectra  (Pexp).  Differences  likely  arise  from  
the  influences  of  the  electrolyte  present  during  the  CV  measurements  and/or  weak  ion-­‐pairing  effects.  

The   situation   changes   when   turning   towards   the   solid   of   set   I.   While   in   solution   for   about   half   of   the  
semiconductor-­‐dopant  combinations  only  a  fraction  of  the  molecules  was  ionized,  the  optical  spectra  of  the  
thin  films  (Figure  2c  and  2d)  reveal  that  in  almost  every  solid  system  nearly  all  molecules  form  IPAs.  The  clear  
exception  is  Db:TCNQ,  where  only  about  1%  of  the  molecules  are  ionized  in  the  thin  film,  comparable  to  the  
amount   found   in   solution.   In   the   case  of  Db:F1TCNQ,   an  estimated  70%  of   the  molecules  undergo   charge  
transfer  in  the  solid,  which  is  still  much  higher  than  the  percentage  in  solution  (about  3%).  This  transition  from  
partial  to  (nearly)  complete  ionization  yield  was  observed  to  take  place  during  deposition  from  solution  (drop-­‐
casting),  where  the  color  of  the  respective  samples  changed  during  drying.  Consequently,  the  difference  in  IPA  
formation  yield  for  solution  versus  the  solid  is  to  be  sought  in  (small)  changes  of  the  effective  Eox  and  Ered  when  
changing  the  state  of  aggregation.  In  fact,   in  solution  Eox  of  Db  is  within  ca.  100  meV  of  Ered  of  F1TCNQ  and  
F2TCNQ,  so  that  already  small  stabilizing  effects  (e.g.,  polarization  or  charge  delocalization  beyond  the  initial  
ion  pair)  in  the  solid  as  compared  to  solution  would  suffice  to  invoke  the  observed  effect;  the  same  applies  for  
the  pair  Da:TCNQ.  Additionally,  possible  increased  planarization  of  the  arylamine  groups  in  the  solid  might  
lower   Eox   of   the   semiconductor  molecules   compared   to   the   solution,   making   IPA   with   all   dopants  more  
probable   in   thin   films.   Additional   supporting   experiments   for   set   I   were   carried   out   using   the   acceptor  
11,11,12,12-­‐tetracyano-­‐naphtho-­‐2,6-­‐quinodimethane   (TCNNQ)   and   its   fluorinated   analog   (F6TCNNQ).   The  
results  of  these  measurements  are  in  line  with  the  results  presented  for  the  FxTCNQs  and  are  further  discussed  
in  the  SI.  

For  set  II,  the  (background  corrected)  measured  spectra  summarized  in  Figure  3  reveal  only  a  tiny  fraction  of  
molecules  to  be  ionized.  In  solution,  optical  transitions  for  both  ionized  DH6T  and  ionized  Mo(tfd)3  can  be  
found  (labeled  A  and  B  in  Figure  3a,  respectively),  while  in  the  thin  film  only  a  transition  of  ionized  6T  is  visible  
(labeled  C  in  Figure  3b)  but  no  clear  signature  of  ionized  Mo(tfd)3.  The  latter  is  mostly  likely  due  to  the  weak  
molar  absorptivity  of  ionized  Mo(tfd)3  at  around  1.34  eV,  being  masked  by  noise  and  the  artefact  (marked  with  
X)  stemming  from  the  detector  change  at  1.44  eV  of  the  spectrometer.  From  these  absorption  spectra,  the  
fraction  of  molecules  that  have  undergone  electron  transfer  is  estimated  to  be  around  1%  for  DH6T:Mo(tfd)3  
in  solution  and  around  4%  for  6T:Mo(tfd)3  in  the  thin  film  (for  further  details  see  SI).  Thus,  both  in  solution  and  
thin  film  only  a  small  percentage  of  molecules  is  ionized.  This  is  in  line  with  the  percentage  of  ionized  molecules  
calculated  from  the  difference  in  redox-­‐potentials  (ca.  20%  for  DH6T  and  ca.  3%  for  6T),  keeping  in  mind  that  
the  reported  literature  values  were  measured  under  slightly  different  experimental  conditions.51,60  

The  experimental  conditions  used  to  measure  IPA  formation  yield  for  set  III  are  different  from  the  other  two  
sets,  since  in  this  case  it  was  not  possible  to  achieve  a  molar  1:1  mixing  ratio  in  solution  due  to  the  very  low  
solubility  of  PFP.  Here,  we  were  limited  to  investigate  whether  IPA  formation  is  generally  possible  by  exposing  
PFP  to  ample  amounts  of  CoCp2,  both  in  solution  and  thin  films  (see  experimental  section  and  SI  for  details),  
the  optical  spectra  of  which  are  summarized  in  Figure  4.  Upon  admixture  of  CoCp2  to  a  saturated  PFP  solution,  
the   optical   transitions   of   neutral   PFP   vanish   (labeled   C   Figure   4a),  while   a   feature   at   0.65   eV   (labeled   A)  
characteristic  of  ionized  PFP  emerges,  indicating  that  nearly  all  PFP  molecules  are  ionized.  In  the  case  of  a  PFP  
thin  film  dipped  into  a  CoCp2  solution  (Figure  4b  –  bottom),  the  signal  of  neutral  PFP  at  1.77  eV  vanishes  nearly  
completely,  while  the  feature  at  0.73  eV  assigned  to  ionized  PFP  emerges.  The  transition  appearing  at  2.96  eV  
(labeled  E)  might  be  assigned  to  the  CoCp2+  cation  by  comparison  with  reference  spectra  from  literature.63,72  
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However,  since  the  absorption  of  CoCp2+  is  relatively  weak72  and  that  of  PFP–  is  expected  to  be  much  stronger,  
the  peak  at  2.96  eV  could  also  be  a  higher  energy  transition  of  PFP–.  In  the  case  of  the  step-­‐wise  sequentially  
spin-­‐coating  of  CoCp2  on  top  of  a  PFP  thin  film  (Figure  4b  –  top),  the  optical  transitions  of  ionized  PFP  and  
CoCp2  appear  gradually,  while  at  the  same  time  the  feature  of  neutral  PFP  vanishes,  illustrating  the  possibility  
of  the  sequential  processing  method  to  control  the  mixing  or  doping  concentration  by  choosing  appropriate  
preparation  conditions.  Both,  the  spectra  of  solutions  and  thin  films  point  towards  very  efficient  IPA  formation,  
although  its  yield  cannot  not  be  quantified  based  on  the  present  experiments.  

The  results   from  set   I   show  that   IE  and  EA  values   from  UPS/IPES  do  not  allow  for  a   reliable  estimation  of  
whether  IPA  is  likely  to  occur  for  a  given  material  pair  (except  for  the  two  combinations  with  the  strongest  
acceptor  in  this  series,  F4TCNQ),  whereas  CV  data  provide  a  very  reasonable  prediction.  This  can  be  rationalized  
when  considering  that  the  FxTCNQs  employed  here  typically  form  polycrystalline  thin  films,  and  substantial  
effects  of  molecular  arrangement/orientation  on  IE/EA  values  are  expected  due  to  the  numerous  highly  polar  
intramolecular  bonds;  UPS/IPES  measurements  on  uniaxially  oriented  samples  are  not  available  to  date.  This  
experimental   shortcoming   can   be   seen   in   comparison   with   the   CV   data,   where   each   additional   fluorine  
substitution  lowers  Ered  by  roughly  100  mV,  which  is  not  the  case  for  the  solid  state  EA.  For  set  II,  the  UPS/IPES  
data  reveal  a  huge  energy  offset  between  the  EA  of  the  acceptor  and  the  IE  of  the  donors  in  favor  of  charge  
transfer,   while   CV   data   predict   the   process   to   be   energetically   unfavorable,   in   fact   in   agreement   with  
experiment.  Here,  even  the  knowledge  of  the  difference  in  IE  for  different  molecular  orientations  in  thin  films  
did  not  result  in  improved  estimates.  For  set  III,  the  energy  difference  in  redox-­‐potentials  suggests  a  high  IPA  
formation  yield  (98%)  for  PFP  with  CoCp2,  whereas  the  prediction  from  UPS/IPES  data  remains  ambiguous.  
Even  when  using  the  intermediate  EA  of  PFP,  IPA  formation  seems  energetically  unfavorable,  in  clear  contrast  
to  experiment.  Thus,  the  results  of  set  III  still  support  that  redox-­‐potentials  from  CV  are  more  useful  for  the  
predicting   IPA   formation   yield.   The   accuracy   of   CV-­‐based   redox-­‐potentials  might   be   further   enhanced   by  
applying  ultramicroelectrodes,  as  this  helps  reducing  effects  of  electrolytes,  and  enables  measurements  with  
nonpolar  solvents  and  in  the  solid.73,74  

  

Conclusion  

We  explored  the  practicality  of  two  different  material  parameters  to  predict  the  ion  pair  formation  yield  in  
molecular  doping,  namely  redox-­‐potentials  measured  by  CV  in  solution  versus  solid  state  IE/EA  obtained  by  
UPS/IPES  on  thin  films.  Three  different  sets  of  host-­‐dopant  material  pairs  were  investigated,  where  the  redox-­‐
potentials  and  the  IE/EA  data-­‐sets  predict  very  different  yields  of  ion  pair  formation.  We  find  that  in  solution,  
redox-­‐potentials   allow   predicting   the   fraction   of   neutral   and   ionized   molecules   as   expected   from  
thermodynamic  equilibrium  considerations.  In  thin  films,  solid  state  effects  apparently  change  the  effective  
Eox  and  Ered  compared  to  solution,  as  the  IPA  formation  yield  changes  compared  to  solution.  However,  for  the  
material  combinations  investigated  here,  CV  data  still  provide  a  useful  basis  to  estimate  the  IPA  formation  
yield  in  the  solid,  even  though  the  environment  and  polarization  of  ionized  molecules  in  solution  and  solid  is  
different.   In  contrast,   IE  and  EA  values   from  UPS/IPES  measurements   for   individual  materials   in   thin   films,  
where  the  structure  is  also  different  from  that  of  the  blend,  failed  to  serve  as  robust  parameters  to  adequately  
predict  IPA  formation  yield,  in  many  cases  even  qualitatively.  Overall,  our  results  suggest  that  CV  data  reveal  
characteristics  on  the  molecular  scale   that  are  relevant   for   IPA   formation   in  mixed  semiconductor-­‐dopant  
films,  whereas  IE/EA  data  include  surface  and  collective  electrostatic  sample  properties,  on  and  above  the  
meso-­‐scale,  that  do  not  readily  support  reliable  dopant  selection  for  a  given  organic  semiconductor.  This,  in  
fact,  is  not  unexpected  for  those  with  extensive  experience  in  the  respective  methods.  However,  the  use  of  
CV  and  UPS/IPES  as  fast  "service-­‐type"  methods  in  material  science  has  rapidly  increased  over  the  past  few  
years,  and  the  present  study  is  also  intended  to  raise  awareness  of  these  pertinent  issues.  The  molar  mixing  
ratio  of  1:1  employed  in  this  study  is,  however,  far  above  dopant  concentrations  of  a  few  mole-­‐percent  as  
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used  in  devices  (IPA  formation  yield  and  thus  doping  efficiencies  are  correlated  with  dopant  concentration19).  
Nonetheless,  the  current  findings  can  be  applied  for  application-­‐relevant  material  screening  as  they  provide  
useful  trends  of  the  IPA  formation  yield.  A  next  step  to  further  improve  the  understanding  of  molecular  doping  
and  its  application  in  organic  electronics  is  to  substantiate  the  relation  between  ionization  yield  and  doping  
efficiency,  which  is  yet  more  challenging.  
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Figures  and  Tables  

  

  

Figure  1.  Chemical  structures  (top)  and  energy  level  diagrams  deduced  from  CV  and  UPS/IPES  data  (bottom)  
of  the  used  materials.  a)  Set  I:  Donor  hosts  1,3,6,8-­‐tetra[bis(p-­‐anisyl)amino]-­‐4,5,9,10-­‐tetramethoxypyrene  (Da)  
/   1,3,6,8-­‐tetra[bis(p-­‐anisyl)amino]pyrene   (Db)   and   acceptor   dopants,   tetracyanoquinodimethane   and  
fluorinated  derivatives  (FxTCNQ).  Redox-­‐potentials  and  IE  were  measured  in  this  work,  EA  of  FxTCNQs  taken  
from  literature.59  b)  Set  II:  Donor  hosts  α-­‐sexithiophene  (6T)  /  α,ω-­‐dihexylsexithiophene    (DH6T)  and  acceptor  
dopant  molybdenum  tris[1,2-­‐bis(trifluoromethyl)ethane-­‐1,2-­‐dithiolene]  (Mo(tfd)3).  Energy  levels  were  taken  
from   literature.51,60–62   c)   Set   III:   Acceptor   host   perfluoropentacene   (PFP)   and   donor   dopant   cobaltocene  
(CoCp2).  Energy  levels  were  taken  from  literature29,31,53,55  and  the  intermediate  EA  for  PFP  (grey)  was  estimated  
by  comparison  of  the  EA  of  pentacene  in  different  orientations.29,71  
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Figure  2.  Optical  absorption  spectra  of  a)  Da:FxTCNQ  in  solution,  b)  Db:FxTCNQ  in  solution,  c)  Da:FxTCNQ  in  thin  
films,  and  d)  Db:FxTCNQ  in  thin  films.  For  clarity,  reference  spectra  of  the  pure  FxTCNQ  are  not  depicted  (they  
can  be  found  in  the  SI).  By  comparison  with  reference  spectra  (see  SI),  the  new  emerging  peaks  in  the  range  
of  0.5  to  2.0  eV  can  be  attributed  to  the  cation  features  of  Dx  (A),  the  anion  features  of  FxTCNQ  (B),  and  a  
superposition  of  both  (C).  The  solution  spectra  show  that  only  for  Da:F2TCNQ,  Da:F4TCNQ  and  Db:F4TCNQ  nearly  
all  molecules  are  ionized,  while  in  the  other  combinations  only  a  fraction  does.  In  thin  films  for  all  combinations  
(except  for  Db:TCNQ)  nearly  all  dopant  molecules  are  ionized.  For  combinations  with  low  ionization  yield,  the  
spectral   region   ca.   0.5   -­‐   2.0   eV   is   magnified   for   better   visibility   (dashed   lines).   For   thin   film   Db:TCNQ,   a  
background  was  subtracted  in  this  spectral  region  and  the  data  was  smoothened  because  of  the  small  signal-­‐
to-­‐noise  ratio  (grey  line).  

  

Table  1.  Theoretical  IPA  formation  percentage  (Ptheo)  as  function  of  the  difference  in  electrochemical  potential  
(ΔE)  in  comparison  with  measured  yield  of  ionized  molecules  in  solution  (Pexp).  Both  show  the  same  trend  and  
are  in  reasonable  quantitative  agreement.  

   ΔE  [mV]   Ptheo  [%]   Pexp  [%]  
   Da   Db   Da   Db   Da   Db  

TCNQ   -­‐22   -­‐246   39   0.8   20   0.5  
F1TCNQ   89   -­‐135   85   7   75   3  
F2TCNQ   197   -­‐27   98   37   100   18  
F4TCNQ   398   174   100   97   100   100  
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Figure   3.   Optical   absorption   spectra   of   a)   DH6T:Mo(tfd)3   in   solution,   and   b)   a   6T:Mo(tfd)3   thin   film.   A  
background  was  subtracted  in  the  spectral  region  of  ca.  0.5  to  1.5  eV  (see  experimental  section  for  details)  
and  magnified  for  better  visibility  (dashed  lines).  The  features  appearing  in  mixtures  are  assigned  to  ionized  
DH6T  (A),  ionized  Mo(tfd)3  (B),  and  ionized  6T  (C)  by  comparison  with  reference  spectra  (see  SI).  The  signal  at  
1.44   eV   (X)   is   an   artefact   from   detector-­‐change   during  measurement.   The   spectra   of   the  mixed  material  
samples  reveal  only  a  minute  fraction  of  molecules  being  ionized.  

  

Table  2.  Theoretical  IPA  formation  percentage  (Ptheo)  as  function  of  the  difference  in  electrochemical  potential  
(ΔE)  in  comparison  with  measured  yield  of  ionized  molecules  (Pexp),  for  DH6T  in  solution  (DH6Tsol)  and  6T  in  
thin  films  (6TTF).  

   ΔE  [mV]   Ptheo  [%]   Pexp  [%]  
   DH6T   6T   DH6T   6T   DH6Tsol   6TTF  
Mo(tfd)3   -­‐70   -­‐180   20   3   1   4  

  

  

  

Figure  4.  Optical  absorption  spectra  of  a)  PFP  mixed  with  (excess)  CoCp2,  and  b)  PFP  thin  films,  dipped  in  a  
CoCp2  solution  (bottom)  and  prepared  via  sequential  spin-­‐coating  (top).  In  a)  the  mixed  solution  of  the  red  
curve  contains  double  the  amount  of  CoCp2  than  the  one  of  the  orange  curve;  this  was  done  in  order  to  achieve  
and  visualize  higher  ionization  of  the  PFP  molecules.  The  optical  transitions  appearing  upon  mixing  in  solution  
are   assigned   to   ionized  PFP   (A  –   see   SI)   and  neutral   CoCp2   (D),  while   the   features  of  neutral   PFP   (C)   are  
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vanishing.  The  transitions  at  around  1.7  eV  (B)  belong  to  non-­‐dissolved  PFP  in  the  saturated  PFP  solutions  and  
are  not  changing  significantly  upon  mixing.  In  thin  films,  the  newly  appearing  feature  at  around  2.96  eV  (E)  
might  be  assigned  to  ionized  CoCp2  by  comparison  with  literature  spectra.63,72  (However,  the  peak  at  2.96  eV  
could   also   be   a   higher   energy   transition   of   PFP–   coincidently   at   the   same   position   as   CoCp2+   –   see   text).  
Although  the  IPA  formation  yield  cannot  be  quantified  here,  the  spectra  suggest  IPA  formation  of  PFP–:CoCp2+  
to  be  efficient.    
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