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Abstract 16 

Tropical waves have relatively large amplitudes in and near convective systems, attenuating 17 

as they propagate away from the area where they are generated due to the dissipative nature of the 18 

atmosphere. Traditionally, nonlocal analysis methods, such as those based on the Fourier transform, 19 

are applied to identify tropical waves. However, these methods have the potential to lead to the 20 

misidentification of local wavenumbers and spatial locations of local wave activities.    21 

To address this problem, we propose a new method for analyzing tropical waves, with 22 

particular focus placed on equatorial mixed Rossby-gravity (MRG) waves. The new tropical 23 

analysis method is based on the multi-dimensional ensemble empirical mode decomposition and 24 

a novel spectral representation based on spatiotemporally local wavenumber, frequency, and 25 

amplitude of waves. We first apply this new method to the analysis of synthetic data to demonstrate 26 

the advantages of the method in loyally revealing characteristics of MRG waves. We further apply 27 

This new methodthe method to reanalysis data (1) to identifyies and isolates the spatiotemporally 28 

heterogeneous MRG waves event by event, and (2) to quantifyies the spatial inhomogeneity of 29 

these waves in a wavenumber-frequency-energy diagram. In this way, we reveal the climatology 30 

of spatiotemporal inhomogeneity of MRG waves and summarize it in wavenumber-frequency 31 

domain: The Indian Ocean is dominated by MRG waves in the period range of 8-12 days; the 32 

western Pacific Ocean consists of almost equal energy distribution of MRG waves in the period 33 

ranges of 3-6 and 8-12 days, respectively; and the eastern tropical Pacific Ocean and the tropical 34 

Atlantic Ocean are dominated by MRG waves in the period range of 3-6 days. The zonal 35 

wavenumbers mostly fall within the band of 4-15, with Indian Ocean has larger portion of high 36 

wavenumber (smaller wavelength components) MRG waves.  37 

Through these results,By expositing the drawbacks of the Fourier transform-based spectral 38 

analysis widely used in tropical wave climatology analysis, we demonstrate the inability of Fourier 39 

spectral analysis to correctly project the energy of local waves onto the wavenumber-frequency 40 

domain. We then introduce a spatiotemporally local method, the multi-dimensional ensemble 41 

empirical mode decomposition, to identify local wave events and further quantify the 42 

spatiotemporal inhomogeneity of MRG waves. An analysis of synthetic data using this new 43 

approach demonstrates that the characteristics of MRG waves obtained by analyzing individual 44 

wave events are highly consistent with those in new marginal wavenumber-frequency spectra. 45 
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Finally, we apply this new approach to analyzing reanalysis data of the whole tropical zone, 46 

demonstrating its effectiveness and revealing the spatiotemporal inhomogeneity of MRG waves. 47 

  48 
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1. Introduction 49 

Latent heat release associated with the evolution of large-scale convective systems is the 50 

primary energy source that drives tropical weather and climate systems. Tropical waves play a 51 

significant role in redistributing this energy to non-convective regions and affect the formation and 52 

variability of many tropical phenomena, such as the planetary-scale Hadley/Walker circulations 53 

(e.g., Lindzen 1974; Hou and Lindzen 1992; Jin and Hoskins 1995) and synoptic-scale hurricanes 54 

(e.g., Avila and Pasch 1992; Frank and Roundy 2006; Dunkerton et al. 2008). These tropical waves 55 

are also often modulated by spatiotemporally larger-scale climate phenomena, such as El Niño and 56 

the Southern Oscillation (ENSO; e.g., Zhang et al. 1997; Kumar et al. 1999), Hadley circulation 57 

(e.g., Schneider and Lindzen 1977; Held and Hou 1980; Schneider 2006), quasi-biennial 58 

oscillation (e.g., Lindzen and Holton 1968; Baldwin et. al, 2001), and monsoons (e.g., Tao 1987; 59 

Webster and Yang 1992; Wang et al. 2005). The nonlinear interactions of tropical waves with 60 

other tropical weather/climate systems make it difficult to clearly identify and separate tropical 61 

waves, thus calling for more effective methods to quantify them.   62 

An important milestone in the study of tropical waves was the formal conceptualization of 63 

convectively-coupled equatorial waves (CCEWs; e.g., Wheeler and Kiladis 1999; Wheeler et al. 64 

2000; Yang et al. 2003; Kiladis et al. 2009; Ogrosky and Stechmann 2016). The seminal study of 65 

Matsuno (1966), using a shallow-water model, revealed many fundamental features of tropical 66 

free waves including wave propagation characteristics, the matching velocity, and geopotential 67 

patterns. Many theoretical characteristics of waves revealed by Matsuno (1966) were confirmed 68 

by later observations (e.g., Yanai and Maruyama 1966; Wallace and Kousky 1968; Pfister et al. 69 

1993; Tsuda et al. 1994; Wheeler and Kiladis 1999; Haertel and Kiladis 2004). Matusno’s work 70 

motivated the exploration of the physical origins of various tropical waves and many mechanisms 71 
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were proposed, including: wave-CISK (Conditional Instability of the Second Kind; Lindzen 1974; 72 

Chang and Lim 1988; Sui and Lau 1989), thermal origin (Matsuno 1966; Gill 1980; Mapes and 73 

Houze 1995; Wu et al. 2000a, 2000b, 2001; Wu 2003), gross moist stability (Neelin and Held 1987; 74 

Wang and Rui 1990; Emanuel et al. 1994; Raymond 2000; Haertel and Kiladis 2004; Raymond et 75 

al. 2009), and extratropical origin (Kiladis and Weickmann 1992a; Zhang and Webster 1992; 76 

Straub and Kiladis 2003). Indeed, some of these theories helped shape and develop the concept of 77 

CCEWs. 78 

Although the conceptualization of CCEWs provides a novel framework for understanding 79 

tropical waves, a quantitative definition of CCEWs has not yet been obtained. As expressed 80 

directly by the nomenclature of CCEWs, an important physical aspect of CCEWs is the coupling 81 

between tropical convective systems and tropical waves. Many observational studies (e.g., Houze 82 

and Betts 1981, Graham and Barnett 1987, Kiladis and Weickmann 1992b, Petersen and Rutledge 83 

2001; Matsui et al. 2015) have shown that tropical convective systems are not zonally 84 

homogeneous. Strong convective systems typically operate over the maritime continent, the 85 

Amazon region, and the tropical African region where surface temperatures are relatively higher 86 

compared to other regions of the tropical belt, with the exception of the annually migrating inter-87 

tropical convergence zone. From a physical perspective, the latent heat released in convective 88 

systems excites tropical waves and leads to either the suppression or enhancement of low-level 89 

moisture convergence at or near the convective region as the waves propagate away from the 90 

excited region. Due to the zonal asymmetry of structures and propagation speeds of different types 91 

of waves with respect to the convective region (e.g., eastward Kelvin waves versus westward 92 

Rossby waves), the wave-induced, low-level moisture convergence can also be asymmetric in the 93 

zonal direction, leading to zonal migration/propagation of the convective systems. The speed of 94 
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the migration/propagation of the convective system is tied closely to the low-level wave 95 

propagation speed (Lindzen 1974; Liu et al. 2019).  96 

Because the atmosphere is dissipative (with a widely accepted dissipation timescale of five to 97 

ten days), it is expected that slowly propagating waves such as mixed Rossby-gravity (MRG) 98 

waves (with a typical group velocity of 5 ms-1) can only be observed within a few thousand 99 

kilometers of the convective systemregion, leading to the formation of preferred wave activity 100 

regions. A combination of the observed locality of convective systems, the basic propagation 101 

characteristics of tropical waves, and the dissipative nature of a tropical atmosphere implies that 102 

tropical waves can be spatially local. 103 

Many traditional tropical wave analyses that use global spatial Fourier transform-based 104 

methods in characterizing tropical waves over the whole tropical belt inherit the hidden assumption 105 

of the Fourier transform itself—that the wavy structures (Fourier components) extend over the 106 

entire spatial domain of data. This hidden assumption contradicts the observed localization of 107 

large-scale convective systems, which serve as wave sources, a difference that can potentially lead 108 

to misinterpretation of wave characteristics, especially when focusing on the energy of waves of 109 

different wavenumbers and frequencies. This point can be demonstrated by inspecting the Fourier 110 

spectra of a highly local wave (mathematically represented by a delta-function of a longitude) and 111 

a white noise-like signals over the whole tropical belt. A conceptual example of this tendency 112 

toward misinterpretation would be Fourier spectrum analysis of a highly local wave 113 

(mathematically represented by a delta-function of a longitude),The Fourier spectra of both type 114 

of signals are flat over the zonal wavenumber domain.  which has the same flat spectrum as that 115 

of tropical belt spread, spontaneously generated white noise-like waves. If only the wave spectrum 116 

diagram is inspected, a local wave can easily be misinterpreted as waves occurring over the whole 117 
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tropical belt. And when further physical characteristics of tropical waves are inferred from such a 118 

wave spectrum, inaccurate interpretations could occur. It is in cases such as this that a method that 119 

can identify and separate local waves would be desirable. 120 

In this study, we introduce a newly developed spatiotemporally local analysis method—multi-121 

dimensional ensemble empirical mode decomposition (MEEMD; Wu et al. 2009)—for tropical 122 

wave analysis. MEEMD has previously been applied to understand climate variability and change 123 

in the case of the evolution of global surface warming (e.g. Ji et al. 2014), the ENSO phenomena 124 

(e.g. Feng et al. 2014), and quasi-biannual oscillation (e.g. Huang et al. 2012). Windowed Fourier 125 

transform and wavelet decomposition have also been used to analyze and capture the local 126 

characteristics of tropical waves (e.g., Meyers et al. 1993; Diedhiou et al. 1999; Whitcher et al. 127 

2000; Chane-Ming et al. 2010; Kikuchi and Wang 2010; Roundy 2012). However, previous studies 128 

have demonstrated that ensemble empirical mode decomposition (EEMD; Wu and Huang 2009), 129 

which is the core of MEEMD, has higher temporal locality than windowed Fourier transform and 130 

wavelet decompositions when they are used to decompose a time series (Wu et al. 2011). In 131 

addition, MEEMD is absolutely spatially local, with the decompositions of time series from 132 

neighboring grid points completely independent. Therefore, it is expected that MEEMD is better 133 

suited to capture the spatiotemporally local characteristics of tropical waves. 134 

This paper is arranged as follows: Section 2 explains the drawbacks of Fourier spectral 135 

representation in analyzing tropical waves and introduces MEEMD. Section 3 presents analysis of 136 

mixed Rossby-gravity (MRG) waves using MEEMD. It is noted that the MRG waves isolated and 137 

analyzed are not exclusively convectively coupled waves in convective region; rather, they may 138 

be a mix of convectively coupled waves and free waves. In a non-convective region, they are free 139 
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waves.  A comparison of our results with previous results is also included. Section 4 details 140 

implications of the new tropical wave analysis method in understanding tropical waves.  141 

 142 

 143 

2.  The MEEMD method and the marginal wavenumber-frequency spectrum 144 

The excitation and propagation of the tropical atmosphere approximately follows linear 145 

dynamics (Matsuno 1966; Gill 1980; Wu et al. 2000a). An important summary on the 146 

characteristics of tropical waves is the dispersion relationship that relates wavenumber, wave 147 

frequency, and equivalent depth, with the latter while also characterizing the propagation speed 148 

and meridional scale. Thus, an improved determination of wavenumber and wave frequency can 149 

lead to improved quantification of meridional scale. As mentioned earlier, the locality of tropical 150 

waves in the spatiotemporal domain, partially due to the dissipative nature of the tropical 151 

atmosphere, increases the difficulty in accurately determining local wavenumber and wave 152 

frequency. The use of MEEMD for tropical wave analysis alleviates this problem. 153 

2.1 Potential misinterpretation of tropical wave characteristics by Fourier spectrum analysis 154 

Fourier transform and Fourier spectral analyses are known as global data domain analysis 155 

methods and have been widely applied in tropical wave analysis (Yanai et al. 1968; Maruyama 156 

1969, 1991; Wallace and Chang 1969; Wallace 1971; Takayabu and Nitta 1993; Takayabu 1994a, 157 

1994b; Wheeler and Kiladis 1999; Wheeler et al. 2000; Kiladis et al. 2009) and in the theoretical 158 

understanding of tropical waves (Lindzen 1974; Lindzen and Tsay 1975; Straus and Lindzen 2000). 159 

While most previous theoretical studies do not distinguish between local and global 160 

wavenumber/frequency, the wavenumber/frequency in these studies should be considered local or 161 



9 
 

tropical belt-averaged since the excited wave cannot survive in the far field and long term due to 162 

the dissipative atmosphere. The mismatch between the global domain Fourier transform-based 163 

analysis and a theoretically local approach of tropical waves can lead to misinterpretations of 164 

tropical wave diagnoses.  165 

To illustrate this point, we look at two synthetic wave fields: one comprised of 166 

spatiotemporally homogeneous waves mimicking free waves in a non-dissipative tropical 167 

atmosphere and the other spatiotemporally local waves mimicking waves existing only in the 168 

neighborhoods of their excitation, taking into account that the atmosphere is dissipative. In the 169 

first case, the detailed waveform is given by 170 
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[Eq. (11.42) of Holton (2004)]: 173 
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in which eh  is the equivalent depth and   the meridional derivative of Coriolis parameter at the 175 

Equator. Eastward propagating wave (in phase velocity sense) ( 0jk  ) corresponds to positive 176 

root and westward propagating wave corresponds to negative root. An example of wave fields with 177 

a specified equivalent depth of 50 m and specified zonal wavenumbers of 8, 12, and 16 178 

(corresponding to wave periods of about 5, 6, and 8 days) is plotted in Fig. 1a. The Fourier 179 

spectrum of these synthetic waves captures the correct spectra of the waves, with concentrated 180 
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wave energy located at the specified wavenumber and wave frequency pairs corresponding to the 181 

specified MRG wave dispersion relationship line, as illustrated in Fig. 1b.  182 

As is already known, MRG waves have small group velocities of a few meters per second. 183 

Since convective systems are spatially local and sporadic in temporal domain, spatiotemporally 184 

local wave fields are expected. With this in mind, we include the effect of a dissipative atmosphere 185 

in constructing our second example of wave fields by adding an amplitude modulation function 186 

but without modifying wave carriers, mathematically expressed below: 187 
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where  txAj ,  is a spatiotemporally slower varying function (compared to the wave period and 189 

wave length of the carriers of waves), with their values specified as: 190 
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where x is longitude (degree) and t time (day). The second synthetic wave field is comprised of 194 

spatiotemporally local waves as displayed in Fig. 1c, of which two wave packets are specified in 195 
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each of three individual longitudinal zones. In Eq. 4, the selection of particular parameters that 196 

shape the wave field does not change the general spectral characteristics of the wave field as long 197 

as the wave field contains spatiotemporal local wave packets.  198 

When two-dimensional Fourier spectral analysis is applied to this wave field, the wave energy 199 

is no longer projected mainly onto the correct locations of wavenumber and wave frequency pairs. 200 

When the spatiotemporal wave energy distribution is interpreted physically, it implies that these 201 

MRG waves are associated with a broad band of equivalent depth based on wave dispersion 202 

relationship, which is a misinterpretation of the dynamical features of the original waves.  203 

This drawback of applying Fourier spectral analysis to identifying and separating particular 204 

types of tropical waves can be understood using a trigonometric function formula, i.e., 205 

              txKktxKktkxtKx   cos
2

1
cos

2

1
coscos , (5) 206 

where  tKx cos  is an amplitude modulation function, with K and Ω significantly smaller than 207 

k and ω, respectively. Clearly, the right side of Eq. 5 is a Fourier transformation of the left side 208 

amplitude modulated wave, with the wavenumber and wave frequency locations of wave energy 209 

widely shifted, no longer at the location  ,k  of wavenumber-frequency domain. Note that this 210 

explanation, using  tKx cos  as an amplitude modulation function, illustrates mathematically 211 

the shift and spread of the wave energy band in the wavenumber- frequency domain. If other 212 

slowly varying amplitude modulation functions (e.g., a Gaussian function in spatiotemporal 213 

domain) are used in Fourier spectrum analysis, a similar shift and spread of wave energy in 214 

wavenumber-frequency domain will also be unavoidable, as demonstrated in our second example 215 

where we use a Gaussian type of amplitude modulation in spatiotemporal domain. It is noted here 216 
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that, as Eq. (5) indicates, this shift and spread of wave frequency is unavoidable regardless of 217 

whether a global domain Fourier transform or a windowed Fourier transform is used. Rather, this 218 

shift and spread is a general characteristic of using Fourier transform to express amplitude-219 

modulated waves. It is also important to note that the spatiotemporal locality of waves in the 220 

atmosphere has already been implied in the seminal paper by Rossby (1939) in which a Cartesian 221 

coordinate system and continuous local wavenumber and frequency were used instead of discrete 222 

wavenumbers (as in Hough, 1898). The introduction of the concept of group velocity is based on 223 

continuously varying (not discrete) wavenumber and wave frequency, which makes it possible to 224 

understand wave energy propagation in dynamic meteorology. If a zonally cyclic domain or 225 

spherical coordinate is introduced, the completeness and the orthogonality of waveforms 226 

(sinusoidal structures on a cyclic domain) or spherical functions would force the waveforms being 227 

discrete and hence compromise the concept of group velocity. 228 

2.2 Multi-dimensional ensemble empirical mode decomposition (MEEMD) 229 

The nonlocal characteristics of the Fourier transform in interpreting any time series as the sum 230 

of a set of trigonometric functions of constant amplitude and frequency call for improved methods 231 

that can identify and separate spatiotemporally local tropical waves. The recently developed 232 

MEEMD has been demonstrated to have a high capability for capturing spatiotemporally local 233 

signals (e.g., Yan et al. 2011; Rojas et al. 2012; Chang et al. 2013; Li and Misra 2014; Yao et al 234 

2017). The MEEMD method was developed from the EEMD method, which was devised to 235 

overcome many drawbacks in the original empirical mode decomposition (EMD) method. EMD 236 

represents a new generation of analysis methods for a time series that does not invoke basis 237 

functions. This is in contrast to the Fourier transform, which uses trigonometric functions as the 238 

basis function, and wavelet analysis, which uses an a priori determined mother wavelet as the basis 239 
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function. The only assumption associated with EMD is that a component has a wavy form 240 

determined adaptively from data and that the amplitude and frequency of the component can vary 241 

with time.   242 

2.2a Empirical Mode Decomposition (EMD) 243 

The basic idea behind EMD is very simple, as illustrated in Fig. 2. Suppose that a multi-scale 244 

time series S(t) (the black curve in Fig.2) is comprised of (1) an amplitude-frequency modulated 245 

high frequency wave    tta cos and (2) a relatively slowly varying function R(t), where a(t) is a 246 

slowly varying non-negative amplitude function and  t  a monotonically increasing function (for 247 

defining a non-negative frequency). Clearly,    tatR   and    tatR   are the upper and lower 248 

envelopes that confine the signal S(t) and R(t) the arithmetic mean of these two envelopes. So, if 249 

the upper and lower envelopes of S(t) can be obtained using some method, R(t) can be defined and 250 

the difference of S(t) and R(t) is automatically the amplitude-frequency modulated high frequency 251 

wave    tta cos . Two smooth curves, one passing through all the local maxima of S(t) and the 252 

other passing through all the local minima, are good approximations to    tatR   and    tatR  , 253 

respectively. The actual algorithm of EMD is directly based on this idea and uses splines fitting 254 

through the maxima and minima of a time series S(t) to define upper and lower envelopes. The 255 

mean of the two envelopes R(t) is then subtracted from S(t) to obtain the prototype C1(t). Since 256 

spline fitted envelopes can contain errors when they approximate true    tatR   and    tatR  , 257 

the obtained prototype C1(t) may not be a perfect amplitude-frequency modulated wave that has 258 

symmetric upper and lower envelopes with respect to zero mean line. To refine C1(t), the same 259 

process of obtaining R(t) of S(t) is further applied to C1(t) to obtain R1(t). R1(t) is then subtracted 260 

from C1(t) to obtain C2(t). This process, called “sifting,” is repeated as many times as needed until 261 
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the upper and lower envelopes of Ck(t) are considered symmetric with zero mean line under some 262 

a priori determined criterion, called “stoppage criterion.” Ck(t) is designated as the first EMD 263 

component c1(t) of S(t). The difference between c1(t) and S(t), designated as r1(t), is subjected to 264 

the same sifting process to obtain c2(t). By subtracting c2(t) from r1(t), one obtains r2(t). The same 265 

process is carried out to obtain ci(t), i=3,4,…until ri(t) is a trend that is either a monotonic function 266 

or contains, at most, one interior extremum over the whole temporal domain (Huang et al. 1998; 267 

Wu et al. 2007). In this way, we obtain the decomposition of S(t) as 268 

        tr t (t)a trtc = S(t) nij

n

1=i

n

n

i

i  


cos
1

,                (6) 269 

where  ta j  and     dttdt ij    are instantaneous amplitude and frequency of ith component, 270 

respectively.   271 

It is noted that, in practice, the sifting number to obtain an EMD component is often fixed to 272 

10, which makes EMD highly local (Wu and Huang 2009) and an almost perfect dyadic filter bank 273 

for white noise series (Wu and Huang 2010). It is also noted that the study of waves in the 274 

atmosphere and ocean has accompanied the development of the EMD method (Huang et al. 1998; 275 

Huang et al. 1999) and its applications (e.g. Zhu et al. 1997; McDonald et al. 2007). 276 

2.2b Ensemble Empirical Mode Decomposition 277 

Since EMD relies on the extrema information to identify and separate riding amplitude-278 

frequency modulated waves, changes in extrema locations and values in data from observation by 279 

perturbing the data using intermittent or long-lasting noise may result in significantly different 280 

results. For example, if we have two observations of the same physical system that contain minor 281 

differences, the EMD decomposition results of these two series are often dramatically different, 282 
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which makes accurately inferring physical meaning of individual components almost impossible. 283 

In addition, any observational data contain some level of noise and are somewhat a distortion of 284 

the true signal. Lack of robustness and the “physical uniqueness” has been a common complaint 285 

about the effectiveness of EMD.  286 

In fact, it is this lack of the robustness of EMD in its decomposition of data that led to the 287 

development of EEMD. Wu and Huang (2004) demonstrated that EMD is essentially a dyadic 288 

filter bank (with each component having a mean period roughly double its immediately previous 289 

component) for white noise. This characteristic of EMD is the starting point for EEMD, which 290 

contains the following steps: (1) add a white noise series of a priori determined amplitude, w(t), 291 

[often 0.2 standard deviation of that of the targeted data x(t)] to x(t); (2) decompose x(t)+w(t); (3) 292 

repeat the previous two steps many times (often more than 100 times), but each time with a 293 

different realization of w(t); and (4) take the (ensemble) means of the same ranked components 294 

(e.g., c3) from the decompositions of x(t)+w(t) with different noise realizations as the final result. 295 

The rationale for these four steps is as follows: Noise contained in observational data may be 296 

nonstationary and even intermittent. In such data, the extrema distribution over the whole temporal 297 

domain of data may be quite uneven, leading to an EMD component containing dramatically 298 

different timescales. Adding white noise to the original data leads to a relatively even distribution 299 

of extrema on all timescales. With this added noise, the decomposition separates scales more 300 

effectively. The ensemble approach recovers, to a high degree of accuracy, the original data (the 301 

summation of EEMD components) but removes the added noise based on the central limit theorem 302 

when the ensemble number is sufficiently large.  303 

The robustness and locality of EEMD decompositions is shown in Fig. 3 where, to demonstrate 304 

the robustness of the decomposition, we decompose the meridional velocities of two neighboring 305 



16 
 

grids (2.5° apart) at the Equator of the NCEP/NCAR (National Centers for Environmental 306 

Prediction/National Center for Atmospheric Research) reanalysis for a randomly selected 100-day 307 

section. It is visually identifiable that the consistency between corresponding, same ranked modes 308 

(e.g., the third mode) is high (Fig. 3a). In addition, systematic differences, such as the systematic 309 

leading of the signal at one grid (the top red line) around the 75th day to the corresponding signal 310 

at the other grid (the top blue line), are correctly captured in the corresponding modes (the third 311 

modes from neighboring grids). In Fig. 3b, we use another approach to demonstrate the locality of 312 

EEMD in which the EEMD decomposition is applied to selected data and their shortened versions. 313 

It is evident that the decompositions of the overlapped temporal spans are almost identical, 314 

especially in high-frequency components, demonstrating that the data at one temporal location 315 

only affect the decomposition results of data in very close temporal vicinity. The robustness and 316 

the locality of EEMD decomposition suggest that we can indeed identify and isolate local waves 317 

of different timescales with a high degree of confidence.  318 

In addition to well-preserved robustness and locality, EEMD also possesses two exciting 319 

properties that help deal with the problems of non-stationary and excessive harmonics in data 320 

analysis: (1) The temporal locality of an analysis method automatically bypasses the stationarity 321 

assumption, which is often applied over the global domain of data; and (2) when EMD/EEMD is 322 

applied, the harmonic problem is eliminated. Since EMD/EEMD approximates the envelope of the 323 

riding wave using only extrema information, the waveform between two neighboring maxima 324 

(minima) is well-preserved; therefore, the harmonics become unnecessary.  325 

2.2c Multidimensional EEMD 326 

One-dimensional data analysis methods (including many time series analysis methods and the 327 

EMD/EEMD methods described above) are limited in the capacity to extract spatial-temporally 328 
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coherent information contained in multi-dimensional data. MEEMD was developed (Wu et al. 329 

2009) to overcome this limitation. There are two types of MEEMD: one for the decomposition of 330 

spatial data such as images, and the other for temporal-spatial data such as gridded climate data, 331 

which is the type used in this study. The basic idea behind MEEMD for spatiotemporal data is as 332 

follows. Suppose that we have spatiotemporal data  tsX , , where s represents spatial location and 333 

t temporal location. Two simple steps are taken to obtain the MEEMD results. First, we decompose 334 

the time series,  txs , of  tsX ,  at spatial location s using EEMD to obtain EEMD components,335 

 tc si , , for all spatial locations, where the subscript i represents the ith EEMD component of  txs . 336 

Next, we piece together the ith EEMD component  tc si ,  from all individual spatial locations to 337 

form the ith spatiotemporal MEEMD component  tsCi , . The piecing-together process is also 338 

rational: with this improved locality and noise-assisted approach in EEMD, the same ranked 339 

components of neighboring grids from EEMD bear similar characteristics, while different ranked 340 

components are usually uncorrelated when the neighboring grids data only have small difference 341 

(almost always true for climate data). Therefore, the ith components of the sth and the (s+1)th grids 342 

are naturally associated. Similarly, the ith components of the (s+1)th and the (s+2)th grids are 343 

naturally associated, and so on.  344 

This decomposition inherits the temporal locality of EEMD. In a spatial domain, the entire 345 

decomposition process is independent; therefore, MEEMD is absolutely spatially local. The 346 

spatiotemporal locality of the method itself guarantees that coherent spatiotemporal structures 347 

displayed in MEEMD are not produced by the method; rather, they are characteristic of the data 348 

themselves. An example of MEEMD decomposition is presented in Fig. 4, in which the original 349 

data is the meridional velocity at 850 hPa level from NCEP/NCAR reanalysis. As discussed earlier, 350 
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EEMD is highly temporally local and has low sensitivity to noise. Since the method is based on 351 

identifying extrema locations, the signal propagation from one spatial location to its neighboring 352 

area (as indicated by the different temporal locations of extrema) can be pinned down. Using this 353 

property, we can identify the small variations of different timescales of a climate variable in a 354 

neighboring area. Evidently, the third, fourth, and fifth modes [  tsC ,3 ,  tsC ,4 , and  tsC ,5 , 355 

respectively] show systematic westward propagations, while the first and second modes [  tsC ,1  356 

and  tsC ,2 , respectively] are more zonally symmetric, either inferring a non-propagating 357 

characteristic or a propagation speed that is extremely fast. Note that the averaged periods of the 358 

third and fourth modes are about 4.2 days and 8.6 days, respectively, which coincide with many 359 

observed MRG wave periods.  360 

Adaptiveness and locality are two of the advantages MEEMD offers. MEEMD does not invoke 361 

any significant mathematical constraints such as shape functions (e.g., trigonometric functions in 362 

Fourier transform and mother wavelet in wavelet analysis), and its basic ingredient is the “natural” 363 

wave form obtained adaptively from data themselves. This inclusion of amplitude and 364 

spatiotemporal scale modulations in a component provides the capability of reflecting the 365 

complication of the physical world caused by nonlinear interactions and nonstationary external 366 

forcing. Additionally, the temporal locality of EMD satisfies a fundamental physical principle: if 367 

components extracted from the data reflect the physical processes operating at a given time, then 368 

they should be temporally local quantities and the corresponding physical interpretation within 369 

specified time intervals should not change with the addition of new data because the subsequent 370 

evolution of a physical system cannot alter the reality (which has already occurred). Spatial locality 371 

enables MEEMD to identify propagating or expanding signals, and the combination of spatial and 372 
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temporal locality in MEEMD offers advantages for examining both standing and propagating 373 

waves. 374 

2.3 The marginal wavenumber-frequency spectrum facilitated by MEEMD 375 

It is also worth looking at whether MEEMD can lead to an improved spectral representation 376 

over Fourier-based spectral representation for spatiotemporally local waves. To make this 377 

comparison, we first design a local wave-based spectral representation of spatiotemporal data. 378 

Because an EEMD component defines an amplitude-frequency modulated signal, we can identify 379 

a temporally local frequency and local amplitude at any spatiotemporal location. Similarly, if a 380 

local sinusoidal curve fitted to a zonally wavy structure of an MEEMD component is used, we can 381 

identify zonal wavenumbers at any spatiotemporal location. In this way, we obtain a set of values, 382 

{A(s,t), ω(s,t), k(s,t)}, that are local amplitude, local frequency, and local zonal wavenumber for 383 

any spatiotemporal location (s, t). By dividing wavenumber-frequency (k‒ω) space into small two-384 

dimensional bins (with a resolution 0.01 cycle per day in frequency and 0.25 in zonal wavenumber) 385 

and summing up all of the squares of A(s,t) with their corresponding ω(s,t) and k(s,t) falling into 386 

particular individual two-dimensional bins, we obtain the energy distribution in wavenumber-387 

frequency (k‒ω) space. This approach is an extension of the marginal spectrum for one-388 

dimensional data resulting from the Huang transform (Huang et al. 1998) to marginal spectrum 389 

representation for two-dimensional (k‒ω) data. For this reason, we refer to our new approach as 390 

the marginal wavenumber-frequency spectrum. The detailed description of determining wave 391 

amplitude, zonal wavenumber, frequency, and marginal wavenumber-frequency spectrum 392 

methods can be found in the Appendix of this paper.  393 

With the marginal wavenumber-frequency spectrum defined, we can now compare the Fourier 394 

spectral representation to the marginal wavenumber-frequency spectral representation. Using the 395 
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wave field in Fig 5a (which is the same wave field originally shown in Fig. 1c), we illustrate the 396 

advantage of the marginal wavenumber-frequency spectral representation. In the marginal 397 

wavenumber-frequency spectral representation (Fig. 5b), the wave energy is highly concentrated 398 

in three locations consistent with the specified wave frequency, energy, and equivalent depth; 399 

dependably catching the characteristics of the synthetic waves specified. In contrast, the Fourier 400 

spectral representation (Fig. 1d) of the local wave field has a widely spread energy distribution 401 

that can lead to incorrectly inferred zonal wavenumber, wave frequency, and consequently, the 402 

equivalent depth. More importantly, the marginal wavenumber-frequency spectrum is highly 403 

robust even when the wave field is contaminated by high levels of noise, as the example of noise-404 

contaminated local wave field (Fig. 5c) and its marginal wavenumber-frequency spectrum (Fig. 405 

5d) show. When MEEMD is applied to the noise-contaminated wave field, we obtain a relatively 406 

clean wave field by summing the MEEMD components 3 and 4. It is clearly that with a large 407 

amount of the noise was removed (Fig. 5e). The corresponding marginal wavenumber-frequency 408 

spectrum is now highly concentrated near the specified centers of the wavenumber, frequency, and 409 

equivalent depth; again, identifying wave characteristics with high accuracy. 410 

 411 

3. Spatial heterogeneity of mixed Rossby-gravity waves  412 

As discussed earlier, this study seeks to (1) develop tools that will more effectively identify 413 

the spatiotemporally heterogeneous tropical waves, and (2) reveal the characteristics of the 414 

spatiotemporally heterogeneous tropical waves. The previous section demonstrated that these 415 

goals can be achieved using synthetic data. In this section, we apply the MEEMD to analyze 416 

observational data and to illustrate the spatiotemporal evolution of various MRG wave events and 417 

their projections onto power spectrum diagram in the wavenumber-frequency domain. 418 
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The data analyzed in this study are from the NCEP/NCAR reanalysis dataset (Kalnay et al. 1996), 419 

which is available at https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html. The 420 

specific data we use are the 850 hPa zonal and meridional winds and geopotential for the temporal 421 

range of 1979-2013. The data have a horizontal resolution of 2.5°×2.5° and a temporal resolution 422 

of 6-hourly. In the decompositions of these variables using MEEMD, an ensemble number of 1200 423 

and noise magnitude of 0.6 standard deviation of the inputted data subjected to EEMD 424 

decomposition at each grid point are selected. The general characteristics revealed are not sensitive 425 

to the reanalysis dataset chosen. The analysis of an ERA-interim data (Dee et al, 2011) product 426 

from the European Center for Medium-Range Weather Forecasting (ECMWF) leads qualitatively 427 

to the same results (not shown).  428 

3.1 The MRG wave events in NCEP/NCAR reanalysis 429 

According to the theoretical framework of tropical waves (Matsuno 1966), wavelengths of the 430 

westward propagating MRG waves should be a few thousand kilometers to match reasonable 431 

ranges of equivalent depths (from a few meters to a few hundred meters, see Fig.1b), if MRG 432 

waves have periods ranging from 3 to 12 days. The existence of these type of waves has been 433 

confirmed in a number of observational studies (e.g., Yanai and Maruyama 1966; Liebmann and 434 

Hendon 1990; Hendon and Liebmann 1991; Magaña and Yanai 1995; Dickinson and Molinari 435 

2002; Yang et al. 2003; Chen and Huang 2009; Chen and Tam 2012). To discover waves with 436 

periods of 3 to 12 days, the third and fourth MEEMD components of zonal winds and meridional 437 

winds from NCEP/NCAR 6-hourly reanalysis data that cover this period range are analyzed. We 438 

focus more on meridional velocity of waves with a period between 3-12 days because for a realistic 439 

equivalent depth range the meridional wind variability, which has the largest amplitude at the 440 

https://www.esrl.noaa.gov/psd/data/gridded/data.ncep.reanalysis.html
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Equator and tailed off meridionally with a Gaussian shape, is mostly associated with MRG waves, 441 

as inferred from tropical wave theory (Matsuno 1966).  442 

The spatiotemporal evolution (Hovmöller diagram) of meridional wind along the Equator at 443 

850 hPa level from the fourth MEEMD component is presented in Fig. 6, where only grid points 444 

with wind values larger than 1 ms-1 are displayed. Note that the threshold 1ms-1 is subjectively 445 

selected only for the purpose of providing a clearer display of wave pattern. A gross inspection 446 

leads to the conclusion that the zonal scales of individual wave events span between about 15° and 447 

50° in longitude, and the periods vary between about 7 to 10 days, which is largely consistent with 448 

anticipated theoretically derived MRG waves’ dispersion relationship (e.g., Matsuno 1966; Cane 449 

and Sarachik 1976; Kiladis et al 2009; and Fig.1b of this paper). Evidently, these wave events are 450 

distributed heterogeneously over the spatiotemporal domain with similar periods but quite 451 

different zonal wavelengths over the equatorial cycle. Individual wave propagation events can be 452 

identified; among them, a large majority have westward (negative) phase velocity. It can also be 453 

seen that waves over the western Pacific Ocean region are modulated by intra-seasonal timescale 454 

oscillations. This inhomogeneity of the wave signals confirms the necessity advantage of using the 455 

MEEMD method rather than more traditional methods, according to the synthetic data experiments 456 

demonstrated in Figs. 1c-1d and Fig. 5. 457 

One visually identifiable feature of the wave events displayed in Fig. 6 is that the large wave 458 

activities are separated into four equatorial regions: the Indian Ocean, the western tropical Pacific 459 

Ocean, the eastern tropical Pacific Ocean, and the equatorial Atlantic Ocean, where convective 460 

activity prevails. For convenience in further quantifying MRG wave characteristics, the global 461 

tropical belt is divided into four zonal regions, with the names of regions corresponding to the four 462 

strong wave activity regions above: the Indian Ocean (20°E–120°E), the western tropical Pacific 463 
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(120°E–140°W), the eastern tropical Pacific (140°W–40°W), and the equatorial Atlantic (40°W–464 

20°E).  465 

To further confirm the characteristics of these wave activities, individual wave events are 466 

examined. Fig. 7 illustrates the meridional velocity evolution of one particular wave event based 467 

on the fourth MEEMD component in the western tropical Pacific from 8 October to 12 October of 468 

2002. In this figure, the original meridional wind (the central column in Fig. 7b), the MEEMD 469 

component 4 (the left column in Fig. 7a), and the Fourier-based filtering result (period range 6-12 470 

days, zonal wavenumber range 6-18, the right column in Fig. 7c) are displayed side by side. A 471 

positive meridional wind band (to the west of the 170°E meridional line) and a negative meridional 472 

wind band (to the east of the 170°E meridional line) across the Equator is visible on 8 October in 473 

the original meridional wind field (Fig. 7b) and in its MEEMD component 4 (Fig. 7a). On the 474 

subsequent days, these bands slowly propagate westward, showing a westward phase velocity. In 475 

the meantime, the amplitude of the western positive meridional wind band reduces as time goes 476 

on, while the amplitude of the original eastern negative meridional wind band is enhanced. To the 477 

east of the original negative meridional wind band centered at about 172°E on 8 October, a new 478 

crossing-equator positive meridional wind band develops. Although the group velocity cannot be 479 

accurately determined without careful calculation of wave amplitude, these features illustrate the 480 

eastward wave energy propagation. The evolution with an ~5 ms-1 westward phase velocity and 481 

an apparent eastward group velocity, about 1 ms-1, of crossing-equatorial wind bands implies that 482 

MRG waves are the main components of the extracted wave activities in this wave event, see Fig. 483 

A1 in the Appendix. Note that the fourth MEEMD component captures well the ridge or trough 484 

locations that appeared in the original meridional wind field at the Equator. In contrast, the Fourier-485 

based result identifies two additional ridges or troughs, one each to the east and west sides of the 486 
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visually identifiable wave activity in the original meridional wind field. The above contrasting 487 

results imply that MEEMD does indeed have high locality. 488 

To further confirm that the wave event at the equatorial region contains a large number of 489 

MRG waves, we decompose the zonal wind and geopotential using MEEMD and combine the 490 

fourth components of the corresponding horizontal wind and geopotential to obtain the full wave 491 

field and its evolution. These full wave fields are compared to that of a theoretical MRG wave 492 

field of non-dissipative atmosphere, as illustrated in Fig. 8. Focusing on the equatorial region, we 493 

see that the extracted full wave fields (including horizontal wind and geopotential) are structurally 494 

similar to that of the theoretical solution, although the extracted daily wave field has amplitude 495 

modulation while the theoretical solution does not. This is consistent with the earlier discussion of 496 

slowly propagating waves in a dissipative atmosphere. Note that there are strong wave fields in 497 

the upper left-central portion (off equatorial region) for all days that appear to resemble the tropical 498 

depression type of waves (Takayabu and Nitta 1993, Kiladis et al. 2009). 499 

Fig. 6 shows that wave activities extracted from meridional winds at 850 hPa velocities have 500 

high spatiotemporal inhomogeneity, possibly consisting of different zonal wavenumbers and wave 501 

frequencies. Fig. 9 displays typical wave activities based on meridional winds for the other three 502 

regions. In general, the fourth mode of meridional winds in these three regions has similar 503 

characteristics to those of the western tropical Pacific: (1) zonally alternating crossing-equatorial 504 

wind bands, (2) clear westward phase propagation, and (3) eastward group velocity and energy 505 

propagation. Although Fig. 9 only shows the meridional wind field for comparison with the above 506 

three criteria, the corresponding horizontal wind field at the 850 hPa level and the geopotential 507 

field again confirm that these events have dominant components of MRG waves in the equatorial 508 

latitudes (figure not shown). Noticeable differences in the characteristics of these wave events in 509 
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different regions are their zonal and meridional scales. For example, the wave event in the Indian 510 

Ocean region (see panels a-e of Fig. 9) has a smaller meridional scale, a smaller zonal scale, smaller 511 

amplitude, and a smaller phase speed. These differences motivate us to quantitatively examine all 512 

individual wave events in different spatiotemporal ranges and to characterize the MRG waves (e.g., 513 

typical zonal wavelengths and frequencies). 514 

 515 

3.2 The MRG wave climatology in NCEP/NCAR reanalysis  516 

To study the climate of MRG waves, we analyze NCEP/NCAR reanalysis for the period 1979-517 

2013. The climatology is displayed in the form of energy projection onto zonal wavenumber-518 

frequency domain, similar to a Wheeler-Kiladis diagram, but with zonal wavenumber and 519 

frequency determined spatiotemporally locally, as outlined in section 2.3. The results for year 2002 520 

and for the whole 35-year span are displayed in Figs. 10a and 10b, respectively. The red noise 521 

background-normalized power spectrum of 850 hPa-level meridional wind obtained using the 522 

Fourier-based method can be found in Figure 10b of Gehne and Kleeman (2012). It is noted here 523 

that the Wheeler-Kiladis diagram shown in Fig. 10b of Gehne and Kleeman (2012) displays the 524 

relative strength of the power spectrum with respect to a highly smoothed background red noise 525 

spectrum while ours display the power spectrum of local individual MRG wave events without 526 

normalization. Therefore, a direct comparison between our marginal spectrum and the normalized 527 

spectrum of Wheeler-Kiladis type may not be a well-justified choice. 528 

The one-year climatology spectrum and the 35-year spectral climatology of MRG waves 529 

largely agree when they are displayed in a Wheeler-Kiladis diagram, implying that a one-year 530 

climatology spectrum of relatively frequently occurring MRG waves may represent well the long-531 
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term climatology, at least from the perspective of energy projection onto a zonal wavenumber-532 

frequency domain. Our results show that the observed MRG waves project their energy mostly 533 

onto two bands. The first band has a zonal wavenumber range of approximately 4–12 and a period 534 

range of 4–6 days with maximum energy located near zonal wavenumber 5 and a 5-day period. 535 

The portion of the band with zonal wavenumbers smaller than five largely falls within the 536 

wavenumber-frequency domain of equivalent depth ranging from 25 m (corresponding to a gravity 537 

wave speed or Kelvin wave speed of about 16 ms-1) to a few thousand meters (corresponding to a 538 

gravity wave speed or Kelvin wave speed being close to sound wave speed). Part of the other 539 

portion of the band with zonal wavenumbers greater than eight cannot find a corresponding 540 

equivalent depth because the identified wavenumber-frequency pair falls outside of the range 541 

limited by an infinitely large equivalent depth. Currently, we do not have a theoretical explanation 542 

for that portion of the band, although we suspect that the Matsuno’s solutions to the shallow water 543 

equation linearized with respect to zero mean may not be applicable to this case. As showed in 544 

Yang et al. (2003), including the effect of non-zero zonal mean flow can modify the dispersion 545 

relationship. The second band has zonal wavenumbers ranging from 5–12 and a period range of 546 

8–10 days with maximum energy located near zonal wavenumber 8 and a 9-day period. This band 547 

appears to match equivalent depths on an order of meters. We suspect that this band is associated 548 

with waves excited by shallow convective heating. However, more work needs to be done to 549 

confirm this explanation. 550 

Both one-year climatology and long-term climatology of MRG differ significantly from the 551 

corresponding results analyzed using red noise-normalized, global-domain Fourier spectral 552 

representation, e.g., Fig. 10b of Gehne and Kleeman (2012). As mentioned earlier, a direct 553 

comparison between the marginal spectrum and the Wheeler and Kiladis’ red noise-normalized 554 
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spectrum may not be appropriate. However, our results are consistent with those obtained using 555 

spatiotemporally local analysis from other studies, e.g., Fig. 8 of Liebmann and Hendon (1990). 556 

While this difference may be attributed significantly to the change from a global view of zonal 557 

wavenumber and frequency to a local view, it may also partly be caused by capturing waves from 558 

different variables: In Wheeler and Kiladis (1999), the waves were analyzed from outgoing 559 

longwave radiation (OLR), while in Liebmann and Hendon (1990) and this study, they are 560 

analyzed from 850 hPa-level winds. The reason for this is that OLR is not a dynamical variable 561 

directly incorporated in the governing equations from which the wave dispersion relationship is 562 

derived (Matsuno 1966)., while OLR more represents the heating to excite waves and is tied 563 

closely to slowly varying spatially inhomogeneous sea surface temperature.  564 

In Fig. 11, energy projections onto zonal wavenumber and frequency domain for different 565 

longitudinal zones in the tropics confirm that MRG waves have spatially different characteristics. 566 

Over the equatorial Indian Ocean, MRG waves tend to have more energy associated with slower 567 

propagating waves corresponding to small equivalent depths. Over the equatorial western Pacific 568 

and maritime continents region, the two-bands structures mentioned previously are most evident. 569 

Over both the equatorial eastern Pacific and the equatorial Atlantic Ocean, the MRG wave energy 570 

at a high frequency band is larger than at a low frequency. This higher frequency band contains, 571 

at least partly, the effect of Doppler shift caused by predominately easterlies over equatorial 572 

Eastern Pacific and equatorial Atlantic Oceans.  However, to determine this effect requires the 573 

accurate identification of the spatiotemporally varying mean flow on which the MRG waves are 574 

riding on, a task we are still making effort to accomplish. In general, there is more MRG wave 575 

energy over Indian Ocean and western Pacific regions than over the eastern Pacific and Atlantic 576 

Ocean regions. These results appear to be consistent with our hypothesis that MRG waves have a 577 
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significant portion being excited and modulated by intraseasonal oscillations (also see Fig. 6) in 578 

which shallow convection plays a major role (e.g., Wu et al. 2003):  the synoptic timescale MRG 579 

waves appear to be intensified in major intraseasonal oscillation events, consistent with the 580 

convective heating released in more active westward propagating mesoscale convective clusters 581 

on synoptic timescale in intraseasonal oscillation events which have the largest amplitude over 582 

Indian Ocean and western Pacific regions. 583 

 584 

4. Summary and Discussions 585 

Over the past few decades, substantial progress has been made in understanding the origins of 586 

tropical waves and their interactions with many climate phenomena. This progress has been 587 

facilitated by continuous improvements in the observation of tropical weather/climate systems, as 588 

well as methods for diagnosis. Historically, the diagnosis of tropical waves has been accomplished 589 

in one of two ways: (1) through case studies of tropical waves that revealed highly 590 

spatiotemporally local characteristics of tropical waves (e.g., Liebmann and Hendon 1990; 591 

Takayabu and Nitta 1993; Dunkerton and Baldwin 1995; Dickinson and Molinari 2002; Nakamura 592 

et al. 2003); and (2) using tropical wave climatology to characterize the averaged features of 593 

tropical waves over a global spatial or/and temporal domain (e.g., Wheeler and Kiladis 1999; 594 

Wheeler et al. 2000; Kiladis et al. 2009; Dias and Kiladis 2014, 2016; Kiladis et al. 2016). However, 595 

some characteristics revealed using these two different approaches do not match. For example, the 596 

observed MRG waves from a case study were mostly on wavelengths of a few thousand kilometers 597 

(e.g., Liebmann and Hendon 1990; Takayabu and Nitta 1993; Dunkerton and Baldwin 1995; 598 

Dickinson and Molinari 2002) while the tropical wave climatology revealed that MRG waves can 599 

have larger energy projections on planetary scales (e.g., Wheeler and Kiladis 1999; Wheeler et al. 600 
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2000; Kiladis et al. 2009). Reconciling these differences and bridging these two approaches 601 

remains a challenge.  602 

In this study, we propose a new tropical wave analysis approach and demonstrate its 603 

applicability to identify and isolate the spatiotemporally heterogeneous MRG waves. The spatial 604 

heterogeneity of MRG waves is summarized using Wheeler-Kiladis-type diagrams. After 605 

demonstrating some deficiencies of the Fourier transform-based spectral analysis approach to 606 

project energy onto the correct wavenumber-frequency domain for spatiotemporally local waves, 607 

we recommend the use of a spatiotemporally local method in MEEMD to characterize local wave 608 

events and climatological tropical waves. Our analysis of synthetic data using this new approach 609 

demonstrates that the characteristics of tropical waves obtained by analyzing individual wave 610 

events are highly consistent with those in the new marginal wavenumber-frequency spectra. We 611 

then apply this new approach to real-world reanalysis data and demonstrate its effectiveness. 612 

Finally, we show that MEEMD can pick up the spatiotemporal inhomogeneity of MRG waves 613 

based on a reanalysis dataset for the entire tropical zone.  614 

Another major difference of our marginal power spectrum in wavenumber-frequency domain 615 

from the Wheeler-Kiladis diagram is that the amplitude used for calculating spectral power, 616 

wavenumber, and frequency are spatiotemporally locally derived from the identified individual 617 

MRG wave events. Although the identified MRG waves guided by various characteristics of 618 

theoretical MRG waves are not free of error, our approach bypasses the identification of 619 

background noise in traditional Fourier-based MRG wave analyses, such as in Wheeler and Kiladis 620 

(1999). 621 
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In this study, we do not identify the eastward propagating MRG waves because we searched 622 

MRG wave events only in MEEMD modes three and four. The eastward propagating MRG waves, 623 

in general, have higher frequencies (smaller periods) than the westward propagating MRG waves. 624 

The eastward propagating MRG wave events are likely hidden in MEEMD mode two in the 6-625 

hourly reanalysis data. It remains to be validated whether a similar MRG wave identification 626 

method guided by theoretical MRG wave characteristics can help us identify eastward propagating 627 

MRG waves. 628 

A hidden philosophical change in our proposed new approach as compared to global data 629 

domain Fourier transform-based approaches is the emphasis on tropical waves being forced waves 630 

in a dissipative atmosphere rather than the assumption of them as free waves in an inviscid 631 

atmosphere. The former approach takes the observed reality that tropical waves are amplitude-632 

frequency modulated while the latter assumes the spatiotemporal homogeneity. It is also important 633 

to note that the adaptive nature and spatiotemporal locality of the MEEMD method does not forbid 634 

large-scale coherence. If data contain large spatiotemporal coherences, the MEEMD method has 635 

the ability to identify these coherences. 636 

The goal of our study and subsequent work is to characterize tropical waves and improve the 637 

understanding of tropical waves. Over the past two decades, we have witnessed a philosophical 638 

change in our understanding of tropical waves from free waves to convectively coupled waves. 639 

New evidence has been revealed that confirms the importance of different types of convection in 640 

exciting tropical waves with varying characteristics, such as propagation speed, wavenumber, 641 

wave frequency, wave energy distributions, and upper-lower level contrasts. Due to space 642 

limitations, these will be reported in detail in future manuscripts. 643 
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Appendix: Algorithm for Obtaining Marginal Spectrum of Mixed Rossby-Gravity Waves 649 

The detailed algorithm includes four major steps: (1) use MEEMD to decompose horizontal 650 

winds onto spatiotemporally coherent wave fields; (2) use theoretical MRG wave properties to 651 

identify MRG wave events; (3) determine spatiotemporally varying wavenumber, frequency, and 652 

amplitude of MRG waves using a local sinusoidal fitting method; and (4) synthesize the MRG 653 

wave characteristics by projecting MRG wave energy onto a wavenumber-frequency domain to 654 

obtain the marginal spectra of different regions. Steps 1 and 4 are introduced in section 2 of the 655 

main manuscript. In this appendix, we introduce technical details of steps 2 and 3.  656 

a. Identifying MRG wave events 657 

As mentioned in section 2, the identification of an MRG wave event uses three four properties 658 

of theoretical MRG waves derived by Matsuno (1966): (1) the westward propagating MRG waves 659 

have periods ranging from 3 to 12 days if the corresponding wavenumbers are no larger than 20; 660 

(2) the horizontal wind fields are equatorially trapped and should resemble the theoretical structure 661 

illustrated in Fig. 8a;  (3) the westward propagating MRG waves should have a westward phase 662 

velocity; and (4) the westward propagating MRG waves should have a eastward group velocity. 663 

In this study, all four steps are used for the identified MRG events for the year 2002.  664 

The first criterion leads to us to only screen the MEEMD components 3 and 4 because only 665 

these two MEEMD components have periods falling within the theoretically derived period range. 666 

The second criterion is the most important for the screening stage; only the wave events hidden in 667 

the MEEMD third and fourth components exhibiting alternating meridional wind in the zonal 668 

direction with a one-half wavelength larger than 800 km and an amplitude structure close to a 669 
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Gaussian-distribution in the meridional direction (criterion 2) are considered as potential MRG 670 

wave events. 671 

The usage of criterion 3 and 4 is illustrated in Fig. A1, in which the meridional wind at the 672 

Equator from the fourth component illustrated in Fig. 7a are plotted. The wind at the eEquator 673 

from the fourth component is not very smooth, leading to difficulty in identifying the exact spatial 674 

location of a ridge (or trough). To overcome this problem, the fourth component of the meridional 675 

wind at the equator (spatial series, lines in Fig. A1a), for any given temporal location, is further 676 

decomposed using EEMD. The second component of this new decomposition captures the 677 

dominant oscillatory patterns. By tracking the sequential longitudinal locations of a ridge, as 678 

illustrated by the bold blue dashed arrow (Fig. A1b), the phase speed is determined. Similarly, by 679 

tracking the sequential longitudinal location change of a ridge of the envelope (red curves in Fig. 680 

A1b), the group velocity is determined. If a sequential event has a negative phase speed and a 681 

positive group velocity, we identify the event as an MRG wave event. Since group velocity of 682 

MRG waves is usually small, a minor error may lead to a sign change. In practice, we change the 683 

positive group velocity criterion to group velocity greater than -0.5 ms-1 to tolerate any potential 684 

calculation error. The selection of -0.5 ms-1 is arbitrary, but our sensitivity tests showed that the 685 

sensitivity of the results in this study is not sensitive to this particular small negative value since 686 

large negative group velocity cases rarely occurred in MEEMD components 3 and 4 rarely 687 

occurred. 688 

b. Determining amplitude, local wavenumber, and frequency 689 

According to Matsuno (1966), the meridional wind of MRG wave has the form 690 

  







 tkx

L

y
Av cosexp

2

2

,                                                (A1) 691 
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where A is amplitude, y distance from the equator, L the meridional scale, k local zonal 692 

wavenumber, and ω local frequency. A completely rational fit to obtain the amplitude requires a 693 

three-dimensional surface membrane fit in space of x, y, and t, which presents both technological 694 

and computational difficulties. To avoid this obstacle, for any spatiotemporal location at the 695 

Equator (x, 0, t), we use three one-dimensional fits: (1) fitting v(y) from a MEEMD component at 696 

any temporal and zonal location with a Gaussian curve to obtain Ay; (2) fitting v(t) from a MEEMD 697 

component at any temporal and zonal location with a sinusoidal function to obtain At and local 698 

frequency ω; and (3) fitting v(x) from a MEEMD component at any temporal and zonal location 699 

with a sinusoidal function to obtain Ax and local wavenumber k. The reason we use three different 700 

amplitude fitting methods is that for a given temporal at the Equator, there is always a possibility 701 

that waves are not at the ridge or the trough phase in either the temporal or equatorial zonal domain. 702 

Theoretically, the maxima among (Ay, Ax, At) should be the true amplitude if the fitting domain in 703 

each direction covers a sufficiently large domain. The fitting amplitude corresponding to Fig. 6 is 704 

presented in Fig. A2. 705 

In this study, the meridional grid of data for fitting Ay is from 10°S to 10°N. In sinusoidal fitting 706 

for At in the temporal domain, the window size is 7 days for MEEMD component 3 and 20 days 707 

for MEEMD component 4. In sinusoidal fitting for Ax in the zonal domain, the window size is 50° 708 

in longitude for component 3 and 30° for component 4. All of these fits use the MATLAB fit 709 

function. The window sizes are selected as a balance between locality and accuracy. For the 710 

purpose of locality, the window size should be as small as possible. For a sinusoidal fitting to have 711 

sufficient accuracy, a piece of data containing a positive maximum and negative minimum is a 712 

necessary condition; otherwise, the data themselves do not satisfy the minimum form of an 713 

oscillatory pattern. Exhaustive tests show the fitted amplitude, frequency, and wavenumber are not 714 
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sensitive to the minor changes of window sizes, such as meridional window change from 10°S to 715 

10°N to 15°S to 15°N, temporal window in the range of 5-10 days for MEEMD component 3 and 716 

10-25 days for MEEMD component 4, and zonal window size varying by 20%. 717 

  718 
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Figure Caption List 1007 

FIG. 1 Fourier spectra of MRG wave fields. a) A spatiotemporally homogeneous MRG 1008 
wave field; b) the Fourier spectrum of the wave field displayed in a); c) a spatiotemporally local 1009 

MRG wave field; and d) The same as b) but for wave filed displayed in c).  In panels b) and d), 1010 
red curves correspond to MRG wave dispersion relationship with equivalent depth 25 m, black 1011 
curves 50 m, and green curves 250 m. The displayed spectra are divided by the total energy of 1012 
each corresponding individual wave field to make the displayed color in b) and d) with unit of 1013 
percentage 1014 

FIG. 2 The intuition behind EMD. The blue curve C is a pure oscillatory component (mono-1015 

component) with its amplitude  a t being given as the yellow curve at the top; the red curve is the 1016 

background slower varying component R; and the black curve is S(t), the sum of R and C. Among 1017 

the bottom group curves, the yellow curves are    R t a t and    R t a t , respectively 1018 

FIG. 3 Spatial coherence and temporal locality of EEMD decomposition. a) The original 1019 
meridional wind data (original, Xs,t) and successive EEMD components (the 1st mode to the 5th 1020 

mode, Ci,s,t) at neighboring grid points. The blue curves correspond to the grid point (102.5°E,0°) 1021 
and red curves to the grid point (100°E,0°). b) The original meridional wind data (original, Xs,t) 1022 

and successive EEMD components (the 1st mode to the 5th mode, Ci,s,t) at the same grid point but 1023 
by different temporal lengths. Blue curves correspond to the range of the 50th  to the 99th day, red 1024 
curves the 50th day to the 97th day and black curves the 50th day to the 95th day 1025 

FIG. 4 MEEMD decomposition of multi-dimensional meridional wind data. a) The 1026 
meridional winds along the Equator between 160°E and 170°E within temporal range of the first 1027 

50 days in 2002; b) - f) the MEEMD components from the 1st mode to the 5th mode, respectively. 1028 
The color schemes for different panels are different (not shown). The color schemes are the same 1029 

for all panels (at the far right) except for a; for which the colorbar is placed immediately to its 1030 
right-hand-side 1031 

FIG. 5 Synthetic data experiments testing the impacts of locality to spectra analysis 1032 
method and the efficiency of the MEEMD method. a) MRG wave field with high locality, the 1033 
same as in Fig. 1c, but only the first 150 time steps are displayed here; b) marginal wavenumber-1034 

frequency spectrum of the MRG wave field in a); c) the noise contaminated MRG wave field; d) 1035 
marginal wavenumber-frequency spectrum of the noise contaminated MRG wave field in c); e) 1036 
MRG wave field obtained from MEEMD method; and e) the marginal wavenumber-frequency 1037 

spectrum of the MEEMD method decomposed MRG waves field in e). The color of curves and 1038 
shaded color schemes are the same as those in Fig. 1 1039 

FIG. 6 Longitude-time profile (Hovmöller Diagram) of 850 hPa equatorial meridional 1040 
wind from the 4th MEEMD mode. The shaded colors represent the values of meridional wind 1041 
strength with positive values (northward) in red colors and negative values (southward) in blue 1042 
colors, while the x-axis and y-axis are longitude and time, respectively. The unit in the color 1043 
scheme is ms-1. The red box indicates the spatiotemporal location of the MRG event shown in 1044 
Fig.7, the blue box in Figs.9a-9e, the green box Figs.9f-9j, and the black box in Figs.9k-9o 1045 
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FIG. 7 The evolution of an MRG wave event example over the tropical western Pacific 1046 
Ocean region obtained from different filters. a) The original meridional wind field; b) 1047 
meridional wind from the fourth MEEMD component, c) the meridional from Fourier filter with 1048 
band 6-12 days, zonal wavenumber 6-18. The unit of colormap is m/s 1049 

FIG. 8 Comparison of diagnosed MRG wave pattern over the western Pacific Ocean 1050 
region with theoretically calculated one. a-j) The MEEMD extracted daily MRG wave structures 1051 
from Oct. 8 to Oct. 17, with horizontal winds in vector form and geopotential shaded; k) the same 1052 
as a-j but for theoretical MRG wave from a non-dimensionalized shallow water system; and l) the 1053 
same as c but enlarged for comparison with k. The amplitude of wind is plotted at the lower-right 1054 

corner of panel j 1055 

 1056 

FIG. 9 The same as Fig. 7 but for different tropical regions and temporal ranges. a) - e), 1057 
tropical Indian Ocean region between 7 November and 11 November, respectively; f) - g), tropical 1058 
eastern Pacific region between 29 September and 3 October, respectively; k) - o), tropical Atlantic 1059 
Ocean region between 1 August and 5 August, respectively 1060 

FIG. 10 Marginal zonal wavenumber-frequency spectra of global MRG waves from 1061 
MEEMD components 3 and 4. a) MRG wave spectrum for year 2002; and b) MRG wave 1062 

spectrum for years 1979-2013. The color scheme represents the summed energy projected onto the 1063 
small bin of the zonal wavenumber-frequency domain. The solid curves are theoretical MRG wave 1064 
dispersion relationship for equivalent depths (blue 1 m; pink 5m; red 25m; green 50m; and black 1065 

100 m). The dashed black curve is the theoretical dispersion relationship for 1n  inertio-gravity 1066 

wave with equivalent depth 5m. The green, red and pink dashed curves are theoretical 1n   1067 
equatorial Rossby wave dispersion relationship for different equivalent depths (pink 5m; red 25m; 1068 

and green 50m) 1069 

FIG. 11 The same as Fig.10b but for different regions for the period 1979-2013: a) Indian 1070 

Ocean, b) western Pacific, c) eastern Pacific, and d) Atlantic Ocean  1071 

FIG. A1 The phase speed and group velocity of an MRG wave event. a) the sequential 1072 

meridional winds along Equator from MEEMD component 4 for Oct. 8 to 12 of 2002, and b) their 1073 
corresponding EEMD component 2’s.  The red curves are the envelops of EEMD components 2’s. 1074 
The blue dashed line indicates the phase speed and the red dashed line the group velocity 1075 

FIG. A2 The MEEMD 4th component of the meridional wind at the Equator (the same as 1076 
Fig. 6) and the fitted amplitude. The values are indicated by the corresponding colorbars with a 1077 
unit of ms-1. In the right panel, regions with amplitude less than 1.5 ms-1 is left blank 1078 

 1079 

  1080 
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 1081 

 1082 

FIG. 1 Fourier spectra of MRG wave fields. a) A spatiotemporally homogeneous MRG 1083 
wave field; b) the Fourier spectrum of the wave field displayed in a); c) a spatiotemporally local 1084 

MRG wave field; and d) The same as b) but for wave filed displayed in c).  In panels b) and d), 1085 
red curves correspond to MRG wave dispersion relationship with equivalent depth 25 m, black 1086 
curves 50 m, and green curves 250 m. The displayed spectra are divided by the total energy of 1087 

each corresponding individual wave field to make the displayed color in b) and d) with unit of 1088 

percentage 1089 

 1090 

  1091 
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 1092 

FIG. 2 The intuition behind EMD. The blue curve C is a pure oscillatory component (mono-1093 

component) with its amplitude  a t being given as the orange curve at the top; the red curve is the 1094 

background slower varying component R; and the black curve is S(t), the sum of R and C. Among 1095 

the bottom group curves, the orange curves are    R t a t and    R t a t , respectively 1096 

  1097 
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 1098 

FIG. 3 Spatial coherence and temporal locality of EEMD decomposition. a) The original 1099 
meridional wind data (original, Xs,t) and successive EEMD components (the 1st mode to the 5th 1100 

mode, Ci,s,t) at neighboring grid points. The blue curves correspond to the grid point (177.5°E,0°) 1101 
and red curves to the grid point (180°,0°). b) The original meridional wind data (original, Xs,t) and 1102 

successive EEMD components (the 1st mode to the 5th mode, Ci,s,t) at the same grid point but by 1103 
different temporal lengths. Blue curves correspond to the range of the 50th  to the 99th day, red 1104 

curves the 50th day to the 97th day and black curves the 50th day to the 95th day 1105 

  1106 
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 1107 

FIG. 4 MEEMD decomposition of multi-dimensional meridional wind dataat the equator. 1108 
a) The meridional winds along the Equator between 160°E and 180° within temporal range of the 1109 
first 50 days in 2002; b) - f) the MEEMD components from the 1st mode to the 5th mode, 1110 

respectively. The color schemes are the same for all panels (at the far right) except for a; for which 1111 

the colorbar is placed immediately to its right-hand-side 1112 

  1113 
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 1114 

FIG. 5 Synthetic data experiments testing the impacts of locality to spectra analysis 1115 
method and the efficiency of the MEEMD method. a) MRG wave field with high locality, the 1116 
same as in Fig. 1c, but only the first 150 time steps are displayed here; b) marginal wavenumber-1117 

frequency spectrum of the MRG wave field in a); c) the noise contaminated MRG wave field; d) 1118 
marginal wavenumber-frequency spectrum of the noise contaminated MRG wave field in c); e) 1119 

MRG wave field obtained from MEEMD method; and e) the marginal wavenumber-frequency 1120 
spectrum of the MEEMD method decomposed MRG waves field in e). The color of curves and 1121 
shaded color schemes are the same as those in Fig. 1 1122 
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 1124 

FIG. 6 Longitude-time profile (Hovmöller Diagram) of 850 hPa equatorial meridional 1125 
wind at the equator from the 4th MEEMD mode. The shaded colors represent the values of 1126 
meridional wind strength with positive values (northward) in red colors and negative values 1127 
(southward) in blue colors, while the x-axis and y-axis are longitude and time, respectively. The 1128 
unit in the color scheme is ms-1. The red box indicates the spatiotemporal location of the MRG 1129 

event shown in Fig.7, the blue box in Figs.9a-9e, the green box Figs.9f-9j, and the black box in 1130 
Figs.9k-9o 1131 
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 1133 

FIG. 7 The evolution of an MRG wave event example over the tropical western Pacific 1134 
Ocean region obtained from different filters. a) meridional wind from the fourth MEEMD 1135 

component;The original meridional wind field; b) The original meridional wind field; meridional 1136 
wind from the fourth MEEMD component, and c) the meridional from Fourier filter with band 6-1137 

12 days, zonal wavenumber 6-18. The unit of colormap is m/s. 1138 
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 1140 

FIG. 8 Comparison of diagnosed MRG wave pattern over the western Pacific Ocean 1141 
region with theoretically calculated one. a-j) The MEEMD extracted daily MRG wave structures 1142 

from Oct. 8 to Oct. 17, with horizontal winds in vector form and geopotential shaded; k) the same 1143 
as a-j but for theoretical MRG wave from a non-dimensionalized shallow water system; and l) the 1144 

same as c but enlarged for comparison with k. The amplitude of wind is plotted at the lower-right 1145 
corner of panel j 1146 
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 1148 

FIG. 9 The same as Fig. 7ab but for different tropical regions and temporal ranges. a) - 1149 
e), tropical Indian Ocean region between 7 November and 11 November, respectively; f) - g), 1150 

tropical eastern Pacific region between 29 September and 3 October, respectively; k) - o), tropical 1151 
Atlantic Ocean region between 1 August and 5 August, respectively 1152 
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 1154 

FIG. 10 Marginal zonal wavenumber-frequency spectra of global MRG waves from 1155 
MEEMD components 3 and 4. a) MRG wave spectrum for year 2002; and b) MRG wave 1156 
spectrum for years 1979-2013. The color scheme represents the summed energy projected onto the 1157 

small bin of the zonal wavenumber-frequency domain. The solid curves are theoretical MRG wave 1158 
dispersion relationship for equivalent depths (blue 1 m; pink 5m; red 25m; green 50m; and black 1159 

100 m). The dashed black curve is the theoretical dispersion relationship for 1n  inertio-gravity 1160 

wave with equivalent depth 5m. The green, red and pink dashed curves are theoretical 1n   1161 

equatorial Rossby wave dispersion relationship for different equivalent depths (pink 5m; red 25m; 1162 
and green 50m) 1163 
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 1165 

FIG. 11 The same as Fig.10b but for different regions for the period 1979-2013: a) 1166 
Indian Ocean, b) western Pacific, c) eastern Pacific, and d) Atlantic Ocean 1167 
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 1169 

FIG. A1 The phase speed and group velocity of an MRG wave event. a) the sequential 1170 
meridional winds along Equator from MEEMD component 4 for Oct. 8 to 12 of 2002, and b) 1171 

their corresponding EEMD component 2’s.  The red curves are the envelops of EEMD 1172 
components 2’s. The blue dashed line indicates the phase speed and the red dashed line the 1173 

group velocity  1174 
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 1176 

FIG. A2 The MEEMD 4th component of the meridional wind at the Equator (the same 1177 
as Fig. 6) and the fitted amplitude. The values are indicated by the corresponding colorbars 1178 

with a unit of ms-1. In the right panel, regions with amplitude less than 1.5 ms-1 is left blank  1179 
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