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Linear-Quadratic Mean-Field Reinforcement Learning:
Convergence of Policy Gradient Methods

René Carmonal

Abstract

We investigate reinforcement learning for
mean field control problems in discrete time,
which can be viewed as Markov decision pro-
cesses for a large number of exchangeable
agents interacting in a mean field manner.
Such problems arise, for instance when a large
number of robots communicate through a cen-
tral unit dispatching the optimal policy com-
puted by minimizing the overall social cost.
An approximate solution is obtained by learn-
ing the optimal policy of a generic agent in-
teracting with the statistical distribution of
the states of the other agents. We prove rigor-
ously the convergence of exact and model-free
policy gradient methods in a mean-field linear-
quadratic setting. We also provide graphical
evidence of the convergence based on imple-
mentations of our algorithms.

1 Introduction

Typical reinforcement learning (RL) applications in-
volve the search for a procedure to learn by trial and
error the optimal behavior so as to maximize a reward.
While similar in spirit to optimal control applications, a
key difference is that in the latter, the model is assumed
to be known to the controller. This is in contrast with
RL for which the environment has to be explored, and
the reward cannot be predicted with certainty. Still,
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the RL paradigm has generated numerous theoretical
developments and found plenty practical applications.
As a matter of fact, bidirectional links with the opti-
mal control literature have been unveiled as common
tools lie at the heart of many studies. The family of
linear-quadratic (LQ) models proved to be of great im-
portance in optimal control because of its tractability
and versatility. Not surprisingly, these models have also
been studied from a RL viewpoint. See e.g. [26, 10].
Mean field control (MFC), also called optimal control
of McKean-Viasov (MKV) dynamics, is an extension
of stochastic control which has recently attracted a
surge of interest (see e.g. [5, 1]). From a theoreti-
cal standpoint, the main peculiarity of this type of
problems is that the transition and reward functions
do not only involve the state and the action of the
controller, but also the distribution of the state and
potentially of the control. Practically speaking, they
appear as the asymptotic limits for the control of a
large number of collaborative agents, but they can also
be introduced as single agent problems whose evolution
and costs depend upon the distribution of her state and
her control. Such problems have found a wide range
of applications in distributed robotics, energy, drone
fleet management, risk management, finance, etc. Al-
though they are bona fide control problems for which
a dynamic programming principle can be formulated,
they generally lead to Bellman equations on the infinite
dimensional space of measures, which are extremely
difficult to solve (]2, 22, 25]). Luckily, for mean field
LQ problems, simpler optimality conditions can often
be framed in terms of (algebraic) Riccati equations,
analogously to the non-mean field case. Figure 1 con-
tains a schematic diagram of the relationships between
optimal control (i.e., planning with a model) and the
paradigms of MFC and RL. On the one hand, RL can
be viewed as a development of optimal control in which
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the model is (partially or fully) unknown. On the other
hand, MFC is a generalization of optimal control for
multiple agents when the number of agents grows to
infinity. Mean-field reinforcement learning (MFRL for
short) lies at the intersection of these two extensions
and aims at describing how a large number of agents
can collectively learn the optimal solution of a control
problem by trial and error.

learning
oC RL
Neoo/MKVJ lN—)oo/MKV
MFC learning MFRL

Figure 1: Diagram describing the relationship between
optimal control (OC), mean-field control (MFC), rein-
forcement learning (RL) and mean-field reinforcement
learning (MFRL). Horizontal and vertical arrows repre-
sent generalizations by model-free learning or by letting
the number of agents grow to infinity.

Main contributions. From a theoretical viewpoint,
we investigate reinforcement learning when the distri-
bution of the state influences both the dynamics and
the rewards. We focus on LQ models and make three
main contributions. First, we identify, in a general
setting which had not been studied before, the optimal
control as linear in the state and its mean, which is
crucial to study the link between the MFC problem
and learning by a finite population of agents. We ar-
gue that it provides an approximately optimal control
for the problem with a finite number of learners. We
study a policy gradient (PG) method, in exact and
model-free settings (see Section 3), and we prove global
convergence in all cases. Notably, we show how a finite
number of agents can collaborate to learn a control
which is approximately optimal. The key idea is that
the agents, instead of trying to learn the optimal control
of their problem, try instead to learn the control which
is socially optimal for the limiting MFC problem. Last,
we conduct numerical experiments (see Section 4).

Our proof of convergence generalizes to the mean field
setting the recent groundbreaking work of Fazel et al.
[10] in which the authors have established global conver-
gence of PG for L.QQ problems. One key feature of our

model is the presence of a so-called common noise. To
the best of our knowledge, it has never been considered
in prior studies on mean field models and reinforce-
ment learning. As we explain in the text, its inclusion
is crucial if the model has to capture random sources
of shocks which are common to all the players, and
cannot average out in the asymptotic regime of large
populations of learners. While its presence dramatically
complicates the mathematical analysis, it can also be
helpful. In the present paper, we take advantage of
its impact to explore the unknown environment. Fur-
thermore, in our model-free investigations, we study
two different types of simulator. We first show how the
techniques of [10] can be adapted to show convergence
of PG for the mean field problem if we are provided
with an (idealized) MKV simulator. We then proceed
to show how to obtain convergence even when one has
only access to a (more realistic) simulator for a system
with a finite number of interacting agents. The proof
requires mean-field type techniques relying on the law
of large numbers and, more generally, the propagation
of chaos. Our numerical experiments show that the
method is very robust since it can be applied even if the
agents are not exchangeable and have noisy dynamics.

2 Linear Quadratic Mean Field
Control (LQMFC)

Notation. | -], |- |lr and || - ||+ denote respectively
the operator norm, the Frobenius norm, and the trace
norm. || - |2, or simply || - || if there is no ambiguity,
denotes the Euclidean norm of a vector in R%. \(-) and
omin(-) denote respectively the spectrum and the mini-
mal singular value of a matrix. X > 0 means that X is
positive semi-definite (psd). We say that a probability
measure p on R? is of order 2 if [ |z[?u(dz) < oo.
|| - |l denotes the LP norm of a random vector. If
¢ € RY, diag(¢) denotes the d x d diagonal matrix with
the entries of £ on the diagonal. If A, B are two matri-
ces, diag(A, B) denotes the block-diagonal matrix with
blocks A and B. The transpose of a row, a vector, or
a matrix is denoted by . ||+ ||, is the sub-Gaussian
norm: namely for a real-valued sub-Gaussian random
variable 7, |[n]ly, = inf{s>0:Efexp(n?/s?)] < 2},
and for a d-dimensional sub-Gaussian random vector &,
1€llpo = supyera:joy=1 1€ vlls,- See e.g. [31] for more
details.
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2.1 Mean field control problem

Definition of the problem. We consider the
stochastic evolution of a state x; € R%: for t = 0,1, ...,

Tyl = A.’L‘t + A_(ft =+ But + Bﬁt + 6?+1 + 6%+17 (1)

where u; € R’ has the interpretation of a control and,
for ¢t > 0, the noise terms €}, ; and €/, ; are mean-zero
R?-valued random vectors with a finite second moment.
We shall assume that the entries in the sequences (€?):>1
and (€} );>1 are independent and identically distributed
(i.i.d. for short) and they are independent of each
other. They should be thought of as the sequences of
increments of a common and an idiosyncratic noise re-
spectively. We shall understand clearly this distinction
when we discuss the dynamics of N agents (see § 2.2).
In order to allow the initial state xg to be random, we
assume that xo = €J + €}, but while we assume that €3
and €} are independent of each other, and independent
of the € and € for ¢ > 1, we shall not assume that
they are mean zero themselves. Let i) and fi{ be their
respective distributions. Here z; and u; are the condi-
tional mean of x; and u; given (2)s—o ;. These terms
encode mean field (MF) interactions and explain the
terminology McKean-Viasov (MKV). See Section A of
appendix for details. A, A, B and B are fixed matrices
with suitable dimensions.

We define the instantaneous MF cost at time ¢ by:

(g, Toy ug, ) = (v — Z4) " Qay — 7) + 7, (Q + Q)74
+ (ut — ’L_l,t)TR(Ut — T_Lt) + a:(R —+ R)ﬂt

where Q, @, R and R are real symmetric matrices of
suitable dimensions (independent of time). We make
the following assumption.

Assumption 1. Q,Q + Q, R, R+ R are psd matrices.

This assumption guarantees that the Hamiltonian of the
system is convex. In fact, if any of these four matrices
is positive definite, then the Hamiltonian of the system
is strictly convex, ensuring uniqueness of the optimal
control. The goal of the MFC problem is to minimize
the expected (infinite horizon) discounted MF cost

J(u) =E Ztoio pytc(x?7f?7 U, ﬁt) (2)

where 7 € [0, 1] is a discount factor, and we used the no-
tation (x}') to emphasize the fact that the state process

satisfies (1) where u = (u;);=0,1,... is an admissible con-
trol sequence, namely a sequence of random variables
ug on (9, F,P), measurable with respect to the o-field
F: generated by {e},el,..., €, el} and which satisfy:
E Yy ur2 < oc.

Characterization of the optimal control. To the
best of our knowledge, the above problem has not been
studied in the literature, presumably because it is set
in infinite horizon and with discrete time, it includes
a common noise ¢, and the interaction is not only
through the conditional mean of all the states, but also
through the conditional mean of the controls. Under
some suitable conditions, using techniques similar to [4,
Section 3.5], it can be shown that the optimal control
can be identified as a linear combination of z; and z;
at each time ¢.

2.2 Problem with a finite number of agents

We now consider N agents interacting in a mean
field manner. We denote their states at time ¢ by
(@} )n=1,...,n. They satisfy the state system of equa-
tions: foralln=1,...,N,t >0,

oy = Az 4+ Az + Bul + Bal + €0, + 627, (3)

with initial conditions x{ = 68—1—6(1)’("), where A, A, B, B
are as before and (e?);>; and (ei’(n))nzl,m,]\r)tzl are
families of independent identically distributed mean-
zero real-valued random variables, which are assumed
to be independent of each other. We use the notations:
N =+ Zﬁ;l 2} and @) = + 25:1 u to denote the
sample averages of the individual states and controls.
Notice that with these notations, we can write the
evolution of the sample average of the state:

2 = (AT + (BB +efi 1+ x Yoo et -
Note that €? affects all the agents and represents aggre-
gate shocks e.g. in economic models (see [6, 7] for appli-
cations to systemic risk and energy management in the
MFG setting). Unlike its counterpart in the MKV dy-

namics, 2V involves not only the common noise but also
the idiosyncratic noises. Letting X; = [z},..., 2]

and Uy = [uj,...,ul¥]" for each integer t > 0, we have
the vector dynamics

X1 = ANX, + BNU, + EY,, + B}, (4)
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with Ef,, = [eijﬁ),...,eh_(iv)]T, EY =
(€01, e0q]T and AV = Iy ® A+ +1y ® A

and BN = Iy ® B+ %IN ® B, where ® denotes the
Kronecker product between matrices. In other words,
the matrix AV is the sum of the block-diagonal matrix
with N blocks A and of the matrix with N x N blocks
%fl, and similarly for the matrix BY. Throughout the
paper, I; is the d x d identity matrix, 145 and 14 are
respectively the d x d matrix and the d—vector whose
entries are all ones. We drop the subscripts when the
dimension is clear from the context.

We seek to minimize the so-called population social
cost defined as JV(U) =E >, ~v'e™ (Xy, Uy) over the
admissible control processes U = (U;); where, by admis-
sibility we mean that: 1) the control process is adapted
to the filtration generated by the sources of random-
ness (initial condition, common noise and idiosyncratic
noises), and 2) the expectation appearing in the defini-
tion of JV(U) is finite. Here, the instantaneous social
cost function &V is defined by

N(X,U) = 5 ool e (@ 2N a) ()
where X = [2!,...,2"N]" and U = [u},...,uN]T, and

for each n € {1,..., N} the function ¢(™) is the cost of
agent n, defined for x, z,u, u € R¢ by:

N]T

C(n)(l'vi'vua 71) = (1' - ‘%)TQn(m - j)

+
4+ (u—1u)"R(u—1a)+a' (R+ R),

where Q" = @ —|—~Q” for each n = 1,...,N. Here
1@ < h, with h < min{Amin(Q), Amin(@ + Q)},
should be seen as a variation of ) and h quantifies
the degree of heterogeneity of the population.! We
will use the notation Q = [Q',...,QN]" for the vec-
tor of variations. We could perturb the coefficients
Q, R and R as well, but we chose to perturb Q only
because this is enough to illustrate departures from the
MKYV solution which we want to emphasize. The opti-
mization problem can be recast as an infinite-horizon
discounted-cost linear-quadratic control problem where
the state X = (X;); is a stochastic process in dimension
dN. In particular, the optimal control U*% is of the
form U = @*N X, for a deterministic (dN) x (dN)
constant matrix ®*.

1A}:tu&lly7 it is sufficient to assume that Q" is such that
Q+Q">=0and Q+Q+ Q" = 0.

2.3 Link between the two problems

It can be shown that the optimal control for the
MFC problem is given at time t by uj; i (t) =
—K*xy — (L* — K*)Z; for some constant matrices K*
and L*. For the purpose of comparison with the matrix
&N defined above, we introduce the matrix (I)?\ﬁ(v =
—IN®K*—+1y®(L*—K*). It turns out that this ma-
trix provides a control which is approximately optimal
for the N —agent problem, i.e., if the agents use the con-
trol Uifpy (t) = @4y Xe = —diag(K*, ..., K*)X; —
diag((L* — K*),...,(L* — K*)) X, then the social cost
is at most € more than the minimum, where € depends
on N and the heterogeneity degree h, and vanishes as
N = 400 and h — 0 (see Section F.2 of the appendix
for numerical illustrations). In the extreme case of ho-
mogeneity, namely when b = 0, &N = Q*MJ}T{V. So
in this case, the optimal strategy for N agents is the
same as in the MKV case, except that the mean of
the MKV process is replaced by the N —agent sample
average. This intuition naturally leads to the notion of
decentralized control which can be easily implemented
using the solution of the MFC problem (see Remark 49
in Section F.2 of the appendix and [14]). This perfect
identification was the main motivation to develop RL
methods for the optimal control of MKV dynamics.

3 Policy gradient method

3.1 Exact PG for MFC

Admissible controls.  We go back to the framework
for the optimal control of MKV dynamics discussed
in § 2.1. Our theoretical analysis suggests that we
restrict our attention to controls which are linear in
x and T since we know that the optimal control is
in this class. Accordingly, we define © as the set of
0 = (K, L) € R?¥4 x R*9 guch that v||A — BK||?> < 1
and y||A+A—(B+B)L||> < 1. For 6 = (K, L) € ©, we
define @y : (2,%) — —K(x — ) — Lz, and to alleviate
the notations, we write 2 instead of x}‘e for the state
controlled by the control process u¢ = g (s, Z;). We
will sometimes abuse terminology and call 8 a control
or say that the state process is controlled by 6. We
let Ky = diag(K, L) € RZ9X(4) - Conversely, it will
also be convenient to write §(K) = (K, L) when K =
diag(K, L).
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Re-parametrization. The goal is to recast the ini-
tial mean-field LQ problem as a L.Q problem in a larger
state space. Given 6 = (K, L) € O and the associated
controlled state process (2%)¢>0, we introduce two aux-
iliary processes (y!)i>0 and (zf);>0 defined for ¢ > 0
by

) =af —E[{|F%),  and 2/ =E[{|F°]. (6)

Note that y§ = yo = € — E[e}] and 2§ = 2o = €) + Ele}]
are independent of # and that

yt9+1 = (A- BiK)yf + €;1+1>

2, = (A+A—(B+B)L)z! +€),.
In particular, y¢ (resp. 2?) depends on 6 only through
K (resp L). We also introduce the state vector x? =
[y, 20]T € R?? and view it as a new controlled state
process, with x{ = xg = [e} — E[e], €] + ]E[eOH and
for t > 0,

x4 = (A —BKg)x] + €141 (7)

where €; = [e%,eg]T € R A = diag(A, A+ A) and
B = diag(B, B). We introduce the new cost function

C: R x R4 50 = (K, L)~ C(#) € R defined by
C(0) =By 7' (x7) "Tox?,

where 'y = Q + K] RKy, with Q = diag(Q,Q + Q)
and R = diag(R, R + R). Finally, we introduce the
auxiliary cost functions Cy and C, defined by:

=E> 7)) (Q+ K"RK)y{

t>0

=E> ') (Q+Q+L"(R+ R)L)2/
t>0

The following result gives the rationale for our re-
parameterization of the optimization problem.

Lemma 1. For any § = (K,L) € ©, we have
J(ug) = C(0) = Cy(K) + C.(L), and infygce J(0g) =
infgce C(0) = infx Cy(K) + infy, C.(L).

Here we slightly abuse of notation and see J as a func-
tion of @y. The proof of this lemma is deferred to
Section B.1 of the appendix. Notice that, by defini-
tion of @y and C(0), we also have argmingcg J () =
arg mingcg C(0). De facto, we split the original control
problem into two separate optimization problems which
can be tackled in parallel.

Exact PG convergence result. Assuming full
knowledge of the model, we compute the optimal pa-
rameters using a standard gradient descent algorithm.
With a fixed learning rate 1 > 0 and initial parameter
0o = (Ko, Lo), we update the parameter ¢ from o(k)
to 80D Z K+ via KD — KO — pyc(g®).
Convergence of the algorithm is proved under the follow-
ing assumption. Let ! = E[el (e}) 7], X% = E[¢Y(9) ],
S, — E [yh(s8)7]  and =2, ~ E ()]

Assumption 2. max{\nin(Zy,)s Amin(E1)} > 0, and
max{Amin(X2,), Amin(2°)} > 0. Moreover €},€} and
€t et for allt > 1 are sub-Gaussian random variables
whose || - ||y, norms are bounded by a constant Cj.

Remark 2. The above assumption implies directly
that the variances ¥y, ¥.0,2Y, 20 are bounded in o
norm. If the initial distributions are non-degenerate
with bounded supports, and if there is no noise processes
(which imply Assumption 2 automatically), the argu-
ments of [10] can be adapted in a rather straightforward
way. However, in the more general setting considered
here, which covers in particular non-degenerate Gaus-
sian distributions, we need more tools and ideas to prove
the convergence results.

We prove the following convergence result. Here and
thereafter, we denote by #* the optimal parameter, i.e.
such that C(6*) = mingeo C(6).

Theorem 3. Under our standing assumptions, for ev-
ery € > 0, if k is large enough and if n > 0 is small
enough, then C(0F)) —C(0*) < e. The convergence rate
is linear in the sense that it is sufficient to take the
number of steps k of the order of O(log(1/¢)).

Remark 4. The constant in the big O can be expressed
as a polynomial of the data of the problems. See [10,
Theorem 7] or the proof of Theorem 6 below for more
details.

The proof is adapted from [10, Theorem 7] and the
main differences are stressed in Section B of the ap-
pendix. The non-degeneracy of the randomness, which
comes from Assumption 2, plays a crucial role in our
ability to adapt the result of [10]. Note that the re-
parameterization is critical to show that, during the gra-
dient descent, the matrix K®*) keeps a block-diagonal
structure.
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3.2 Model free PG for MFC with MKV
simulator

Let us assume that we have access to the following
(stochastic) simulator, called MKV simulator S¥;
given a control parameter 0, Si; /() returns a sample
of the mean-field cost (see § 2.1) for the MKV dynam-
ics (1) using the control 6. In other words, it returns
a realization of the social cost ZZ:OI ~tes, where ¢ is
the instantaneous mean-field cost at time ¢. Notice
that, although the simulator needs to know the model
in order to sample the dynamics and compute the costs,
Algorithm 1 below uses this simulator as a black-box (or
an oracle), and hence uses only samples from the model
and not the model itself. Without full knowledge of the
model, we use derivative-free techniques (see Section C
of the appendix) to estimate the gradient of the cost.
We let B, C R¥¢ be the ball of radius 7 centered at
the origin, and S, = 9B, be its boundary. The uniform
distributions on B, and S, are denoted by up_ and
s, respectively.

Algorithm 1 provides a (biased) estimator of the true
policy gradient VC(6). This method is very much in
the spirit of [10, Algorithm 1], except that here we have
two components (the state and the conditional mean)
playing different roles. The choice of two independent
sources (v1;) and (ve;) of noise is important to get an
estimation of the gradients w.r.t. K and L solely from
observing a single cost provided by the MKV simulator
ST v (0;). We prove the following convergence result,
which generalizes [10, Theorem 30].

Algorithm 1: Model-free MKV-Based Gradient Esti-
mation
Data: Parameter § = (K, L); number of perturbations
M; length T'; radius 7
Result: A biased estimator for the gradient VC(6)
begin
fori=1,2,...,M do
Sample vy, ve; 1.i.d. ~ us.
Set 0; = (KI,LZ) = (K + vy4, L +7)2¢)
Sample C* using Si; v (6:)
Set VxC(0) = &L 57 Civyy, and
ViC0) = LS M Ciuy,
return VC(0) = diag (VxC(0), VLC(0))

Theorem 5. Under our standing assumptions, if we

use the update rule KF+1) = K®) — npvC(0®%) where
VC(0®) is given by Algorithm 1, for every e > 0, if k,
M, =" and T are large enough, then we have C(§*)) —
C(0*) < e with probability at least 1 — k(d/e)~?. The
convergence rate is linear in the sense that it is sufficient
to take k of the order of O(log(1/¢)).

The proof is deferred to Section C of the appendix, but
it is worth mentioning here some important steps. It
relies on the reparametrization x? = [y% 2]T of the
state process. Due to the idiosyncratic and common
noises, the sampled costs are not bounded but only sub-
exponentially distributed. A careful analysis is required
to obtain polynomial bounds on the parameters M, 7!
and T used in the algorithm. The main difficulty turns
out to reduce to the study of a sequence of quadratic
forms of sub-Gaussian random vectors with dependent
coordinates (see [35, Proposition 2.5]). The discount
term also plays an important role here. We refer to
Lemma 35 in the appendix for more details on the
cornerstone of the proof.

3.3 Model-free PG for MFC with population
simulator

We now turn our attention to a more realistic setting
where one does not have access to an oracle simulating
the MKV dynamics, but only to an oracle merely capa-
ble of simulating the evolution of IV agents. We then
use the state sample average instead of the theoretical
conditional mean, and for the social cost, the empirical
average instead of the mean-field cost provided by the
MKYV simulator. We rely on the following population
simulator S;;IJ,V : given a control parameter 6, Sgo’év (9)
returns a sample of the social cost obtained by sampling
realizations of the N state trajectories controlled by 6
and computing the associated cost for the population,
see (3) and (5). In other words, it returns a realization
of ZtT:o yteN | where ¢ is the instantaneous N-agent
social cost cost at time t.

Notice that this population simulator SpTO’ZIjV is arguably
more realistic and less powerful than the previous MKV
simulator ST v, in the sense that the former has only
an approximation (or a noisy version) of the true mean
process. We stress that all the agents use the same con-
trol (and in Algorithm 2, they use the same perturbed
version of a control). This point is in line with the idea
that the problem corresponds to the one of a central
planner or the one of a population trying to find the
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best common feedback control rule in order to optimize
a social cost (see § 2.2).

Algorithm 2: Model-free Population-Based Gradient
Estimation
Data: 6 = (K, L); number of agents N; number of
perturbations M; length T'; radius 7
Result: A biased estimator for VC(6).
begin
fori=1,2,...,M do
Sample vy, vo; 1.i.d. ~ us,
Set 01 = (KiyLz') = (K + Uli,L + Ugi)

Sample C*V using ST (6;)

Set VxCN(0) = £ L Zf\il CNyy;, and
@LCN(H) = %ﬁ Zz]\il éi’NUQi
return VCV () = diag (@KC’N(G), @LC’N(G))

Theorem 6. Under our standing assumptions, if h =
0, and if we use the update rule K*:+1) = K& —
nVCN (0F), where VCN (0%)) is given by Algorithm 2,
then for every e > 0, if k, M, 7=, T and N are large
enough, then CN(0)) — CN(0*) < e with probability
at least 1 — k(d/e)~®. The convergence rate is linear
in the sense that it is sufficient to take the number of
steps k of the order of O(log(1/¢)).

The high-level structure of the proof follows the lines
of [10, Theorem 28], with several important modifica-
tions that we highlight in the appendix. In particular,
it relies on several crucial estimates controlling the bias
introduced by MF interactions in the computation of
the gradient of the cost. See, in the appendix, Section D
for a sketch of proof and Section E for the details.

Remark 7. Recall that when h = 0, the mean-field and
the finite-population problems have the same 60*. When
h > 0 (agents are not perfectly identical), a similar
convergence result could be proved, at the expense of an
additional error term vanishing as h — 0. Numerical
tests conducted with heterogeneous agents in the next
section support this idea.

Remark 8. FEven if the common noise were degenerate,
in the N—agent dynamics the average TV would remain
stochastic due to the term +; Zf:l,zl etlfl. Hence, we
expect that Theorem 6 could be proved without the non-

degeneracy of the noises in Assumption 2.

4 Numerical results

Although the main thrust of our work is theoretical, we
assess our convergence results by numerical tests. To
illustrate the robustness of our methods, we consider
a case where the agents are heterogeneous (i.e., h >
0) and have idiosyncratic and common noise in the
dynamics. For the discount, we used v = 0.9. We
consider here an example in which the state and the
control are in dimension 1 because it is easier to visualize
and because it allows focusing on the main difficulty
of MFC problems, namely the MF interactions. For
brevity, the precise setting is postponed to Section F of
the appendix. The displayed curves correspond to the
mean over 10 different realizations. The shaded region,
if any, corresponds to the mean + standard deviation.

For each model-free method, we look at how the control
learned by PG performs both in terms of the MF cost
and the N—agent social cost (see Figures 2). On Fig-
ure (2a) and (2b), one can see that the control learned
by PG is approximately optimal for the MF cost, pro-
vided that the number of agents is strictly larger than 1.
Indeed, as shown in Figure (3a), a single agent is able
to learn the second component of the optimal control
0* = (K*, L*) but not the first component. This can be
explained by the fact that, when N = 1, 2! —z" is iden-
tically 0. So the agent does not have any estimate of the
y component of the state (see (6)) and is thus unable
to learn the associated control parameter. Figure (2b)
displays the relative error, namely, (C(8%)) — C*)/C*
at iteration k, where C* = C(0*) is the optimal mean
field cost (i.e., the MKV cost evaluated at the optimal
mean field control parameter 6*).

As for the evaluation in terms of the population cost,
Figure 2 also displays the N —agent social cost (2¢) and
the error with respect to the optimal social cost (2d),
for each population size. Note that in our simulations,
for a finite population, the social cost takes into ac-
count the heterogeneities of the agents’s costs. In Fig-
ure (2c¢), the dashed line for each N corresponds to
the value of C*N = JN(®*"), which is the optimal
N —agent social cost (i.e., the social cost evaluated at
the optimal N—agent control ®*¥ introduced in sec-
tion 2.2). Figure (2d) shows the relative error, defined
as (CN(O®)) — c»N)/C*N at iteration k. Here, we
can see that the N-agents manage to learn a control
which is approximately optimal for their own social cost
(even when N = 1). For the sake of comparison, we also



LQ MFRL 8

1.0 1074

N=1

0.9

0 1000 2000 3000 4000  500C 0 1000
iteration

(a) (b)

2000 3000 4000  500C 0
iteration

N=1 opt
107t — N=2
N=2 opt
1 Rro N=10
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Figure 2: Comparison of costs achieved by the controls learned with MKV and population simulator using

model-free PG. (a) : mean field (MF) costs; (b)
and their respective optimal value; (d)

display the performance of the model-free method with
MKYV simulator (measured in terms of the MKV cost),
which appears in Figure (2) as well. It converges better
since all the proposed methods attempt to learn the
optimal control for the mean field problem. However,
as explained in section 2.3, the difference between the
N —agent optimal control and the mean-field optimal
control vanishes as the heterogeneity degree h goes to
0.

Besides the fact that a single agent is not able to learn
K*, we note in Figure (3b) that for N = 2 the conver-
gence is almost as good with N > 10 as with with MKV
simulator, but it is slower for N = 2. This certainly
comes from propagation of chaos, and we expect some
dependence on the dimension of the state, in accordance
with our theoretical bounds.

—— K:N=2
— LiN=2
— K:N=10

L: N=10

03 — K:N=100
—— L:N=100

0.0
0.2 = —= KMKV
K:N=1 LMKV
04 L:N=1 0.1 === KMKV opt
-=- K MKV opt === LMKV opt
I 0.0

L MKV opt

0 1000 2000 3000 4000 5000 0 1000 2000 3000 4000 5000
iteration iteration

(a) (b)

Figure 3: Convergence of the control parameters. (a) 1-
agent simulator. (b) MKV and population simulators.
5 Conclusion and future research

In this work, we explored the central role played by
MKV dynamics in multi-agent RL and showed that a

: relative error in MF cost wrt MF optimum; (c¢) : N-agent costs
: relative error in N-agent costs wrt IN-agent optimal cost.

relatively small number of agents are able to learn a
mean field optimal control, which can then be re-used
in larger systems with approximate optimality. We
established convergence of policy gradient methods for
linear-quadratic mean-field Markov decision problems
using techniques from optimization and stochastic anal-
ysis. When a MKV simulator is available, we explained
how the problem can be tackled by generalizing known
results for standard LQ models. When one has only
access to a population simulator, we extended existing
results to the case of MF interactions. An important
feature of our model is the presence of common noise,
whose impact had to be controlled. The three con-
vergence results shed light on a hierarchy of settings,
namely: (1) knowledge of the mean field model, (2)
access to a MKV simulator, and (3) access to a popula-
tion simulator. We believe that the strategy employed
here to successively prove these results (using a setting
as a building block for the next one) could be useful for
more general (i.e. non-linear-quadratic) mean-field RL
problems.

Our results can be extended in several directions. Other
RL methods (such as Actor-Critic algorithms [18]) and
variance reduction techniques could be used to improve
the method proposed here and generalize to non-LQ
models. Our analysis and numerical implementations
can be applied to other LQ problems such as mean
field games or mean field control problems with several
populations, with important applications to multi-agent
sweeping and tracking.

Related work. Our work is at the intersection of RL
and MFC. The latter has recently attracted a lot of
attention, particularly since the introduction of mean
field games (MFG) by Lasry and Lions [19, 20, 21]



R. Carmona, M. Lauriére, Z. Tan 9

and by Caines, Huang and Malhamé [15, 13]. MFGs
correspond to the asymptotic limit of Nash equilibria
for games with mean field interactions in which the
number of players grows to infinity. They are inherently
defined through a fixed point procedure and hence, differ
both conceptually and numerically, from MFC problems
which correspond to social optima. See for example [4]
for details and examples. Most works on learning in
the presence of mean field interactions have focused on
MFGs, see e.g. [34, 3] for “learning” (or rather solving)
MFGs based on the full knowledge of the model, and
[16, 32, 33, 12, 23, 9, 28] for RL based methods. In
contrast, our work focuses on MFC problems. While
completing the present work, we became aware of the
very recent work of [27], which also studies MFC with
policy gradient methods. However, their work deals
with finite state and action spaces whereas we consider
continuous spaces. Furthermore, we provide rates of
convergence and, finally, our results rely on assumptions
that can be easily checked on the MFC model under
consideration, which is not the case with the rather
abstract conditions of [27].
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Outline of the appendix. The structure of the appendix
is the following. We start with the definition of a rigorous
probabilistic framework for the idiosyncratic noise and the
common noise in Section A. We then explain (see Section B)
the key differences with the work of [10] to prove convergence
of the exact PG method. In Section C, we provide the main
ingredients for the proof of convergence of approximate
PG with the MKV simulator. The most technical result
of the present work is the convergence of population-based
approximate PG in Theorem 6, for which we provide a
sketch of proof in Section D before completing the details
in Section E. Last, Section F collects the parameters used
in the numerical tests. The interested reader who is not
familiar with the techniques introduced in [10] could start
with the sketch of proof provided in Section D to have a
global view of the main ideas.

A Probabilistic setup

In this section we rigorously define the model of MKV dy-
namics introduced in § 2.1. A convenient way to think about
this model is to view the state z; of the system at time ¢ as
a random variable defined on the probability space (2, F,P)
where Q = Q° x Q', F = F° x F' and P =P’ x P'. In this
set-up, if w = (W0, w"), € (w) = & (w°) and € (w) = & (w')
where (€g)t:1,2,m and (€& )¢=1,2,... are i.i.d. sequences of
mean-zero random variables on (Q°, F°,P%) and (Q*, F*,P')
respectively, while the initial sources of randomness €% and
& are random variables on (Q°, F°,P°) and (Q', F',P")
with distributions i3 and fij respectively, which are inde-
pendent of each other and independent of (&7)¢=1,2,... and
(é%)t:lygw. We denote by F: the filtration generated by the
noise up until time ¢, that is 7, = (3, €5, €7, €1, ..., €1, €t ).

At each time ¢t > 0, x+ and u; are random elements defined
on (2, F,P) representing the state of the system and the
control exerted by a generic agent. The quantities Z; and
Uy appearing in (1) are the random variables on (2, F,P)
defined by: for w = (w°, w'),

it(w):/ z¢ (w)P(dw), ﬁt(w):/ we (w)P(dw).
Ql Ol

Notice that both Z; and @; depend only upon w°. In fact,
the best way to think of Z; and . is to keep in mind the
following fact: #: = E[z¢|F°] and @ = E[u¢|F°]. These are
the mean field terms appearing in the (stochastic) dynamics
of the state (1).

B Proof of Theorem 3

The structure of the proof is analogous to the one presented
in Section D (see also [10, Theorem 7]). For the sake of
brevity, we do not repeat all the details here and we focus
on the differences in the key ingredients.

B.1 Proof of Lemma 1

Starting from this section, if there is no ambiguity, we will
only state results related to the process (y:):>o0 or to the
parameter K. They can be extended to process (zt):>0
or to parameter L by simply replacing the corresponding
parameters or operators (for example, we replace A by A+ A,
and Cy(K) by C,(L), etc).

Proof of Lemma 1. Consider a given § = (K, L) € ©. The
control process is U = (u¢)t>0 with uy = dig(z),Z7) for all
t > 0. We notice that for every t > 0, u; = —K (2! — %) —
Lz! = nyf — LzY, and

+| KTRK KT'RL | o

(ue) " Rug = (x7) LTRK LTRL |

We can proceed similarly for the term with R in the cost.
Moreover, E[y?|F°] = 0 and 2! is F°-measurable, which
implies E[(y?) " KT RLzY|F°] = 0, so that we deduce V¢ > 0,

E [(w)" Rut] = E [E[(w:) " Rue| F°]] = E [(x{) "Kg RKox{] .

Then the result holds. O

B.2 Gradient expression and domination

Lemma 9. Under Assumption 2, the variance matrices
Syor Dzo, 2, E0 have finite operator norms, namely there
exists a finite constant Co yar such that

max{[|Zyo |, [1Zzo[l, IZ1, 1Z°1} < Covar. (8)

The proof of Lemma 9 is not difficult. It uses the inequality
between the LP norm and the sub-Gaussian norm. One can
take Co,var = dCsung where Csyup s a universal constant.

For 6§ = (K, L), let us define the value function when the
process (x7)¢>o starts at x € R®*? and follows (7) using

control 6:
Vo(x) = Y 7' (x?) " Toxi.
t>0

Then C(0) = E[Vs(x0)]. We also define the quantity Xy =
E Zt>0 %) (x%)T. The noises in the dynamics of y{ = yf

and z{ = z} are independent, so E[y¢z{] = 0 for all ¢ > 0.

Hence we have Xy = diag(2¥,, X7 ), where we introduced
S =EY 4w, Si=EY )T
t>0 t>0

We also introduces the initial variance terms

Syo = Elyo(yo) '],
= E[e(l)(e(l))T},

. =Elzo(z0)],  (9)
0 = E[(cd)"]. (10)
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Let us also consider two matrices P, P € R**? which are
solutions to the following two algebraic Riccati equations

Pi=Q+Q+L (R+R)L

{ P/ =Q+ K'RK +~(A—- BK)"PL(A - BK)
+y(A+A—

(B+B)L)'P{(A+A— (B+ B)L).
(11)
We can combine these two equations into one by introducing

Y
PQZ[PK 0

0 P; :| that satisfies

Py=Q+K'RK+~(A - BK) Py(A — BK).

Let us also introduce ag = a¥% + af, with

T _E[(&3)T PEel]

i z
o = (2Bl TPRel] el =

1—v

For all xg = (yo,20) € R??, the value function can be
expressed as:

Vo(xo) = xq Poxo + ap = yOTP}y(yO +a¥ + zOTPI’fzo +aj.
(12)

The following result provides a crucial expression for the
gradient of the cost.

Lemma 10 (Policy gradient expression). For any 6 =
(K,L) € ©, we have
VkC(0) = VgCy(K) =2EY%XY,,

where EY, = (R+~yB'" PL.B)K —yB' P} A.

For the sake of completeness, we provide the proof, which is
analogous to the one of [10, Lemma 1], except for the fact
that we have noise in the dynamics and a discount factor.

Proof. Let us consider

EZ’Y vi')

t>0

@+ K"RE)y{ = §' Pij+ak,

when (y{); starts from yo = § and is controlled by K. We
have
Cy(K) =By [Cy (K, y0)]- (13)

Here, we use a subscript to denote the fact that the expec-
tation is taken w.r.t. yo. We also notice that

Cy (K, 9)
—EY ') (Q+ K RK)yf
>0
=7 (Q+ K RE)j+EY ~+'(u) (Q+ K RK)y{
t>1

7' (Q+ K" RK)j+vE [Cy(
(14)

K, (A= BK)yo +el)lyo = 7] . TE(X) =

Here, the conditional expectation notation means that § is
fixed while taking the expectation (on 61) To compute the
gradient with respect to K, we note that, V;Cy(K,7) =
2P}y (since oY% does not depend upon the starting point
7), and hence, using (14),

ViCy(K,§) =2RK§j' —2yB' PL(A— BK)jj'

~/
+’V]E |:VKCy(K7y) g’—(ABK)ﬂJrE%] .

Expanding again the gradient in the above right hand side
and using recursion leads to

VkCy(K,j) =2 [(RK +vB' P{BK) —vB' P}A|

(ﬂf +El Wtyf{(yf)TD

Then we can have

Vi C(0) = Vi (Cy(K) + C=(L)) = VrEy, [Cy (K, yo)]
= 2By %Y.
The gradient of § = (K,L) — C(0) w.r.t. L can be com-
puted in a similar way. O

We can then follow the line of reasoning used in the proof
of [10, Theorem 7] to each component (namely, y controlled
by K and z controlled by L), and conclude the proof of
Theorem 3. For the sake of brevity, we omit the details here
are refer the interested reader to [10]. We simply mention
how to obtain a few key estimates. Let us introduce

AL = Apin (zyo + 721> ,

— (15)

(16)
where we recall that ©' and ©° are defined by (10) and

Eyo, Bz by (9).

Then, we have the following result, which generalizes [10,
Lemma 13].

Lemma 11. We have the bounds

y i < CulE) _ C0) Cy(K) c(0)
|PL|| < S 1% < Mo (Q) = D (Q)°
(17)

We have similar upper bounds for Pf and X7 by changing
/\1 to A, Cy(K) to C.(L), and Q to Q + Q.

Another important observation is that the following opera-
tors Fy., Fi, T2, Tf defined on the set of matrices X € R*d
are bounded:

FY(X)=~(A—-BK)X(A-BK)"
> 4'(A-BK)'X((A- BK)") =

t>0

(18)
D (FR)(X).

t>0
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and Fi and 77 can be defined similarly. In fact, it is

straightforward to check that

17 < oo, (19)

<=

with 1, = v||A — BK|*> < 1.

The following lemma helps us to express the variance matri-
ces LY. and Xf in terms of the operators 7 and 77.

Lemma 12. [f0 € O, then
NY =T/ (E + - Zl> (20)
K K Yo 1— I

z z i 0
X1 = p3 —> . 21
: T( ot T ) (21)

Proof. We start by observing that for any ¢t > 1,
E [v'u ()]
=v(A- BK)E [y 'yit1(yic1) | (A— BK) '
+7'Eler () ]
t—1
=(F%)" (Tuo) + > (FL)* (
s=0

where the second equality is justified by Elef(ef)"] =
Elei(e1) T]. So, we have

fytfszl)

7-'y v ’YT 1 = ST_l_S Y\t 1
] O e LD I CulD DN Bile)
s=1

where the second equality is justified by exchanging the
summations. From the linearity of operators F% and 7,7,
and observing the fact that for any symmetric matrix X,
Fi(T(X)) = T (Fi (X)), we have

T—1
T (2110 + 11721> —E l Wtyf((yf)ﬂ

t=0

_ 1
T 1= 77}? (E ) +
O (FDTT(TREY), (22)

s=1

(Fi) " (TR(S,))

which is a positive semi-definite matrix, because Fy(X)
and T/ (X) are positive semi-definite for any positive semi-
definite & € R**%.

Because the operator norms of 7,7 and Fy are bounded
by 1/(1 —v1,x) and 1,k respectively, where v1,x = v||A —
BK]||? < 1, we have

3 (F T (THEY) H

T—
<2ty Orre)” Zw/m —0,
and [[(FI)T (T(Z00))|| < 25|yl — 0. Thus, for

any vector ¢ € RY,
T—1
¢’ <Tfé (Eyo + 1721> ~E [thytk(yf{)TD ¢

(Ey0+1 ) [Zvyt ) ]

Meanwhile, the matrices E[y*y{ (y) "] for all ¢ > 0 are also
positive semi-definite , so that we have

¢’ <E§’< -E l vtytK(ytK)TD ¢
=Tr ((CCT)El vtytK(ytK)TD

=T
<Tr(CCH |73 (B [y vr )]

T-1
<) T (wf,anyon =T Z(vl/w)s>

s=0

< Tr(¢Ch) || T

T—o00

0.

T— o0

0.

Hence, the result follows. O

In particular, if the control parameters is admissible, then
the cost is finite.

Corollary 13. If0 = (K, L) € ©, namely v||A- BK||> < 1
and v||A+ A — (B+ B)L||*> < 1, then C(6) < co.

The following lemma estimates the difference between the
cost C(0) and the optimal value of C' by means of gradients.
It has been referred to as the “gradient domination” lemma
n [10], which serves as one of the cornerstones in proving
the convergence of the algorithms. This result is in line with
the Polyak- Lojasiewicz condition for gradient descent in
convex optimization ([17]).
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Lemma 14 (Gradient domination). Let 8 = (K,L) € ©
and 0 = (K*,L*) € © be the optimal parameters. Then

Cy(K) — Oy (K7)

155 l -
= Drmin (B) Amin (2% )QTT(VKCy(K) VrCy(K)), (23)
and
G =GR = #%TT((E%)TE%). (24)

B.3 Some results from perturbation analysis

We study the effect of perturbing the parameter 8 =
(K,L) on the value function C(6), on the gradients
(VkC(0),VLC(0)), and on the variance matrices % and
3% . In this section, we provide several lemmas in this direc-
tion which generalize results of [10] to our setting. Among
other things, we need to deal with the sources of noise in
the dynamics and the discount factor. The following lemma
generalizes [10, Lemmas 18, 19 and 20]. For the sake of
completeness, we present the adapted version to our model
here.

Lemma 15. For any 0 = (K,L),0' = (K',L') € ©, we
have T = (I— F%)™', and

1P = Fiell <7 (214 = B[ + | Bl K"~ K1)
AIBIIIE" — K], (25)

Moreover, for any n < 1 such that ||TE||[|Fy — Fe. |l <.
For any positive semi-definite matriz X € R¥?, we have

1
(75 = T ) QO < 37— Tl = Fie M Tie (0

n 1
< IR, (26)

The following lemma is analogous to a key step in the proof
of [10, Lemma 17].

Lemma 16. For every matriz X € R*>? satisfying | X || =
1, we have for any positive semi-definite matriz :

ITZCOI < 1= 72X T (27)

If we choose ¥ = 3, + ﬁzl or ¥ =%, + ﬁEO in
Lemma 16, then together with Lemma 12, we obtain the

following bounds on the operators 77 and 77, which re-
fines [10, Lemma 17].

Corollary 17. We have

Cy(K) c(0)
(IFS MAmin(Q) = Ay Amin(Q)

where we recall that \, is defined by (15).

(28)

The following lemma provides a bound on the perturbation
of the variance matrix.

Lemma 18. Let 0,0 € © and set AK = K' — K Let
G<1/2. If

G 1
{1, [T£l} |A - BK|| + 1’

AK| < 29
18K < g (29)

then
1% — k|l
< (T2 170 1BI1A - BEI + DIk 1K),
(30)
Proof. From (29) we know that || B||[|AK]| < {1 < 1/2, thus

1Tl Fx = Fiel

G 1
max{L, [|TZ[l} |A - BK]|[ +1

TR 2IA = BK[[ +¢)

<2v(C1.

Now, from Lemma 12, and inequality (26) with n = 2y,
we obtain

IE% — Zk |l
- )

Y
ng (Zyo + 11—~ ’yzl> H

2y
<——" _IT7TZ- (|1A = BK|| + 1) ||B||||AK]| - [|XY

1
< Il || FY. — FY -
<STg T 17 - 7 ]

which yields the conclusion. O

Combining Lemma 18 with Corollary 17, we deduce the
following useful consequence, which generalizes [10, Lemma
16]. Let us introduce the functions

e =4 (5 ) IBI0A - BRI 41) a1
z R (7(9) D,
cond(e) =4 ()\(z))\mzn(Q + Q)> HB + BH
“(JA+ A= (B+B)L| +1). (32)

Note that these functions have a most polynomial growth
in ||0]].

Corollary 19. Let 0,0’ € © and set AK = K' — K. If we
choose (1 = 1/4 in Lemma 18, and assume that

[AK] < 1/hi0na(0),

cond

[AL € 1/hcona(6).  (33)
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Then, together with Lemma 11 and Corollary 17, we have

Yy Yy C(a) Yy
1k - 20 < (500 ) M @NAKT, 0

and a similar bound for | X7 — X7, ||

We now show that if § € ©, then ¢’ produced by one step
of policy gradient is still in ©. Let us introduce

p(Fi) = IIW(A=BK)?|l,  p(Fi) = |7(A=(B+B)L)’|.

With this notation, saying that § € © amounts to say that
p(F¥) < 1 and p(Fi) < 1. We start with the following
result.

Lemma 20. If p(F}.) <1, then

Al
Tr(%%) > Yy .
) 2 T @ —BR)?

We then show that any small enough perturbation of the
control parameter preserves the property of lying in ©.
Recall that hY_ , hZ,,, are defined by (31).

cond’
Lemma 21. If p(F},) < 1 and ||[K' — K|| < 1/hY__,(9),
then p(Fr.,) < 1.

The proof to Lemma 21 is by contradiction. Then the main
idea is to use the continuity of spectral radius. Suppose that
there exits a K satisfying condition ||K' — K|| < 1/hY__,(0)

but p(Fx,) > 1. So we have |A — BK'|| > /1/v and
|[A — BK| < 1/1/7(1—¢€) for some well chosen ¢ > 0.
The choice of new parameter K”' such that |4 — BK"|| =

\/1/v (1 — €/2) will raise contradiction.

The following Lemma 22 is adapted from the proof of [10,
Lemma 24].

Lemma 22. Let 0,0 € © and set AK = K' — K. Assume
that the conditions (29) for ||AK]|| in Lemma 18 hold, then

171
1PL — PLI < IAKI| 5 = (I PLIIBI@IA - BE]
1—2vG

+G) + CIE[+ /Bl IRI)]- (35)

From here, we can bound the variations in P and Pf
respectively by the variations of the first and second com-
ponents of the control, and thus obtain a bound on the
variation of the cost function.

Let us define

2C(0 c(o
Wceans®) = gy (25N BIIA — BE 1)
IR
2K + 3rpr) (36)

and hfj.cqei(0) similarly, and
hfunc,O(g) =Tr (Zyo + lj,}/zl) hgiccati (9)

+ T'I" (Zzo + 17720) iiccati(e)- (37)

Under Assumption 2 and Lemma 9, we have

h,func,o(e) < dCO,'UaT‘ ( Y

1— ~ hriceati(e) + hiiccati(e)) .

Corollary 23. Let 0,0’ € © and set AK = K' — K We
assume that ||AK]|| satisfies condition (33). Then

1Prr = Pgll < Bicears (O)IAK]. (38)

riccati

The proof is simple, we can choose (1 = 1/4 in Lemma 22
and notice that v/(1 — 2v¢) < 2.

Corollary 23 implies the following 2 results.

Lemma 24 (Perturbation of mean field cost function). Let
0,0 € © and set AK = K' — K and AL =L — L. We
assume that ||AK|| and ||AL|| satisfy condition (33). Then

[C(0') = C(O)] < Ppunc,o(0) max{[|[AK]|, [|AL|[}.  (39)

Let us define

hfunc 0(9)
he cond(0) i= ——~———= 4
Ccond(0) c0) (40)
which still has at most polynomial growth in

K[, LI, 1/Ay, 1/A2 and C(6).
Corollary 25. We assume conditions in Lemma (24).

Moreover, if max {||AK]||, ||AL||} < 1/hc,cona(8), then
C(8') — CO)| < C0).

The following lemma is related to the perturbation of gradi-
ent. It is adapted from [10, Lemma 28] with small modifi-
cations. Let us define

Draal6)
= 2 IR+ 2 OB+ 1A~ BE)
+ OIBI? + B, (E)CO) Arin(Q)) (CA(" ))
4 MonaK)_CO) nm] (a1

and similarly for hf,,q(0). Note that hj, ,.(0)
and hj,.,;(0) have at most polynomial growth in

CO), 1K, LI, /25, 1/A2.
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Lemma 26. Let 0,0 € © and set AK = K' — K. Suppose
that ||AK]|| satisfies condition (33). Then
[VkC(6) - VkC ()| < hY

graa(DIAK]. (42)

To conclude this subsection, we analyse the variation in
terms of the cost function when the learning rate is small
enough.

Let us define

6C(6) 20(0))
—— | |R]| +~||B||" == |,
) (n I+ 1By

2019142, (0) (A )

and similarly for hj,....(6). We also define

hy

lrate

0,11V])) = max{

hirate(0) := max { hY

lrate

@, [[VECOI),

Biraie (0,1V2COND }. (43)

B.4 Key step in the proof of Theorem 3
The following lemma is the main key step in proving Theo-
rem 3. It generalizes [10, Lemma 21].

Lemma 27 (One step descent in exact Policy Gradient
algorithm). Suppose that K' = K — nVC(0) where the
learning rate n > 0 satisfies N < 1/Rirate(0). Then

C(0") = C(07) < (1 — nhupdate) (C(0) = C(07)),  (44)

where hupdate 5 defined by

. (A1)2 _ Ag 2
hu?date = min {Amln(R)ﬁ, Amzn(R + R) H(Ez) H }

Proof. The proof relies on the gradient domination inequal-
ities (23). Similarly to [10, Lemma 21], it can be shown
that

Cy(K/) — Cy(K) < —4nhupdate(Cy(K) — Cy(K*))
(1 1B

Ay
From Corollary 19, with a small enough learning rate > 0,
we have

—lSw IR +~BT PLB])

IE% — Zkll < GIIEK
where &5 =nh? (0)||[VkC(0)|. So, if we assume that

cond

n S ]‘/h?rate(e? HVKC(G)”)’

then || X%, — Z%[l/A; < &IIS%)/A, < 3 and

Yy —= 2

S x| R+vBT P B < n(€+1)IISk |R+yB " PEB| <

| =

where the last inequality comes from &§ < A, /[|E% || < L.

2 =2
Thus, we have
Cy(K,) = Cy(K") < (1 = nhupdate)(Cy(K) — Cy(K™)).

A similar inequality holds for C,(L') — C,(L*). This yields
the conclusion. O

Remark 28. We can bound the operator norm of
gradients |[VxC(0)|| and ||VrC(0)| by polynomials in
C(0),1/X;, 1/ with the help of inequalities (24) (See [10,
Lemma 22] for more details). By this means, the function
hirate(0) can be bounded from above by a polynomial in
C(6), I, LI, 1/AL, 1/X°.

C Proof of Theorem 5

C.1 Intuition for zeroth order optimization

Derivative-free optimization (see e.g. [8, 24]) tries to op-
timize a function f : z — f(x) using only pointwise val-
ues of f, without having access to its gradient. The ba-
sic idea is to express the gradient of f at a point = by
using values of f(-) at a Gaussian perturbation region
around point z. This can be achieved by introducing an
approximation of f using a Gaussian smoothing. Formally,
if we define the perturbed function for some o > 0 as
fo2 () = E[f(z + €)],e ~ N(0,021), then its gradient can
be written as L f,o(z) = LE[f(z + €)e.

For technical reasons, if the function f is not defined for
every x (in our case C'(f) = oo for some 0 = (K, L)), we can
replace the Gaussian smoothing term e with variance oI
by a uniform random variable U in the ball B, with radius
7 small enough.

C.2 Estimation of VC(#) in policy gradient

For any § = (K, L) and 7 > 0, we introduce the following
smoothed version C, of C defined by

C+(0) =Eu[C(0+U)] = Ew,,vy) [Cy (K +U1) +Co(L+U2)]

(45)
where U = (Ui, Uz) with Ui, Uz independent random vari-
ables uniformly distributed in B,. The notation Eyy means
that the expectation is taken with respect to the random
variable U.

One can prove the following result, where intuitively V;

plays the role of THg—fH, fori=1,2.
Lemma 29. We have
d d
Vi Cr(0) = By [Cy(K +V1)Vi] = ZEvIC(0 + V)],
(46)
and
d d
ViCr(0) = SEv, [Co(L+ Va)Va] = SEV[C( + V)V,
(47)
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where V = (V1, Va) € R4 x R with Vi, Va i.i.d. random
variables uniformly distributed on S;.

The proof is omitted for brevity. It is similar to the one
of [11, Lemma 2.1] (see also [10, Lemma 26]), except that
we have two components. The last equality in (46) and (47)
uses the fact that Vi, Vs, are independent and have zero-
mean.

Remark 30. Although we have rephrased the initial MFC
problem as a control problem in a higher dimension, see 1,
the naive idea of approximating the gradient of the cost
by perturbing K = diag(K, L) € R®9*C) ysing a single
smoothing random variable U € REZO*XCD yyould not work
because we want to preserve the block-diagonal structure of
the matriz during the the PG algorithm. We hence exploit
the fact that the eract PG convergence result relies on the
decomposition of the value function 6 — C(0) into two auwil-
tary value functions K — Cy(K) and L — C.(L) associated
respectively to processes (yi* )i>o0 and (2£)t>0 and we then in-
troduce two independent smoothing random variables Uy and
Us in R®*? corresponding to K and L respectively, instead
of using a single smoothing random variable U € R(ZOx )
for K. This is also consistent with the fact that, in the
model free setting, we can only access to the total value C(6)
and we have no information about the values of Cy(K) and
C.(L) separately.

Now we can define the following notation

VO, (6) = [ vK(E;T(e) 0

VL0 (6) ] € R20%%4, (48)

The following lemma stems from the first part of [10, Lemma
27] and provides upper bounds for this perturbed estimate.
Let us define

hpert ratins (0, €) 2= max {02, 1 (0). hiona(0),
4, 4,
hC,cond(e)v Ehgrad(€)7 Ehgrad(e)} (49)

where the terms kY, ,(0), hiona(0), ho,cona(0), hY,..q(0),

>rad(f) have at most polynomial growth in C(0), ||K]|,
LI, 1/Ay, 1/A2 given by (31), (40), and (41). We also
define

2 d
hpert,size (97 d7 E) = T ((d + 1) log (E) + lOg(4E))

(e/4)?
. (MC(Q)Q + Qd;(‘q) 2) .

(50)

Lemma 31. For every given 0 = (K, L) € ©, assume that
the number of perturbation directions M is large enough,
and all perturbed parameters 0; = (K;, L;) satisfy

max{||Ki — K||,[|Li — L[} < 7

for some 7 > 0 small enough, and Vi1 = K; — K, V2 =
L;—L fori=1,..., M are all independent random matrices
uniformly distributed on the sphere S.. Then, with high
probability, the perturbed policy gradient VC(0) defined by

M oo
. d 1 i i
VC(G)Z;M (E E[Cﬁ-l]) |:KOK Li(lL
=1 t=0

is close to the true gradient VC(0) in operator norm. Here
Zzo Elci41] = C(0 4+ V3).

More precisely, for some given € > 0, if

1
T —m8M8M— 51
- hpert,'radius (07 6) ( )

where hpert,radius (0, €) defined by (49) has at most polyno-
mial growth in 1/¢,C(0), ||K||, ||L|l, 1/, 1/\2, and if

M > hpert,size(0,d, €), (52)
then with probability at least 1 — (d/e)™?, we have
¥ -V <e (53)
where V and Y are short for VC(8) and VC(6).

Notice that it is enough to take the number of perturbation
2
directions M of size O (dlog (%) (%(f)) ), which is the

same as the bound obtained in [10, Lemma 27].

We should point out here that the randomness of V comes
from the bounded random variables (V;1); and (Viz2); for
i=1,...,M. The proof uses the same techniques as shown
in [10, Lemma 27|, and it is based on a version of Bernstein’s
concentration inequality applying on bounded random ma-
trices (see [30] for more details). The main idea is to split

the difference |[VC — VC|| with the help of Lemma 29

19-91 < ||V -5 > e 60| +Ive. ) -vow)l

and observe that the operator norm of random matrices
C(0;)Vi1 and their second order moment E[C(6;)2Vi1 Vi1 ]
are bounded by 27C(0) and 472C/(0)? respectively.

C.3 Approximation with finite horizon

In this section, we explain how we approximate the cost
functions and the variance matrices with a finite time hori-
zon. Because of the presence of noise processes within the
underlying dynamics, the variance X% cannot be simply
expressed as the sum of a power series of operator Fy, ap-
plied on the initial variance matrix ¥,, (see also Lemma 12),
the arguments used in [10, Lemma 23] for finite horizon
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approximation fail to work. We prove here a new lemma for
choosing the truncation horizon parameter 7.

We first fix some notation. For T" > 0, let us define the
truncated variances and the truncated costs:

-~
;T =E [ ’Yt(th)(ZtL)T‘| (55)
and -
Cy (K) =E Zv ') (Q+ K" RK)y[
:Tm@+KUMw$ﬁ, (56)

CZT(L) =K Z'y zt

=Tr((Q+Q+L "(R+R)L)EY). (57)
cl (k) +cT(L).

(Q+Q+ LT (R+R)L)z"

For every 0 € ©, we define C7'(9) =

Assumption 2 plays a crucial role in the following result.

Let us define a lower bound for the truncation horizon T':

1 1 CO,var 2
Rtrune,T(€,79) := (1(%(1/76) <10g (6(1—’79)2> + 1))

(58)
where the parameter -y is given by

79 = max{v,7v||A — BK|*,7|A+ A — (B + B)L|*}. (59)

and the constant Cp e can be chosen according to
Lemma 9.

Lemma 32. For any given € > 0, if the truncation horizon
T > 2 satisfies T > hirune, (0, €,70), then |S% —X%7|| < ¢
and |23 =277 < e

Proof. Note that if 0 € ©, then v < 1. Let us recall that

1,5 = 7||(A — BK)?||. From Lemma 12 (or directly (22)),

we know that

Sk —E[ vtytK(ytK)T}
t=0
:"17_771"’«( )+ (Fi) " (Ti(E40))
£ X Te) |
( +’Ya +(T - 1)79T> 100’71;;
T+ 1) CO var
< 1 Yo l—re (60)

1 < 1
-7,k — 1=
We now show that T' > h¢rune, 7 (€, v9) implies

where the second inequality used ||TZ|| <

C var
(T + 1)70T(13’779)2 <e (61)

Indeed, by taking the log on both sides of the above inequal-
ity and by noticing the fact that log(‘QH) > 1 for all x > 2,
we can then conclude the result.

O
Corollary 33. If the conditions in Lemma 32 hold, then

C(0)~C"(0) < ed(|QU+IQN+IRI+IRD UK +ILI)).-

Remark 34. In general, the truncation horizon T in
Lemma 32 depends on the choice of parameter 6 = (K, L)
through the factor ~o. However, if we have ||A — BK|| < 1
and ||[A+ A — (B+ B)L|| <1, then vo =~y and the lower
bounds for truncation horizon T only depends on model
parameters.

C.4 Convergence analysis

From here, we conclude the Theorem 5. The basic idea is to
follow the lines of [10, Lemma 21] for each cost function K —
Cy(K) and L — C;(L). However, we emphasize here that
the presence of sub-Gaussian noise processes makes the proof
more complicated. In particular, we will use an appropriate
version of Bernstein’s inequality for sub-exponential random
matrices (instead of just bounded matrices as in the case
without Gaussian noises, see [10]), and we will need to prove
that the assumptions required to apply this theorem are
satisfied (see Lemma 37 below).

For any 6 € ©, we choose M perturbed parameters ¢; =
(K, L;) with directions v; = (v1,5,v2,;) where v;1 = K; — K
and v;2 = Ly — L for i = 1,..., M are all independent
random matrices uniformly distributed on the sphere S-.
We denote by

. _1d Ki—K 0
vV C(0,v) Mﬁz { 0 ILi—L

where v = (v1,...,va). The term CT(0;) = CL(K:) +
C’;'F(Ll) stands for the sampled truncated perturbed cost at
07; = 0 + v; with

Zt07
Zt()'y

) (@ + K RK)(y;"),

)(Q+Q+ LI (R+ R)Li)(2).
(62)

We notice that by taking expectations with respect to the
idiosyncratic noises and the common noises, we recover
the expressions (56) and (57) from (62), namely Cy (K;) =
E[CF(K;)|vi] and CT(L;) = E[CL (L;)|vi].
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The following result, which builds on Lemma 31, allows us
to approximate the true gradient by the sampled truncated
perturbed gradient with the help of a long truncation horizon
and a large number of perturbation directions. We notice
that for any matrix X € R™ | X| < | X|lr < Vd||X||
and || X|[|r < [[X]ler < V|| X

Let us define the following functions (of at most polynomial
growth) related to the perturbation radius 7:

hesseany (K. 7) i=2Caed’r [ [Q]l + (1K + )| Rl

sup {0l et 3, }
(= AP
houteap= (L) i=2Caed "7 [[Q + Q1| + (1L + 72| R + Rl

; (63)

sup {[[z0|%,, 12117, }
(1—7)? '

where C is a universal constant (see [31, Definition 2.7.5,
Proposition 2.7.1]).

(64)

We also define a function for the number of perturbation
directions M:

htrunc,pe'rt,size(ey d7 T7 T, 6)

522 ((d+ 1) log (g) +10gT+10g(166))
-max{hs(hsubeap,y (K, 7)), hs (Rsuvep,= (L, 7))}, (65)

< and hs(z) = x? + 6.

where 6 = 16Td

let us first introduce some notations used in the following
lemma. We define

e

. 1 d .
V}: = Mﬁ Z CT(9 + Ui)vi,z,
=1

where we recall that v;; = K;—K and v; 2 = L;—L are fixed
matrices sampled from the uniform distribution on sphere
S,. The expectations of V% and V7 over the randomness

coming from (e?,et)t 0,1,.,T—1 are denoted by V% and
VL. Namely, VE = E[VEL|v] = MTZ CT(0:)v1,,
and similar expression for VT.

V and y to denote
V1), VIC(,v) =

We use the apbreviations @T, @?,
respectively VIC(0,v) = diag(Vk
diag(V%,VT), VC(6), and VC(6).
For any perturbation radius 7 > 0, let us define
vo,r = max{y,7[|A = BK|* +~| B||*r*
YA+ A~ (B+ B)L|* ++|B + B|*r"}.
(re)/(84)

d ([N + QN+ (IR + I RI) (472 + 2| K || + 2|| L||*))

Let us denote by ||n||4, the sub-exponential norm of a sub-
exponential random variable n € R (see [31, Definition
2.7.5]), namely

[nlly, = inf{s > 0: E[exp(|nl/s)] < 2}.

The following result shows that if M and T are large enough
and if 7 and the perturbation on the control parameters are
small enough, then the sampled truncated perturbed policy
gradient VCT (6,v) is close enough to the true gradient
VC(0) in operator norm.

Lemma 35. For every given € > 0, we assume that the
perturbation radius T satisfies T < 1/hpert radius (0, €/2), and
also small enough so that v¢» < 1. In addition, suppose
that the truncation horizon satisfies

T Z ht'r'u,nc,T(ET7 7977')'

Moreover, suppose that the number of perturbation directions
satisfies

M 2 max{hpert,size (07 d, 5/2)7 htrunc,pert,size(07 d7 T7 T, 6)}7

Then, with probability at least 1 — (d/€)~%, we have

VT C(8,v) — VC ()| < e

Proof. We decompose the difference between V¥ and V as

VIV = (VI -V 4+ (VT =V)+(V=V) =: (3)+(ii)+(ii1).

We highlight here our proof strategy. We choose in the first
place a small enough perturbation radius 7 and some large
number M for the third term (4i7). This step relies on our
analysis of the exact PG convergence. Then we determine a
long enough truncation horizon 7', depending only on 7, to
bound the second term (i7). Once T and T are given, taking
a possibly even larger number of perturbation directions M
(if necessary), we establish a concentration inequality for
the first term (7).

Step 1: For the third term (i4¢), by Lemma 31 and inequal-
ities (51) and (52), if

T S hpeTt,'r‘adius (07 6/2), and M 2 hpert,size (9,d> 5/2)7

then, with probability at least 1 — (E%)_d >1—1(d/e)™,
we have

o €
IV -9l <. (66)

Step 2: For the second term (i7), by assumption on T,
we have for all i = 1,...,M, v||A — BK;||*> < vo,» < 1
and y||A 4+ A — (B + B)Li||®? < 1. so that 0; = (K;, L;)
is admissible and vy, < 79 < 1 for all ¢ = 1,..., M
since the function vg — htrunc,7(€,79) is increasing and
we have ||Ki||% + || Li||*> < 472 + 2| K||*> + 2||L||?, so that if
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T > hirune,r(€7,76,tau), Lemma 32 and Corollary 33 imply
|C(6:) — CT(6:)] < Z=. Thus, we have

)

Step 3: For the first term (i), by definition we have

B[V o] = V7.

In order to show that the sampled truncated perturbed
gradient V7 is concentrated around its expectation (over the
randomness of the noise processes), our strategy is to apply
at each time step t = 0,...,7 — 1 an appropriate version
of Bernstein’s inequality on a corresponding sequence of
M independent random matrices, and then we use a union
bound on T concentration inequalities.

We notice that

IVT =V < IVEk = VEI+IVL = VL] =: (@) +(v), (68)

and

() =[Vk - VEQH

< | 5™ (e — Bi6, (e o

=1

1d i (C‘ZT(LZ) — E[C‘Z(Li)\vn])vm

M 712
i=1

=(ivy) + (i),

+

where C (K;) and CT(L;) are defined by equation (62).

Recall that in this part of the proof, v; = (vs,1,vs,2) is fixed
so the expectation symbol E is only for the randomness
stemming from the sources of noise in the initial condition
and the dynamics.

For the sake of clarity, we present in detail how to bound
the term (iv,). Similar arguments can be applied to bound
the term (iv.) as well as (v).

Let us denote the scalar 5! for t = 0,...,7 — 1 and for
i=1,...,M by
=y ) (@ +KTRK-)y5‘i
—E[(y{) " (Q+ Ki' RK.)y{ " [var]. (69)

‘We notice that

(ivy) HMTQ > (Zwt(yfi)T(Q+K7RKi)(ytKi)

i=1

—E[ZW v ) (Q+ K RK:) (y/* )Dvm

T-1 ;. M
1N ion
M t Y
t=0 i=1

Now, we fix t € {0,...,T — 1} and look at the terms y;*’
fori =1,...,M. They are independent because they are
constructed with independent noise processes (e5*)s—o,....¢.

Moreover, from the dynamics of (yf’i)szo t, we have

d

T2

.....

= (A - BK)) +ZA BK;)™1 el (70)

where y§ = €)' —E[e}"]. So, the term y; " is the sum of ¢+ 1
independent sub-Gaussian random vectors, which implies
that it is also a sub-Gaussian vector ([31, Definition 3.4.1]).
Thus, the scalar 7} is a sub-exponential random variable
[35].

We present in detail how to apply a suitable version of Matrix
Bernstein’s inequality for the random matrix Zﬁl nevi 1.

We recall that (see [31, Proposition 2.7.1])

=E[lnl")"" < Cellnlly,p, VP> 1.

17l e

where C5 is a universal constant. We define for each ¢ the
following quantity, which independent of the number M of
perturbation directions:

(e :=eCar  sup H77tK ll1 5 (71)

K'e€B(K,T)
where the set B(K, 7) stands for the ball centered at K with
radius 7, and the term 7~ " is obtained by replacing yf{ “in

equation (69) by yf " defined as follows:

yK' = (A - BK') 0+Z(A BK')"71oEl

s=0

The noise process (éﬂ)i;é is an independent copy of the
idiosyncratic noise processes (el_,fl) . We claim that

M
1 s —M6&2/2
—_— E : > < .
’ <|| i=1 = 6) = 2o < Ct2 + Ct(s) (72)

The proof of this claim is deferred to Lemma 37 below.
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From here, by a union bound on the above concentration

, T — 1, with 6 = Tdfﬁ, we

i)

inequalities (72) for t = 0,...
obtain

M Zntvz 1

M6&2/2
= 2dZ€Xp <’Yt Ct + 71Ced >

t=0
—Mé§?
<2dTexp| =—————7-——=1,
(2[(Civy)2 + Giv, 5])
where ,
Givy == sup ¥ (. (73)

Let us bound from above (;.,,. We denote by

€t K") = (4)T(Q + (K')TRK" )yl

Since

et K) — EI(t, K llvy < 20160 K )lus

so that we have

Givy, < sup sup
t=0,...,T—1 K’ €B(K,T)

(ecarat2|let. 5], ) -
By applying [35, Proposition 2.5], we have

le(t. K lyy < [|Q + (K)TRE']|,

K3
A
< [
N

Moreover, since K’ € B(K, 7), we have

lo+ &) R, <df|@+ (K)RK'|

< d|lQII+ IRI(IK] +7)?]

and by Lemma 36 (see below),

4 d2
t, K12 2 12
< ——su .
v ”yt ”1112 — (1 ﬁ)g sup {Hyo“wzv ||61||w2}

So by definition of néK/7 we obtain

d? sup {||y0||121)27 ”6%”3}2}

(1—=v7)?

where (K, 7) =< d Q]| + | BI(I1K] +7)?]

Giv, < 2eCotB(K,T)

Thus, if our choice of M is large enough (see Lemma 37
below) such that

M >6i2 ((d + 1) log (il) +logT + 10g(16e))
€

’ ( [(C“/'y)2 + Civyd]) )

we obtain

We can also derive a similar bound for the term (iv) as
well as the term (v) defined in (68). Thus,

eI -z ) <L (D) @

Conclusion: Combining inequalities (66), (67), and (74),
we conclude that

—d
P(I97C0,0 - ve@l < 21— () .

€

O

The following lemma provides an upper bound on the sub-

Gaussian norm of yX " for any perturbed parameter K’ close

enough to K.

Lemma 36. Under Assumption 2, for any K' satisfying
|K' — K|| <7 with T <1/hY  .(0), we have

' d?
K12 2 12
Yllyi 113, < msnp{ﬂyoﬂww lexll, } -

Proof. To alleviate the notation, let us introduce Ay =
(A= BK"),Agy1 = (A— BK")'"7*7t ¢ R¥? and ho = yo,
hsi1 = €iyq € RY s =0,...,t — 1. Let A, ; € R? denote
the j—th column of A, and let hs; € R denote the j—th

coordinate of hs, j =1,...,d. Then,
t
KI
Iyt e = || > Ashs|| < ZZ 1 Asihs v
s=0 Po s=0 j=1
Moreover,
[ Asihs,illwe
= sup inf{k ER:E [e(’lsﬂAsJ*”Wﬂ < 2}
vesd—1
<inf<k:R: sup E [e(h“'j<A5*j’v>)2/k2} <2
vesd—1

§inf{k eER:E [ sup e<h5*j<A5"j’U>)2/k2:| < 2}

vesd—1
—inf {k €ER:E [€<hs,juAs,jH2>2/k2} < 2}

=[|As ;]

2[|hs,jllps »
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where the first equality comes from the definition of sub-

Gaussian random vector A, jhs; for j=1...,d. So,
ty, K2
Yyt N,
t d 2
<y (ZZ |As,j||2||hs,j|wz)
s=0 j=1
2
¢ d
2
<At DoVADIACR | s sup Al
. 5=0,...,t j=1,...,
s=0 Jj=1
. 2
Sd<273/2(7t_sllAs|%)l/2> sup (1A%,
=0 s=0,...,

where the second inequality comes from the Cauchy-
Schwartz inequality and the third inequality is justified by
15,5 llws < ||hs|lwe- By noticing that K’ is also admissible
and s

Y TAE <d (VA= BK'|*)TT <d,

then the result follows. O

Lemma 37. Reusing freely the notations in the proof of

Lemma 85, we have
—M&%/2
>6 ] <2d — .
- > - exp(Ct2+Ct5)

1 M
(3 o

i=1
The idea of the proof is to estimate the p—order moment
of (njv;,1) for every ¢ =1,..., M. By Stirling’s formula, we
have

! i
m(7602)p||77t H’Z}ll

Then, we use a dilation technique to construct a symmetric

E[(nivin)*] = 7" |mill} p (vin /7)<

matrix Vi, = { UQ UBI :| (see e.g. [29, Section 2.6]) and
i1

we apply Theorem 6.2 in [29] on (nﬂz,l)izl,”_,M to conclude
the result.

D Sketch of proof of Theorem 6

Before providing the details of the proof of Theorem 6 in
the next section, we give here an outline of the proof. We
introduce first some notations:

. @1747; = 6%{(6,% g(l), €)) is the output of Algorithm 2,
with control parameter 0, perturbation directions v,
initial points for the N agents given by gé and €9, and

truncation horizon T7

SN,T _ &N, T =N, T .

s VM,T = V}M,T (07 y) = ]Eg(lj,eg [VM,T (9, v, §(1)a 68) ‘ﬂ] is the
output of Algorithm 2 in expectation over the random-
ness of the state trajectories;

° @%T = @ﬁw (0,v) is the approximation of the gradi-
ent of the N —agents social cost at § computed using
derivative-free techniques with M perturbation direc-
tions given by v, which is defined as

M
Vi (0.w) = 375 > 0V (0:) { o } :

where C™ (6;) is the N —agent social cost for the control
0; =0+ (vi,1,vi2) = (K +vi1, L+ vi2);

e Varr = Var-(0) is the approximation of the gradient
of the mean field cost at 6 computed using derivative-
free techniques with M perturbation directions given
byy: (1}17"'7UM)5

M
N 1 d Vs 0
Vi (6) = 3775 ) C(6:) [ 0 v } 7

where C'(6;) is the mean field cost for the control 6;;

e V =V(0) = VC(0) is the gradient of the mean field
cost at 6 that we want to estimate.

Sketch of proof of Theorem 6. Let € > 0 be the target pre-
cision.

At step k, we denote the control parameter by 6 = o) € o.
The new control parameter after the Policy Gradient update
procedure is denoted by 6’ = 0%+ The main idea is to
show that the following inequality holds until reaching the
target precision e:

@) = CN0") < (1= g ) (€ (0) = CY (),

(75)
for some appropriate learning rate n > 0 and a con-
stant hypdate defined in Lemma 27 . We introduce
e = Be, e = € — 26, = (1 — 28)e for some 8 < 11—2 chosen
later.

We first look at the convergence in terms of the mean-field
cost C.

Step 1: Take one step of the exact policy gradient update:
K’ = K — nV, where V = VC(0) to alleviate the notations.
From Lemma 27, for a learning rate 0 < 1 < hyrqte(0) (see
equation (43)),

C(0") = C(07) < (1 = nhupdate) (C(0) — C(07)).  (76)

Step 2: Take one step of the N—agent model-free pol-
icy gradient update: K' = K — nV]A\/][’:, where V]]\V/IZ =
@ANAZ(G,Q,E%),ES) is the output of Algorithm 2 (where
it was denoted by VC™(6). This estimate is stochas-
tic due to the randomness of (v = (vi,...,vMm), 65 =
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(™, .. e ™), €0). Let 6 = 6(K') be the new control
parameter. Suppose that with high probability (at least of
order 1 — (d/e,)~?) we have that

5 1
|C(9/) - C(Ql)l S 577 hupdate Ea- (77)

then, in the case when C(0) —
bility we have,

C(0%) > €4, with high proba-

c@)-c@) < (1 - %nhupdate) (C(o) —C(67)). (78)

Step 3: To conclude the convergence in terms of the mean-
field cost C, we need to show equation (77) holds for large
enough value of T, M, 7~'. Lemma 24 in Section B indicates
that we only need to ensure the new control parameter 0’ is
close enough to 0 in the sense that

1 hu ate
- n—update o (79)

maX{Hf(/—K/H, (1% = 2 TONE

where Afyunc,0(0) is of polynomial growth in ||6]| (see (37)).
Since

max {|K' = K'||, |I' = L'|} < |K'-K| =n[|Vy; =V,
and thus, equation (79) can be achieved by applying

hupdate

Lemma 38 (see below) on 3 Frunc.0(®)

Eq-

Step 4: We now show the convergence in terms of the
population cost C¥.

Recall that 00 denotes the initial parameters. From
Lemma 47, if N > %C(G(O)) (ﬁ + i) Cf%ﬂy”, we have

for every § € {0+ 6%} |CN (0)
Moreover, if CV(8) — C™ (6*) > ¢, then

—C)] < Be = &,

C(0)—C(0%) > (CN(0) — CN(07)) —2e, > (1—28)e = e,

so that with high probability we have inequality (78). As a
consequence, we obtain

ch@) —c )
< [cN(@) - C@)| + (C@) —Co) +|co) -
<(1- gnhupdate) (C(0) - C(6")) + 2

cN6%)

< (1448 = S0+ 28)hupaarc ) (CV(0) - CY (7)),
If we choose

nhupdate 1
< —
8 < 16— (80)

4nhupdate 12 ’

then 1+ 48 — (14 28)nhupdate < 1 — tnhupdate. Thus, we

conclude that for N large enough, if C™ (0) — CN(6*) > ¢,

then with high probability, inequality (75) holds.
O

As emphasized by the above sketch of proof, the crux of
the argument is the following bound for the difference be-
tween the gradient of the cost and its estimate computed
by Algorithm 2.

Lemma 38. For a fizred 0 = (K,L), for any € > 0, if
T, M, N and 7~ are large enough, then with high prob-

ability, over the randomness of (v = (vl,...,vM),g(l) =
(0" wveg™) ),

VA7 (0,0, 60,€0) = V()| < e.
Proof. The proof relies on the expansion
TUT T (T - I+ (9 - 9N
+ (ﬁl\N/l,T - @1\4,7) (V]\/I,T - v)7 (81)
where we have omitted the arguments of the functions (i.e.,
0,v, g(l), €3) for brevity. We then bound each term in the right

hand side of (81) respectively by Lemma 44, Lemma 46,
Lemma 48, and Lemma 31 (see Sections C and E). O

E Proof of Theorem 6

In this part of the proof, all the agents are supposed to be
symmetric (i.e., exchangeable).

We recall that the structure of the proof of Theorem 6 is
described in Section D. We now prove the technical lemmas
required for this argument.

E.1 Preliminaries: initial point perturbations
and positivity of minimal eigenvalues

E.1.1 Notations for population simulation

Let us recall that the dynamics for the N-agent problem
are given by (3). When the control with parameter 6§ =
(K, L) € © is taken into account, namely we look for u; =
—K(X; — z) — L&l as suggested from the mean-field

analysis, we denote by p!" = + 25:1 22 = zN the
empirical mean of the agents’ states at time ¢. For every
n=1,...,N, we define the process ye () — 9 (r) uf N
for every ¢ > 0. Then the dynamics for (yf( ))tzo and
(1?N)>0 can be described as: for every ¢ > 0,

v = (A= BE " + ) — e, (82)

Nt+1 =(A+A—-(B+ B)L)Nt + 6t+1 + 624]\17, (83)
Z € (™) “and the initial
- N n’ 1 )

(n) LN
—€ -

where for every ¢t > O e

points are given by #o =€)+ 50 N and yo

We will sometimes drop the superscript 6 in Mo N and yg i

at time 0.
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Let
Ny | Z5(0) 0

SN (9) = diag(S)) (9), S5 (0)) where

ZEZ SRR AR

n=1 t>0
0, N T
EZ'Yt :ut
t>0

We also define the two auxiliary cost functions

R0~ 53 S o)

t>0

O™ (Q + K"RK)y! )1

) =E [ VN (Q+ QLT (R +R)L)Mf’N] :

>0
The total cost is then C™(0) = C,Y (0) + C,Y ().

We define the following matrix, which represents the gradient
of the N—agent social cost:

N VxCY(0) 0
vero) = { 0 v.CN(0)
Moreover, notice that the dynamics for (y?');>o and

(1?"™) >0 in the population setting are similar to the dy-
namics of (y¢)¢>0 and (2¢)¢>0 respectively in the mean-field
setting, except for the associated noise processes and the
initial distributions. Based on these observations, we have
the following result.

Lemma 39. The N processes (yf‘<"))t20 withn=1,...,N
are identical in the sense of distribution, i.e., the laws of
yf’<") and ye ‘D are the same for all n and all t. As a
consequence, for every 8 = (K, L) € O,

=E lz o ((yf*‘”)T (Q+ KTRK)yf*“)] ,

t>0

g,(1 0,(1)\T
[th W <>)].
t>0

Moreover we have

E |5 )Py )| + 1. (84)

e o) :

2O = B[ PN + el (8)

1
_ N\ T .
where ag’N =F [(617(1) _ Ei’N) Py ((61’(1) _ Ei,N):| and

T .
al’ N_E [(e? +61’N) P; (e(f +€1’N>:| .

E.1.2 Initial point perturbations

We introduce the matrices related to the variances of initial
points:

= = E [uf ()]

and we recall that the matrices ¥y, and X,,, defined by (9),
are the variance matrices for yo and zp in the mean-field
problem.

The following lemma builds connections for the variance at
time ¢ = 0 between the population setting and the mean-field
setting.

Lemma 40 (Initial point perturbations). Recall we have

assumed that € DL ,e(l)’(N)

and they are also mdependent of €5.

are i.i.d with distribution fi§
We have

N 1 N
Yy = (1 - N) Yy, Do =Xz +
The proof are simple calculations using the fact that
ALy = N()

N
— 70 = ~ Z 0" —Eley ™).

We also denote the variances for one time-step noise pro-

cesses by
— —\T
B [(61,0) ST (e - ) } ,

T
YOV R [(el—i—ei N) (el—i—ei N) ] .

M»—A
z
I

Lemma 41. We have
1,N 1 1 o,N 0 1 1
p3 (1_N)E’ > =3 +NE'

Lemma 42. Under Assumption 2, Lemma 40 and
Lemma 41 imply that for everyn =1,..., N,

5™ llws < 2llyollw, < 4Ca,
I vz < I9ollws + llz0lluy < 4Ca,

and also for everyt > 1,

1,(n) 1,N
€ — &

<2(1- 3 ) el <200,
P2

™| <o+ llelles < 260
2
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E.1.3 Positivity of minimal eigenvalues

Let us denote by /\y min and )\ﬁ[ min the smallest eigenval-

ues of respectively E[ys(yg) "] and E[ﬂ(ﬂ)w We also
introduce

AQN__LMn<E%—k1772LN>,

0,N _ N i o,N
AH - )\mzn <ZH0 + EE > ]

and we recall that the corresponding eigenvalues )\;, A9 for

the mean field problem are defined by (15).
Lemma 43 (Positivity of minimal eigenvalues).

1 Y 1
> <|2y0| + 1l |> ,
then we have

ALY = (1f4)xl>o

If

N (87)

)‘%N 2 )‘S - 2y +

i 1
—
I—n

N ‘
The proof is based on the Weyl’s theorem.

E.2 Bounding |V};” - VAN/;H (Sampling error)

The following lemma estimates the difference between the
sampled and expected versions of the truncated perturbed
gradient, provided M is large enough. It relies on an appli-
cation of Matrix Bernstein’s inequality.

By Lemma 42 and Lemma 36, we introduce a function which
has at most polynomial growth in ||| and 7:

16C2
(=)
: [HQII + QU+ (LN + 1K + ) (1Rl + IIRII)} (88)

hé\;bexp(ea'r) = ZCQQdBT

and also a function for the number of perturbation direction
M:

N
htrunc,pert,size(ev da T7 T, 6)

2 AN N
(1og( ) +1ogT+1og(16e>) R (B e (8,7))

(89)

52

where § = %;d and hs(z) = x? 4 6.

Let us define the estimated gradient term by

N, T vi1 0
M 2 Z ¢ |: Vi2

= N,T
vM,‘r‘

|

where 0; = 0 + v; with v; = (vi1,vi2), and the sampled
truncated cost for N agent is denoted by

CMT(0:) = C T (K) + G T (L)

such that
1 N T-1
AN, T _ t 6;,(n)\T T 6;,(n)
CYTE) =5 D> W)@+ KT RKyy
n=1 t=0
T—1
CNT(L) =Y AT (@Q+Q+ LI (R+ R)Liul™™.

Note that we use C}"7(K;) instead of C}""(6;) because

the dynamlcs of associating processes (yt1 ( ))

n=1,...,N depends only on K;.

>0 for every

Lemma 44 (Monte Carlo error on gradient estimates). Let
7 and T be given and assume that the number of perturba-
tion directions M satisfies M > hi)une pert size(0,ds Ty 7, €).
Then, with probability at least 1 — (d/e)™¢, we have

||VNT—VNT|| <E

Proof. The proof is very much alike the step 3 in Lemma 35.
The difficulty is that, for a fixed perturbation direction
v;, the N random processes yfi’(") for n = 1,...,N are
correlated since their noise processes are coupled. So, the
trick here is not only fixing the time ¢t € {0,...,T — 1} but
also fixing the agent index n € {1,..., N} and look that
the concentration phenomenon of M independent random
variables (yfi’(n)) M. We can have a similar
inequality for:

fori=1,...,

M

1 d ~ -
M2 Z (Czjzv’T(Ki) - E[C;V’T(Ki)w“})vi,l

i=1
d 7 al 1 gy
<— sup - ~ ™ | via
T2 t=0,...,T—1 M ; N ; ¢
M
d 7t i),
< — sup sup — n 1
T2 n=1,...,N t=0,..., T—1 M ; K v

where n:’(”) for n = 1,..., N are defined similarly as in
equation 69. Since we can also establish an universal upper
16d*C2

wz}
Sa-e

we can conclude the result following the idea presented
in 35. O

bound for the sub-Gaussian norm of yf w(n)

6,
Y llye ™13,

2

1,(n)yi
STV

N,
€

ﬁu){Hyo)me
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E.3 Bounding |[VA;©
error)

- @]J\V/IT || (truncation

Let us start with a result which estimates the difference
between the truncated gradient and the true gradient in
N—agent control problem. It is analogous to Lemma 32
in the mean field problem.
Lemma 23] to the case with noise processes. We introduce
the variance matrices for the truncated processes

[Z ,yt 9(1) 0, (1))T] 7

T—1
ST 0)=E [ Y ug N(u?’N)T] :

t=0

Similarly to equation (58), we also introduce in the N agent
problem a lower bound for the truncated horizon T':

hz{\;unc,T (Ga 79)

(g (LR e 2
_<10g(1/ve) <lg(e (T—0)? )“))’

where 74 is defined by (59).

Lemma 45 (Truncation error on cost estimates). For every
0 = (K, L) € © and for every e > 0, if the truncation horizon
T > 2 satisfies T > hﬁunc,T(e, o), then
N N,T
13y (0) =%, () <e,

I1=2(0) == (O)] < e (90)

The proof is very similar to the arguments used in Lemma
32 and Lemma 12. The only difference comes from the
inequality

|25 0) — =7 0|
< ((VG)T
<12

1*’}/9

+ ()" + (T — 1)(ve)T) x

max{H(l — %)El

b

The following result quantifies the error due to the time
horizon truncation in the estimation of the gradient. Its
proof is similar to the arguments used in Step 2 of Lemma 35.

Ja- 3z

Lemma 46 (Truncation error on gradient estimates). For
every € >0, if T > hy)yner(€r,70,7). where Yo+ and €. are
defined as in Lemma 35. Then, we have ||VN v Ll <e

E.4 Bounding |V}, — V.| (finite
population error)

We start with a bound on the difference between the popu-
lation cost and the mean-field cost.

It is a generalization of [10,

Lemma 47. For any 0 € O,

N d y Y 1
[CT(0)-CO) < FUPKI+IPLI) (I|2y0||+1_7|2 |I>-

Proof. The difference between the cost functions for the
N —agent control problem and the mean-field type control
problem can be split into two terms:

For the first term, we have

Cy'(0) = Cy(K)
—E ") PLof’ ] - E [y >TP;zyo]

J-
=Tr ([Sh — Sy ]Ply()'i-

1 Y 1

also, CY (0) — C=(L) = «Tr (P (Zy, + ﬁEl)) , hence,
we can draw the conclusion with the trace inequality. [

(o o)

Tr (PL(=bN —xh)

We then establish the following lemma, which bounds the
difference between N —agent perturbed gradient Vﬁm and
perturbed gradient for mean-field control problem V.

Lemma 48 (Finite population error on gradient estimates).
For every given € > 0, if the perturbation radius T is small
enough such that whenever |K' — K| <7 and |[L' — L|| < T,
C(0) — C(0)] < C(6), and if

14d*C(0)Co,par [ 1 1
> e S/t A A _
N N 30 ) (91)

T

then for all v = (vi,...,vm), we have ||@%T — V| <e

Notice that by Corollary 25, the condition on 7 in the above
statement is satisfied for example if 7 < 1/hc cona(0).
Proof. Since for every v; = (v;1,v52), we have
Vi1 0
0 vz

and by our condition on 7, we have

< lvall + ||lvie|l < 27,

C(0:) = C(0 + v;) < 2C(0).
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By Lemma 47, we deduce that

1 d N Vi1 0
= ﬁ(c (01)0(61))[ 0 'Uz'2:|
i=1
1d 1 &
e <d(|p;gi| + 1P, 1)
=1

(][5 8]))

2
<L Ad°COCopar (L 1Y
=N M PYRDY!

Hence, by (91), we obtain H@ﬁh — @MJ—H <e. O

F Details on the numerical results

F.1 Details about the numerical results of
Section 4

The numerical results presented in Section 4 were obtained
with the parameters given in Table 1. Recall that the
N —agent dynamics and the cost are given respectively by (3)
and (5), with parameters denoted, in the one dimensional
case, by a, a,b, b for the dynamics, g, g, 7,7 for the cost. The
discount factor is v, and h is the degree of heterogeneity.

The randomness in the state process is given in the second
part of Table 1, where U([a, b]) stands for the uniform distri-
bution on interval [a, b] and N (i1, 0?) is the one dimensional
Gaussian distribution with mean p and standard deviation
.

The parameters of the model free method are T for the trun-
cation length, M for the number of perturbation directions,
7 for the perturbation radius. We used Adam optimizer
(which provided slightly smoother results than a constant
learning rate 1 as in our theoretical analysis) initialized with
initial learning rate 1 and exponential decay rates given by
51 and B2. The number of perturbation directions is M and
their radius is 7. These value have been chosen based on
the theoretical bounds we found and further tuning after a
few tests with the exact PG method.

The computations have been run on a 2.4 GHz Skylake
processor. For the parameters described here, the model
free PG with MKV simulator took roughly 10 hour for 5000
iterations. For the same number of iterations, the model
free PG with N—agent population simulator took roughly
48 hours for N = 10.

Table 1: Simulation parameters for numerical example
as described in the text.

Model parameters

b q q r T ¥
0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.9 0.1

>

a a b

Initial distribution and noise processes

0 1 0 1
€0 €0 €t €t

u(-1,1)  u(-1,1) N(0,001) N(0,0.01)

Learning parameters
T M T n [))1 62 KO LO
50 10000 0.1 0.01 0.9 0999 0.0 0.0

F.2 Approximate optimality of the mean field
optimal control for the N—agent problem

Let us consider the general case for which the variation ¢" is
not assumed to be 0. We provide numerical evidence showing
that even though the optimal control Ut*’N = &N X, of the

N agents problem differs from the optimal control q’?\;]]}f(vXt
that can be obtained using the optimal MKV feedback, the
latter provides an approximately optimal control for the N
agents social cost, where the quality of the approximation
depends on N and on the heterogeneity degree h (recall
that the variations ¢" are of size at most h).

When the coefficients of the model are known, the matrices
®*N (for the N—agent problem) and (K*, L*) (for the MFC
problem) can be computed by solving Riccati equations. In
the d = 1 case, we can easily compare these controls by
looking, for instance, at the diagonal coefficients of ®*
and the value of K*. Figure 4a shows (in blue) the graph
of the function N — max;=1,.. .~ |(<I>*’N)i’i — K*|. While
this quantity decreases with N, it does not converge to
0. This transcribes the fact that the optimal control with
heterogenous agents does not converge to the optimal MKV
control. This figure is for one realization of the variations
G", drawn uniformly at random in (—h,h) = (—1,1) with
g = 5. For the sake of comparison we also show (see the red
curve in Figure 4a) that the diagonal coefficients of @Lj}gv
converge to K*.

On the other hand, instead of comparing the controls, we
can compare the associated costs. Indeed, once the matrices
oY and @R}I};V are computed, if we use them as feedback
functions, the corresponding N —player social cost can be
readily computed using an analytical formula based on a
Riccati equation, as is usual for LQ problems (see e.g. (12)
below for the mean field case). Figure 4b shows the difference
between the two costs as N increases. One can see that
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(a) (b)

Figure 4: Comparison of the IV agent optimal control
and the MKV optimal control. (a): Maximum difference
between diagonal terms; (b) Social cost for each control.
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Figure 5: Influence of the heterogeneity degree on the
social cost.

whether the agents use the real optimal control (blue line)
or the one coming from the optimal MKV control (red line),
the values of the social cost are almost the same as they seem
to converge to the value of the theoretical optimal MKV
social cost (green dashed line). However, a small discrepancy
remains due to the heterogeneity of the population.

Figure 5 illustrates the influence of the heterogeneity of the
agents. For fixed N = 100, as the radius h of the variation
term vanishes (i.e., 1/h increases) and the system becomes
more homogeneous, the difference between the N—agent
social cost computed with & and @}K\/’[]}I{V decreases. In
this figure, the curve is the averaged over 5 random realiza-
tions and the shaded region corresponds to the mean + the
standard deviation.

Remark 49. Notice that the average of the states of all the
players enters the computation of the control of player i, i.e.
the i-th entry of Ut*’N. We expect that when the number of
players grows without bound, i.e. when N — oo, this average
should converge to the theoretical mean T of the optimal
state in the control of the McKean-Viasov equation (1). So
if we were able to compute T+ off-line and replace in (92)

the vector X, of sample averages by the vector of N copies
of the McKean-Vlasov true mean T+, we would get a control

profile
U =ap™X, + [a(p" —p*) + Bp |74 1, (92)

which is decentralized in the sense that the control of the
i-th player only depends upon the state of player i, and
which is an approximation of the optimal control since their
difference converges to 0.
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