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Path-integral-based molecular dynamics (MD) simulations are widely used for the calculation of numerically
exact quantum Boltzmann properties and approximate dynamical quantities. A nearly universal feature of
MD numerical integration schemes for equations of motion based on imaginary-time path integrals is the use
of harmonic normal modes for the exact evolution of the free ring-polymer positions and momenta. In this
work, we demonstrate that this standard practice creates numerical artifacts. In the context of conservative
(i.e., microcanonical) equations of motion, it leads to numerical instability. In the context of thermostatted
(i.e., canonical) equations of motion, it leads to non-ergodicity of the sampling. These pathologies are gener-
ally proven to arise at integration timesteps that depend only on the system temperature and the number of
ring-polymer beads, and they are numerically demonstrated for the cases of conventional ring-polymer molec-
ular dynamics (RPMD) and thermostatted RPMD (TRPMD). Furthermore, it is demonstrated that these
numerical artifacts are removed via replacement of the exact free ring-polymer evolution with a second-order
approximation based on the Cayley transform. The Cayley modification introduced here can immediately be
employed with almost every existing integration scheme for path-integral-based molecular dynamics —including
path-integral MD (PIMD), RPMD, TRPMD, and centroid MD — providing strong symplectic stability and
ergodicity to the numerical integration, at no penalty in terms of computational cost, algorithmic complexity,
or accuracy of the overall MD timestep. Furthermore, it is shown that the improved numerical stability of
the Cayley modification allows for the use of larger MD timesteps. We suspect that the Cayley modification
will therefore find useful application in many future path-integral-based MD simulations.

broad applicability in recent years for exploring nuclear
quantum effects in the domains that span physical, bio-,
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Feynman’s path-integral formulation of quantum sta-
tistical mechanics' offers powerful and widely used
strategies for including nuclear quantum effects in com-
plex chemical systems. These strategies are based on
the observation that the quantum Boltzmann statisti-
cal mechanics of a quantum system is exactly repro-
duced by the classical Boltzmann statistical mechanics
of an isomorphic ring-polymer system.? For the numeri-
cally exact calculation of quantum Boltzmann statistical
properties, the classical Boltzmann distribution of the
ring-polymer system can be sampled using Monte Carlo®
(i.e., path-integral Monte Carlo, or PIMC) or molecu-
lar dynamics* (PIMD). For the approximate calculation
of dynamical quantities, such as reaction rates,”” dif-
fusion coefficients,® 10 and absorption spectra,” 1 the
Newtonian dynamics of the classical isomorphic system
can be numerically integrated as a model for the real-
time quantum dynamics, as in ring-polymer molecular
dynamics (RPMD)!16 and centroid molecular dynam-
ics (CMD).718 These and related methods have enjoyed
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geo-, and materials chemistry.'?

For PIMD and RPMD calculations, considerable effort
has been dedicated to the development and refinement of
numerical integration schemes. This work falls into two
distinct categories. In the first, the RPMD equations of
motion are preconditioned by modifying the ring poly-
mer mass matrix; this causes the integrated trajectories
to differ from those of the RPMD model,? 25 but it can
lead to efficient and strongly stable?? 24 sampling of the
quantum Boltzmann distribution. In the second cate-
gory, no modification is made to the ring-polymer mass
matrix (i.e., the “physical” masses of the ring-polymer
beads are employed).?7 3!

Within the second category, it is common to apply a
thermostat to the internal ring-polymer motions, with
two primary aims: to more efficiently sample the quan-
tum Boltzmann distribution,??28:2% or to avoid the “spu-
rious resonance” artifact of the microcanonical (i.e., un-
thermostatted) RPMD equations of motion in which in-
ternal ring-polymer modes mechanically couple to physi-
cal modes of the system.?*:3! PIMD and RPMD integra-
tion schemes in the second category (which preserve the
RPMD model dynamics) typically employ a Trotter-like
factorization of the time evolution operator.®?:28-32 For
the example of thermostatted RPMD (TRPMD)?3? using
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the generalized Langevin equation (GLE) thermostat,?®
the numerical integration is performed using??

Aty oAt Atpo At
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where the Liouvillian L = Ly + Lg + L, includes contri-
butions from the physical potential, Ly, the purely har-
monic free ring-polymer motion, Lg, and the friction and
thermal noise, L.; note that the standard microcanonical
RPMD numerical integration scheme is then recovered in
the limit of zero coupling to the thermostat, such that®

AL = e F I Atho F v | O(A). (2)
Standard practice in these RPMD and PIMD integra-
tion schemes is to exactly evolve the harmonic free ring-
polymer dynamics associated with exp(AtLg) using the
uncoupled free ring-polymer normal modes.%?-28:32

The first major conclusion of the current work is that
any PIMD, RPMD, CMD,*15-17:28-32,34-39 o1 gther inte-
gration scheme that involves the exact integration of the
free ring polymer (i.e., involves the ubiquitous exp(AtLy)
step in terms of the ring-polymer normal modes) will
exhibit provable numerical deficiencies, including reso-
nance instabilities and non-ergodicity. For the case of
the standard microcanonical RPMD integration scheme
in Eq. 2, which is a symplectic map, exact evolution of
the free ring-polymer step leads to the provable loss of
strong symplectic stability and the demonstrable appear-
ance of resonance instabilities in the integrated trajecto-
ries. For thermostatted RPMD and PIMD integration
schemes that involve a free ring-polymer step,?® 3! exact
evolution of that step leads to the provable and numeri-
cally demonstrable non-ergodicity.

The second major conclusion of the current work is
that these numerical artifacts can be eliminated by sim-
ply replacing the exact evolution of the free ring polymer
step with an approximation based on the Cayley trans-
form: an alternative to exact free ring-polymer evolution
that is no more costly, no more complicated, and no less
accurate in the context of the full integration timestep. In
particular, we show that this Cayley modification elimi-
nates the resonance instabilities that occurs when trajec-
tories are evolved using standard microcanonical RPMD
integrators, and we show that it restores ergodicity to
thermostatted RPMD and PIMD trajectories. Further-
more, we show that the improved numerical properties
of the Cayley modification generally allows for larger
RPMD and PIMD integration timesteps to be employed.

The paper is organized as follows. In section II we ar-
ticulate the numerical instability problem in the context
of standard RPMD numerical integration and introduce
the Cayley modification as the solution. Section III nu-
merically illustrates the instability of standard RPMD
numerical integration and shows that the Cayley modi-
fication removes this problem. Finally, in section IV we
generalize these findings to thermostatted trajectories.

Il. THEORY

The theory introduced in this paper adapts and ad-
vances previous mathematical results on the numerical
approximation of general second order Langevin stochas-
tic partial differential equations with space-time white
noise. 0

A. RPMD

We consider a quantum particle in 1D with Hamilto-
nian operator given by
N P2
H=_—+V(q 3
o TV 3)
where ¢, p, and m represent the particle position, mo-
mentum, and mass, respectively, and V(§) is a potential
energy surface. All results presented here are easily gen-
eralized to multiple dimensional quantum systems.
The thermal equilibrium properties of the system are
described by the quantum mechanical Boltzmann parti-
tion function,

Q = Tr[e™?H] ()

where 8 = (kgT)~! is the inverse temperature. Using a
path-integral discretization, ) can be approximated by
a classical partition function @, of a ring-polymer with
n beads,*

m7l
"= ar dr —BH,(q,v) 5
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where ¢ = (qo, ..., qn—1) is the vector of bead positions,

and v is the corresponding vector of velocities. The ring-
polymer Hamiltonian is given by

H,(q,v) = Hy(q,v) + V7 (q), (6)

which includes contributions from the physical potential

S|

n—1
Vot(g) == Vi(g) (7)
j=0

and the free ring-polymer Hamiltonian

I
—
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where m,, = m/n, w, = n/(hB) and ¢, = qo.

If we let n = 1 in Eq. 5, the classical partition func-
tion of the system (governed by a classical Hamiltonian,
Eq. 6 with n = 1) is recovered, i.e. @1 = Q. In the
limit n — oo, the path-integral approximation converges



to the exact quantum Boltzmann statistics for the sys-
tem, such that Qo = . The thermal ensemble of ring-
polymer configurations associated with Eq. 5 can be sam-
pled using either molecular dynamics (leading to PIMD
methods) or Monte Carlo (leading to PIMC methods).

The classical equations of motion associated with the
ring-polymer Hamiltonian in Eq. 6,

qj = vj, )
. 1
b = wi(gj+1 + qj-1 — 2¢;) — gvl(qa‘)v

yield the RPMD model for the real-time dynamics of the
system.'®16 RPMD provides a means of approximately
calculating Kubo-transformed thermal time-correlation
functions, such as the position autocorrelation function

Coalt) = % Trle 7 3(0)d (1) (10)

where the Kubo-transformed position operator g is
1 8 . N
q= f/ M ge= M g (11)
B Jo

and the time-evolved operator ¢(t) is eillt/hge—it/h
Specifically, the RPMD approximation to Eq. 10 is

Coglt) = é / g / droe= @ 0)g()  (12)

where ¢ is the bead-averaged position
1 n—1
q(t) = - 4(t). (13)
§=0

and the pair (g(t), v(t)) are evolved by the RPMD equa-
tions of motion in Eq. 9 with initial conditions drawn
from the classical Boltzmann-Gibbs measure.

The RPMD equations of motion can be compactly
rewritten as

{4l ] a4 o

F(q) = —VV2'(q), I is an n x n identity matrix, 0 is
an array of zeros, and L is the n x n Toeplitz matrix

2 1 0 - 0 1
1 =21 0 - 0
L=u? R . (1D)
0 - 0 1 -2 1
1 0 -0 1 -2

We recognize L as the 1D discrete Laplacian endowed
with periodic boundary conditions; it is negative semi-
definite with spectral radius that scales as n?, and since

L is circulant, it can be diagonalized by the n X n real
discrete Fourier transform (DFT) matrix. In particular,
the spectral decomposition of L can be written as

L=-UQU", where Q= diag(w?,...,w? ;) (16)

n—1
is a diagonal matrix of eigenvalues ordered in descending
order and given by

) 4w? sin? (%) if j is even ,

¥ 7 ) 402 sin? <M) else (17)
n 2n ’

and U is an n X n matrix whose columns are the corre-

sponding orthonormal eigenvectors.

In nontrivial applications, the RPMD equations of mo-
tion in Eq. 14 cannot be solved analytically. It is then
necessary to employ approximate numerical integration
of the equations of motion. As we discuss next, design-
ing good numerical integrators for Eq. 14 is complicated
by the interplay between the time-evolution of the free
ring-polymer (obtained by setting F' = 0 in Eq. 14) and
the contributions from the physical forces F'.

B. Cayley removes instabilities in a free ring-polymer
mode

RPMD is an example of highly oscillatory Hamiltonian
dynamics.*' To understand why numerical integration of
such systems is tricky and why the Cayley modification
is needed, it helps to consider the equations of motion for
a particular normal mode of the free ring polymer with
Matsubara frequency w > 0:

-afi] e a-[ %0 0y

[ —Ww

which are also the equations of motion for a linear os-
cillator with natural frequency w. If w is large, Eq. 18
is highly oscillatory. Solving Eq. 18 amounts to approx-
imating the matrix exponential exp(AtA) where At is a
timestep size. A good 2 X 2 matrix approximation Ma;
should satisfy:

(P1) Accuracy: |[Ma; — exp(AtA)|| = O(A#).

(P2) Strong Stability: For all w > 0, and for all At
smaller than some constant independent of w, Ma;
is a strongly stable symplectic matrix.

(P3) Time-Reversibility: For all w > 0 and At > 0,
M, is reversible with respect to the velocity flip

. 1 0] . _
matrix R = {0 _1], ie.,, RMan:R = MAtl.

We briefly comment on each of these criteria for a good
approximation. Property (P1) is a basic requirement that
ensures second-order accuracy on finite-time intervals.
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FIG. 1. Eigenvalues of 2 x 2 Symplectic Matri-

ces. Eigenvalues of a symplectic matrix S = exp(tA)
(black dots) are plotted in the complex plane along
with eigenvalues of a perturbed symplectic matrix S¢ =
exp((1/2)tB) exp(tA) exp((1/2)tB) (grey dots). The ele-
ments of A and B are specified in the text. For both values
of t, S is stable since its eigenvalues lie on the unit circle.
When the eigenvalues of S are not distinct, then as shown in
(a), S€ has an eigenvalue with modulus greater than one, and
hence, S¢ loses stability. However, if the eigenvalues of S are
distinct, then S is strongly stable, and as shown in (b), S¢ is
stable since its eigenvalues remain on the unit circle.

Property (P3) is particularly useful for sampling from
the stationary distribution, since a reversible map can
be readily Metropolized*?~#4, and since time-reversibility
in a volume-preserving numerical integrator leads to a
doubling of the accuracy order (see Propositions 5.2 and
Theorem 6.2 of Ref. 44, respectively). Property (P2) is
the most interesting. A symplectic matrix S is stable if
all powers of the matrix S are bounded. A symplectic
matrix S is strongly stable if S is stable and all sufficiently
close symplectic matrices are also stable. In other words,
S is strongly stable if there exists an ¢ > 0, such that all
symplectic matrices S€ that are within a distance € away
from S are also stable. A sufficient condition for S to
be strongly stable is that the eigenvalues of S are on the
unit circle in the complex plane and are distinct; both the
necessary and sufficient conditions for strong stability of
symplectic matrices are known.*?

Figure 1 illustrates the concept of strong stability. In
particular, for different values of ¢ (as indicated in each
panel), the black dots correspond to the eigenvalues of
the symplectic matrix S = exp(tA) with w = 3, and the
grey dots are the eigenvalues of a perturbation of S which

preserves the symplectic nature of the matrix, specif-
ically 8¢ = exp((1/2)tB)exp(tA)exp((1/2)tB) where

0 €
B = e 0
eigenvalues of S are always on the unit circle, and hence,
S is always stable, but as the figure shows, S is not al-
ways strongly stable. Indeed, in Figure 1 (a), we see that
the two eigenvalues of S, represented by a single black
dot, are both equal to (—1,0), which violates the condi-
tion for strong stability, and in this case, we see that one
of the eigenvalues of S€ has modulus greater than unity,

and € = 0.15. For any ¢, note that the two
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FIG. 2. Eigenvalues of the Exponential vs. Cayley

Maps. Eigenvalues of exp(AtA) (a) and cay(AtA) (b) at 50
different timestep sizes between 0.05 and 5.0 (evenly spaced)
and with w = 3, color-coded from blue (smallest) through
green and yellow to red (largest). For exp(AtA), the eigen-
values rotate around the unit circle multiple times. How-
ever, for cay(AtA), the eigenvalues start near (1, 0), but never
reach (—1,0). Since the eigenvalues of cay(AtA) are always
distinct, it provides strong symplectic stability, whereas the
matrix exponential loses strong stability every time the eigen-
values hit the horizontal axis. In both panels, the eigenvalue
associated with the ring-polymer centroid motion is excluded.

which implies that S°¢ is unstable. In Figure 1 (b), the
two eigenvalues of S are distinct and equal to (0,+1),
and hence, S is strongly stable. Since S is strongly sta-
ble, and ¢ is sufficiently small, S€ has eigenvalues that are
on the unit circle, and hence, is itself stable. For a more
detailed discussion of the concept of strong stability of
symplectic matrices, see Section 42 of Ref. 46.

A natural candidate for an approximation Ma; that
satisfies these criteria is the Verlet integrator, which
is ubiquitous in the classical simulation of molecular
systems.*” %0 For a single Matsubara frequency of the
free ring polymer, the Verlet integrator gives

1 Are? At

A22 A22
—%Atw2(2— t2w) 1— t2w

Mp; =

However, for At > 2/w, the eigenvalues of Ma; are real
and distinct, so that one of them has modulus > 1, and
therefore the powers of Ma; grow exponentially. Thus,
numerical stability requires At < 2/w, and Verlet does
not satisfy (P2), since this numerical stability require-
ment is not uniform in w.

Surprisingly, the exact solution for the normal-mode
dynamics also does not satisfy (P2). To see why, note
that the eigenvalues of the matrix exponential exp(AtA)
are et™At and (P2) requires that e™At #£ e~#wAt which
is violated if and only if

At:%k forall k> 1. (19)
At these timesteps, the exact solution violates strong sta-
bility. This is illustrated in Figure 2 (a), where the two
eigenvalues of exp(AtA) are plotted in the complex plane



for a range of time-step sizes. Although the two eigenval-
ues of exp(AtA) lie on the unit circle for all At, strong
stability fails to hold whenever the eigenvalues are both
equal to (+1,0).

A simple strategy to avoid these artificial resonances is
to use a random timestep size Jt, e.g., take as timestep
size an exponential random variable dt with mean At.
Averaging exp(0tA) over the exponential probability
density function yields Ma; = E(exp(dtd)) = (I —
AtA)~! where here I is the 2 x 2 identity matrix. Un-
fortunately, as can be easily verified, this matrix satis-
fies none of our criteria: it is neither symplectic, nor re-
versible, nor sufficiently accurate. However, we can easily
turn this approximation into one that satisfies (P1), by
simply composing 1/2 step of this integrator with 1/2
step of its adjoint M&tl. This correction yields the Cay-
ley transform of the matrix AtA,

cay(AtA) = (I — (1/2)AtA)(I + (1/2)AtA). (20)

In fact, the Cayley transform satisfies all three of
the specified criteria for a good numerical integra-
tor. It is time-reversible since Rcay(AtA)R = (R —
(1/2)AtRA)" (R + (1/2)AtAR) = cay(AtA)~!, where
we used that R~! = R. It is a symplectic matrix since

cay(AtA)T J cay(AtA) = J  where J = [_01 (1)}

where we used the fact that A is a Hamiltonian ma-
trix (See Ref. 51, Section 2.5). More importantly, it is a
strongly stable symplectic matrix for all At > 0, as illus-
trated in Figure 2 (b); in contrast with the exponential
map, for all w > 0 and At > 0 the eigenvalues of the
Cayley map are (4 — At?w? + 4iAtw) /(4 + At?w?), which
are distinct and of unit modulus. Thus, not only is every
matrix power of cay(AtA) bounded, but the Cayley map
is strongly stable uniformly in w and At.

C. Cayley removes instabilities in microcanonical RPMD

For numerical integration of the conservative RPMD
equations of motion (Eq. 9 or Eq. 14), it is standard
practice®?16 to employ a symmetrically split second-
order integrator of the form in Eq. 2.

Furthermore, it is standard practice to exactly perform
the free ring-polymer time evolution step,'® using an ex-
ponential map of the form exp(AtLg) = exp(AtA) where
A is the matrix associated with the dynamics of the free
ring-polymer Hamiltonian,

Jall e

In practice, the exact exponential map is executed by suc-
cessively (i) changing from the Cartesian bead positions

and velocities to the normal modes of the free ring poly-
mer, (i) numerically integrating each of the uncoupled
normal mode equations of motion, and (%ii) translating
the time-evolved normal mode coordinates back into the
Cartesian bead positions and velocities. Therefore, the
numerical stability of standard RPMD numerical integra-
tion may be analyzed in normal mode coordinates, where
the free ring-polymer equations of motion in Eq. 21 de-
couple into a system of n independent oscillators with
natural frequencies given by the eigenvalues of the ma-
trix L in Eq. 17.

By applying Eq. 19 to each normal mode coordi-
nate, we find that strong stability of the exact free ring-
polymer time evolution is violated when

Atzz—k forallk>1land1<j<n-—1. (22)
j
Unstable pairs of At and n are plotted using solid lines
in Fig. 3(b) for selected values of j and k. The horizontal
asymptotes in this figure reflect the fact that the eigen-
values of L converge to the eigenvalues of the continuous
Laplacian endowed with periodic boundary conditions.
Unlike the exact free ring-polymer step used in stan-
dard RPMD numerical integration, the Cayley modifi-
cation exp(AtLg) = cay(AtA) is strongly stable for all
At > 0 uniformly in n. To see this, note that the Cay-
ley transform can be equivalently computed in either
bead or normal mode coordinates. More precisely, let
L = —-UQUT be the spectral decomposition of L given
in Eq. 16. Direct computation then shows that

T

cay(AtA) = Fg 8,] cay (At {_OQ ﬂ) [I{) U(')T] .
Using this correspondence, one can invoke the preced-
ing results on the one-dimensional oscillator, to conclude
that cay(AtA) is second-order accurate, strongly stable
symplectic, and time-reversible.

Since the Cayley transform meets our criteria (P1)-
(P3), and under suitable conditions on the force F', the
Cayley modification to the RPMD numerical integrator
is provably stable and second-order accurate on finite-
time intervals with a stability requirement that is uniform
with respect to the number of ring polymer beads. On
the other hand, standard RPMD integrators may display
artificial resonance instabilities because the free RP step
is not always strongly stable. These instabilities often
manifest as exponential growth in energy when strong
stability is lost, as will be discussed in Section III.

We emphasize that the improved numerical stability of
the Cayley modification comes at zero cost in terms of
algorithmic complexity or computational expense, and
it preserves the same order of accuracy for the overall
timestep. Use of this improved integration algorithm
simply involves replacing the exact normal mode free
ring-polymer step in the standard RPMD integrator with
the Cayley modification.



D. Algorithmic comparison: Standard vs. Cayley

For complete clarity, we now present a side-by-side
comparison of the full RPMD timestep (Eq. 2) with the
free ring-polymer motion exp(AtLg) implemented using
either the standard exponential map (i.e., exact normal
mode evolution) or via the Cayley modification. In both
cases, the full RPMD timestep associated with the split-
ting in Eq. 2 is implemented using the algorithm

Velocity half-step:

Free ring-polymer step:
Force evaluation:
Velocity half-step:

F = -VV(q)
VUt %an

(23)
In standard RPMD numerical integration, the free

ring-polymer step is performed exactly, using:

1. Convert bead Cartesian coordinates to normal
modes using the orthogonal transformation:

p=Uv (24)
where U is the real DFT matrix defined in Eq. 16.

o0=Uq and

2. From ¢ to t + At, exactly evolve the free ring poly-
mer in the normal mode coordinates:

(e 8) momtanan (23) e

where
0 1
4=

for 0 < j <n —1 with w; defined in Eq. 17.

3. Convert back to bead Cartesian coordinates using
the inverse of U, which is just its transpose, since
U is orthogonal.

In the Cayley modification, the only change is to use
the following in place of Eq. 25:

0;(t+At) _ N (o)
(w(HAt)) = car(aids) (soj@)) S
where cay is the Cayley transform given in Eq. 20.

As a final algorithmic comparison, we note that an-
other popular means of evolving the free ring-polymer
involves multiple timestepping (MTS) with the reversible
reference system propagator algorithm (RESPA)20:32:52
which introduces an inner loop of short timesteps. How-
ever, it is easily shown that MTS-RESPA can exhibit the
same problem of resonance instabilities as exact normal-
mode evolution, due to fact that MTS-RESPA also lacks
the property of strong stability. Consequently, we will
not further discuss MTS algorithms in the current work,
although we recognize that combining the Cayley modifi-
cation with MTS in the context of the ring-polymer con-
traction method®3** is straightforward and worth pursu-
ing.
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FIG. 3. Stability of RPMD Trajectories on the Har-
monic Oscillator Potential. (a) Representative trajecto-
ries performed using the standard RPMD integration scheme
and using the Cayley modification. (b) Results for the stan-
dard RPMD numerical integration. The solid lines plot
the instability condition in Eq. 22 for k¥ = {1,...,10} and
j = {2,4,...,16}. Higher values of j are more blue, and
higher values of k are thicker. The dotted black line shows the
maximum safe timestep defined in Eq. 30. The heatmap indi-
cates the fraction of stable trajectories using standard RPMD
integration. (c) The the fraction of stable trajectories using
Cayley-modified RPMD integration. Results obtained at tem-
perature 5 = 1.



Il. RESULTS FOR RPMD

In this section, we demonstrate the numerical inte-
gration of the microcanonical RPMD equations of mo-
tions (Eq. 14). Specifically, we compare the performance
of the standard RPMD integrator, which involves ex-
act integration of the free ring-polymer modes (Eq. 25)
and our refinement in which the Cayley modification is
used (Eq. 26). Results are presented for simple one-
dimensional potentials, including

L,

Harmonic: V(q) = 24 (27)

1 1 1
Weakly anharmonic: V(q) = §q2 + qu + mq‘l (28)

Quartic: V(q) = iq‘l (29)
and using a mass of m = 1.

We begin by numerically testing the conditions for loss
of strong stability (Eq. 22) for the example of the har-
monic potential (Eq. 27). Figure 3(a) shows a typical
example of one of the approximately 25% of trajectories
that fail for the standard RPMD integration scheme with
B8 =1,n =16, and At = 0.1. The unstable trajectories
start out with the typical values of ring-polymer energy in
Eq. 6 (i.e. they are not the “hot” initial conditions from
the tail of the thermal distribution), and they diverge to
exponentially large energies after relatively short propa-
gation time when run with the standard RPMD. All of
these trajectories are stable when run with the Cayley
modification.

The solid lines in Fig. 3(b) indicate predicted condi-
tions for instability (Eq. 22). These analytical predic-
tions are overlaid with a heatmap showing the fraction
of stable RPMD trajectories on the harmonic potential
using the standard RPMD integration scheme; for the
purposes of the current section, a trajectories is deemed
to be unstable if energy conservation associated with the
ring-polymer Hamiltonian (Eq. 6) is violated by more
than 10% within 100 time units of simulation. There
are clear correlations in Fig. 3(b) between the predicted
instabilities and observed simulation results.

Finally, Fig. 3(c) presents the corresponding heatmap
for the Cayley-modified RPMD integration scheme. The
Cayley modification preserves the conditions for strong
stability, and the only numerically unstable trajectories
are found for extremely large timesteps (At > 0.6). Com-
parison of Figs. 3(b) and (c) reveals the clear numeri-
cal advantages of the Cayley-modified RPMD integration
scheme over the standard RPMD integration scheme.

Before proceeding, we emphasize the generality of the
loss of strong stability with the standard RPMD numer-
ical integrator: Eq. 22 makes no assumption with regard
to the form of the physical potential, the dimensional-
ity of the system, or the mass of the particles; it only

depends on the temperature of the system and the num-
ber of ring-polymer beads in relation to the size of the
integration timestep. Considering Eq. 22 for the & = 1
index and the highest Matsubara frequency of the ring-
polymer, it is straightforward to show that the smallest
possible timestep At, at which strong stability is violated
is given by

At, = el (30)
We thus arrive at a highly practical expression for the
“maximum safe timestep” that depends only on S and
n, such that all smaller timesteps avoid the loss of strong
stability associated with Eq. 22. In Fig. 3(b), this result
is plotted (dotted, black line) and seen to follow the con-
vex hull of smallest timesteps created by the other curves.
In passing, we note that if 8 corresponds to room tem-
perature and n = 64, then the maximum safe timestep is
0.6 fs, which is strikingly consistent with the conventional
0.5 fs timestep employed in many PIMD simulations of
liquid water.

Figure 4 confirms that the numerical instabilities of
the standard RPMD integrator also manifest for an-
harmonic potentials. For both the weakly anharmonic
(Eq. 28) and quartic (Eq. 29) potentials, we plot the
fraction of stable trajectories as a function of timestep,
comparing the standard RPMD integration scheme with
the Cayley modification. Also shown are the fraction
of stable classical mechanical trajectories (i.e., the 1-
bead limit of RPMD) when integrated using the Ver-
let algorithm. Indeed, the standard RPMD integration
scheme exhibits clear numerical instabilities at particu-
lar timesteps (which depend on the choice of § and n),
whereas the Cayley-modified integration scheme (like the
classical integration scheme) avoids these pronounced in-
stabilities.

For the results in Fig. 4, the maximum safe timestep is
At, ~ 0.029. Note that the standard RPMD integration
scheme on the weakly anharmonic potential does not ex-
hibit significant loss of stability at this timestep, due to
the fact that the unstable ring-polymer mode apparently
does not sufficiently couple to the other modes on the
timescale of the trajectories. However, the expected arti-
fact at this timestep is indeed observed for the quartic po-
tential. These results illustrate that the degree to which
the resonance instabilities of standard RPMD integration
manifest will depend on the application, but regardless
of the system, these resonance instabilities can be re-
moved using the Cayley modification. Finally, panel (c)
in this figure compares the accuracy of the standard and
Cayley-modified RPMD integration schemes for the case
of the quartic oscillator, revealing that even with time-
steps that three-fold exceed the maximum safe timestep
of the standard integration scheme, the Cayley-modified
scheme shows negligible loss of accuracy in the trajecto-
ries.
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FIG. 4. Stability and Accuracy of RPMD Trajectories
on Anharmonic Potentials. Percentage of stable RPMD
trajectories using standard and Cayley-modified integration
as a function of timestep, for the (a) weakly anharmonic and
(b) quartic potentials. Results obtained using n = 54 and
B8 = 1. Also included are classical MD results using the Ver-
let integrator. (c) For the quartic potential, comparison of
the RPMD position time autocorrelation function obtained
using standard integration with a small time-step where it is
stable (At = 0.01) and using the Cayley modifiction with a
range of larger timesteps (At = 0.01, filled circles; At = 0.05,
empty circles; A = 0.10, stars), indicating no significant loss
of accuracy.

Figure 5 explores the degree to which the Cayley modi-
fication enables the use of larger timesteps in comparison
to the standard RPMD integration scheme. Defining the
“critical timestep” as the largest value of At for which
980 out of 1000 trajectories are stable, we compare this
quantity for standard and Cayley-modified RPMD nu-
merical integration as a function of the number of ring-
polymer beads; the trends in the figure are insensitive to
the precise definition of the critical timestep. Also shown
is the maximum safe timestep for the standard RPMD
integration scheme (Eq. 30). The improved stability of
the Cayley-modified integration scheme is seen to consis-
tently allow for the use of larger RPMD timesteps. The
numerical behavior of the standard RPMD integration
scheme closely tracks the predictions of the maximum
safe timestep, although as seen previously, the resonance
instabilities do not always manifest on the timescale of
the simulated trajectories. Interestingly, for small n in
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FIG. 5. Comparing largest stable timestep as a func-
tion of the number of ring-polymer beads for the standard
and Cayley-modified RPMD integration schemes on the (a)
weakly anharmonic and (b) quartic potentials. The critical
timestep for the numerical simulations is defined in the text.
Also shown is the maximum safe timestep for the standard
RPMD integration scheme (red dots). For classical MD inte-
gration using the Verlet algorithm, the critical timestep is 0.5
for the weakly anharmonic potential and 0.3 for the quartic
potential. Results obtained at temperature g = 1.

the quartic-oscillator simulations, the standard RPMD
integration scheme actually underperforms the prediction
of the maximum safe timestep, given that it exhibits large
energy fluctuations (> 10%) without fully encountering
a resonance instability. In summary, using the maximum
safe timestep for the standard RPMD integration scheme
as a reference, the figure indicates that in these systems,
the Cayley modification allows for substantial improve-
ments in the allowed timestep size (three-fold or more for
large n).

IV. RESULTS FOR TRPMD

Thermostatted RPMD (TRPMD) involves thermaliza-
tion of the internal ring-polymer modes during RPMD
dynamics, with the aims of improving sampling of the



Boltzmann distribution®® or avoiding the “spurious res-
onance” artifact that can appear in RPMD simulations
of vibrational spectra.'*? Following Refs. 28 and 30, we
implement TRPMD using the splitting in Eq. 1, where
Lt corresponds to

O = —yv + /2nm =1y 2W (1), (31)
W (t) is a white-noise vector (since W is an n-
dimensional standard Brownian motion), and -~ is an
n x n friction matrix defined such that UT~U is a di-
agonal matrix whose kth diagonal entry is equal to wg
(Eq. 17). In normal mode coordinates (cf. Eq. 24), this
thermostat is implemented by adding the following at the
beginning and end of the full integration step outlined in
Eq. 23:

wiAt

i (t+At) = + \/nmflﬁfl\/l — e*“J‘At{j ,

where ; is a standard normal variate.

A. Cayley removes non-ergodicity in TRPMD

Given that it helps to avoid spurious resonances,3%:3!

one might expect that a Langevin thermostat can also
eliminate the instabilities we have observed in standard
RPMD integrators. This turns out to be only partly
true. Here, we show that (%) lack of strong stability in the
free RP step induces non-ergodicity in standard TRPMD
integrators, and (i) the Cayley modification eliminates
these non-ergodicity issues.

For this purpose, we revisit the simple case of a sin-
gle free ring-polymer mode, as in Section II B. Consider
Eq. 18 with a Langevin thermostat,

q q 0 0 0
R R e e
(32)
where v > 0 is a friction factor and W (t) is a scalar white
noise. The solution (¢(t),v(t)) of Eq. 32 is a bivariate
Gaussian with mean vector and covariance matrix given
respectively by

~ex 9(0)
u(t) = expier) |70 "

(1) = 281 /O ' exp(sK) [8 ‘1)] exp(sKT)ds .

In the limit as ¢ — oo, the probability distribution of
(g(t),v(t)) converges to the classical Boltzmann-Gibbs
measure, which in this case, is a bivariate normal dis-
tribution with mean vector and covariance matrix given
respectively by

R

In this situation, the standard TRPMD splitting in
Eq. 1 inputs (qo,vo) and outputs (g1, v1) defined as

1] =00 ]y =5 (o= [+ [])

(35)
where &y, 19 are independent standard normal random
variables, E = exp(AtA), and O is the 2 x 2 matrix

Ozexp(A;I‘) , I'= {8 07] .

Moreover, the numerical solution after N integration
steps is a Gaussian vector with mean vector and covari-
ance matrix given respectively by

= (OEO)Y [ } N; (OEOY Q(OET0)’ ,

(36)
where

I CHEC

From Eq. 19, if At = kr/w for any k > 1, then E is
not strongly stable. At these timesteps, the eigenvalues
of the matrix OEO are given by Ay = (—1)* and A\_ =
(—=1)* exp(—kmy/w). By the Cayley-Hamilton theorem
for 2 x 2 matrices,?® we have the following representation
of the Nth power of OEO

A"
(OEO)N = 2“2 (OEO — \_1I)
Ay — A
(A
————(OEO — M\, 1
Ty = >\+( +I) .
Since |Ay| = 1, it follows from this representation that

pn does not converge to p in Eq. 34, since pun clearly de-
pends on the initial condition. Similarly, the covariance
matrix ¥ fails to converge to 3.

If we modify the above by replacing every instance of
E with C = cay(AtA), the modified splitting is ergodic.
More precisely, provided that the timestep is sufficiently
small such that

(37)

4— At2w?\?
44+ At2w2 ) 7

2 > (1 + cosh(yAt)) (

then the eigenvalues of OCO are a complex conjugate
pair with complex modulus |AL| = exp(—~yAt/2). Hence,
the matrix OCO is asymptotically stable. Under condi-
tion 37, the Cayley-modified scheme converges to the ex-
act classical Boltzmann-Gibbs measure, in this example.

These results carry over to TRPMD, where the free
ring-polymer equations of motion in Eq. 21 decouple into
a system of n independent oscillators with natural fre-
quencies given by the eigenvalues of the matrix L in



Eq. 17. Although the analysis of TRPMD in this sec-
tion was performed for the specific case of the splitting in
Eq. 1 (i.e., the Bussi-Parrinello or OBABO splitting), we
have confirmed that the same problem of non-ergodicity
arises in the BAOAB splitting®® and can likewise be fixed
via the Cayley modification.

B. TRPMD numerical results

Figure 6 presents TRPMD results on the harmonic po-
tential (Eq. 27) using n = 6 and § = 1. For a single
TRPMD trajectory, we histogram the distribution of the
normal mode coordinates that are sampled, employing
the smallest timestep for which numerical instability is
observed in the microcanonical case for this number of
beads (see Fig. 3b); specifically, we use At = 0.26, which
corresponds to the instability condition in Eq. 22 for the
case of n = 6, j = 5, and k£ = 1. Using both standard
and Cayley-modified TRPMD integration, the trajectory
is sampled at every timestep for a total of 770 timesteps.

The centroid mode (panel a) follows harmonic mo-
tion, that is decoupled from the other degrees of freedom.
With both integrators, the lower-frequency (j = 1 — 4)
internal ring-polymer modes are efficiently sampled and
converge to the correct Gaussian distribution (panels c-
f). However, the j = 5 mode behaves qualitatively
differently, as predicted by Eq. 22, with the standard
TRPMD integrator showing clear non-ergodicity. The
Cayley modification leads to ergodic sampling of all ring-
polymer modes.

The lower frequency internal modes can also be af-
flicted with non-ergodicity at larger timesteps in this sys-
tem. For the next-smallest unstable timestep in Fig. 3
(At = 0.3, which corresponds to the instability condi-
tion in Eq. 22 with j = 3,4, and k = 1), the simulations
were repeated. As predicted by the instability condition,
modes 3 and 4 are found to be non-ergodic if sampled us-
ing the standard TRPMD integrator (Fig. 7); again, er-
godicity is recovered using the Cayley modification. The
same non-ergodicity problems appear for anharmonic po-
tentials using the standard TRPMD integrator and can
easily be avoided with use of the Cayley modification.

We emphasize that the TRPMD results presented here
employ a white-noise thermostat; there are additional
non-ergodicity problems for coloured-noise TPRMD
which the Cayley modification is not expected to im-
prove, since they likely arise from the attenuation of the
thermostat across particular frequency bands.?%:57

V. SUMMARY

Strong stability is a relevant — and under-appreciated
— concept for path-integral-based molecular dynamics

10

7.5

21 (a) —— Equilibrium (b)
= Standard 507
14 = Cayley 2.5 L
0 0.0 T T T T
-15 -10 -0.5 00 05 10 15 =-15 -1.0 -05 00 05 1.0 1.5
Mode 0 Mode 5
L@ o] @
0.5 4 0.54
0.0 0.0
-1.5 -10 -05 00 05 10 15 -15 -10 -05 0.0 05 1.0 1.5
Mode 1 Mode 2
24 (e) ﬂ 2] (f) ‘
14 14

oA
-15 -1.0 =05 0.0 05 1.0 1.5
Mode 4

0 - :
-15 -1.0 =05 0.0 05 1.0 15
Mode 3

FIG. 6. Ergodicity of TRPMD recovered with the
Cayley modification, Example 1. Normalized histograms
of the ring-polymer normal mode displacement coordinates
for a single trajectory (6 beads, 8 = 1), evolved on the har-
monic potential with a timestep of At = 0.26. (a) The cen-
troid mode, w; = 0. (b) The predicted non-ergodic mode with
ws = 12, (c-d), (e-f) pairs of modes with w1 = ws = 6 and
ws = wa = 10.4, respectively. Solid black line indicate the
equilibrium distribution of the internal modes.

methods. Without strong stability, numerical integration
schemes are prone to numerical instabilities in the micro-
canonical case and non-ergodicity in the canonical case.
Fortunately, one can easily imbue existing integration
schemes, including those for PIMD, RPMD, TRPMD,
and many CMD methods, with strongly stability via the
Cayley modification introduced here. This can be done
without downside in terms of the computational cost,
algorithmic complexity, or accuracy of the numerical in-
tegration scheme. The numerical results presented here
suggest that this will have practical benefits for simula-
tion studies, including improved stability, improved sam-
pling efficiency, and improved efficiency via the use of
larger MD timesteps.

While the Cayley transformation is familiar in the
chemical physics literature in the context of the Crank-
Nicolson propagator®® for wavepacket dynamics,?%° and
real-time path integrals®! it has not to our knowl-
edge been utilized for molecular dynamics, due to an
under-appreciation of the property of strong stabil-
ity.  We conclude by noting that path-integral-based
MD methods are far from unique in the physical sci-
ences in exhibiting highly oscillatory dynamics, with
other notable examples including Markov-Chain-Monte-
Carlo-based Bayesian statistical inversion,%? %% transi-
tion path sampling %> %® stochastic wave equations,5?
Drude-oscillator models for many-body polarizabil-
ity and dispersion,”*" and Carr-Parrinello molecular
dynamics.”® We anticipate that the Cayley modification
introduced here may have similar advantages in these and
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FIG. 7. Ergodicity of TRPMD recovered with the
Cayley modification, Example 2. Normalized histograms
of the ring-polymer normal mode displacement coordinates
for a single trajectory (6 beads, 8 = 1), evolved on the har-
monic potential with a timestep of At = 0.3. (a) The cen-
troid mode, w; = 0. (b) Unique highest frequency mode with
ws = 12, (¢c-d) Modes with w1 = w2 = 6 (e-f) The predicted
non-ergodic modes, w3 = ws = 10.4. Solid black line indicate
the equilibrium distribution of the internal modes.

other areas of application.
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