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ABSTRACT

Termffrequencyfisacommonmethodfforfidentfiffyfingthefimportance
offatermfinadocument.Buttermffrequencyfignoreshowaterm
finteractswfithfitstextcontext,whfichfiskeytoestfimatfingdocument-
specfifictermwefights.ThfispaperproposesaDeepContextuaflfized
TermWefightfingfframework(DeepCT)thatmapsthecontextuaflfized
termrepresentatfionsffromBERTtofintocontext-awaretermwefights
fforpassageretrfievafl.Thenew,deeptermwefightscanbestored
finanordfinaryfinvertedfindexfforeficfientretrfievafl.Experfiments
ontwodatasetsdemonstratethatDeepCTgreatflyfimprovesthe
accuracyofffirst-stagepassageretrfievaflaflgorfithms.
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1 INTRODUCTION

State-off-the-artsearchengfinesuserankfingpfipeflfinesfinwhfichan
eficfientfirststageusesaquerytoffetchanfinfitfiaflsetoffdocuments,
andoneormorere-rankfingaflgorfithmstofimproveandprunethe
rankfing.Typficaflflythefirststagerankerfisbag-off-wordsretrfievafl
modeflthatusetermffrequency(tff)todetermfinethedocument-
specfificfimportanceoffterms.However,tffdoesnotnecessarfifly
findficatewhetheratermessentfiafltothemeanfingoffthedocument,
especfiaflflywhentheffrequencydfistrfibutfionfisflat,e.g.,passages.
Inessence,tfffignoresthefinteractfionsbetweenatermandfitstext
context,whfichfiskeytoestfimatfingdocument-specfifictermwefights.
Thfispaperseekstofimprovetermfimportanceestfimatfionfinfirst-

stageretrfievaflmodeflsbyusfingdeepflanguagemodeflsflfikeBERT[3]
tocaptureaterm’scontextuaflffeatures.WepresenttheDeepCon-
textuaflfizedTermWefightfingfframework(DeepCT).DeepCTflearnsa
contextuaflfizedtermrepresentatfionmodeflbasedonBERT,anda
mappfingffunctfionffromrepresentatfionstotermwefights.Thetrans-
fformerencoderoffBERTaflflowsDeepCTtocapturesemantficand
syntactficffeaturesffromaterm’sflfingufistficcontext,heflpfingDeepCT
tofidentfiffysemantficaflflyfimportanttermsffromthetext.DeepCT
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generatesdeep,context-awaredocument-specfifictermwefightsthat
canrepflacethestandardtff.
ThfispaperaflsopresentanoveflapproachthatrunsDeepCTat

oflfinefindextfime,makfingfitpossfibfletousefitfinfirst-stageretrfievafl
whereeficfiencyfiscrucfiafl.OurapproachappflfiesDeepCTovereach
passagefinthecorpus,andstoresthecontext-awaretermwefightsfin
anordfinaryfinvertedfindextorepflacetff.Thefindexcanbesearched
eficfientflyusfingcommonbag-off-wordsretrfievaflmodeflssuchas
BM25orstatfistficaflqueryflfikeflfihoodmodefls.
ExperfimentsdemonstratethatDeepCTsfignfificantflyfimprovesthe

accuracyofffirst-stageretrfievafl.Moreaccuratefirst-stagedocument
rankfingsaflsoprovfidebettercandfidatesffordownstreamrerank-
fing,andfimprovesend-to-endaccuracyand/oreficfiency.Anaflysfis
showsthatDeepCT’smafinadvantagefistheabfiflfitytodfifferentfiate
betweenkeytermsandotherffrequentbutnon-centraflterms.Code
anddataaremadepubflficavafiflabfle1.

2 RELATEDWORK

DocumentTerm Wefightfing.Mostfirst-stageretrfievaflmodefls
suchasBM25andqueryflfikeflfihoodusetermffrequencfies(tff)toterm
fimportancefinadocument.Apopuflaraflternatfivetotffaregraph-
basedmethods,e.g.,TextRank[6].Affewrecentworkfinvestfigated
usfingwordembeddfings[5]ffordocumenttermwefightfing,butmost
offthemonflyflearnagflobaflfidff-flfiketermwefightbecausetheword
embeddfingsarecontext-findependent.Ourworkafimstoflearntff-
flfiketermwefightsthatarecontext-specfific.
NeuraflApproachesfforFfirstStageRankfing.Mostneurafl

rankfingmodeflsarecost-prohfibfitfivetobeusedfinthefirststage[1,
2,10].Recentresearchaddressesthfiseficfiencyprobflemfintwo
ways.Onewayfistoflearnflatentembeddfingrepresentatfionsoff
querfiesanddocuments[13].However,fix-dfimensfionrepresenta-
tfionsfintroducethespecfificfityvs.exhaustfivenesstrade-off[14].
Anotherapproachmodfifiesthebag-off-wordsdocumentrepresen-
tatfionsusfingneuraflnetwork.Mfitraetafl.[8]usesneuraflrankers
togenerateterm-documentscores,butfitfistfime-consumfingwhen
appflfiedataflarge-scafle.Noguefiraetafl.[11]proposedtogenerate
querfiesffromdocumentsusfingneuraflmachfinetransflatfionandfin-
dexquerfiesasdocumentexpansfionterms[11,12].Ourworkare
orthogonaflto[11,12]–thefirapproachesaddtermstodocuments,
whfifleourmethodwefightsexfistfingterms;ffutureworkmayconsfider
combfinfingthetwoapproaches.

3 DeepCT

DeepCTFrameworkDeepCTfleveragesthetransfformerencoderoff
BERTtoextractaword’scontextuaflffeatures.Inthetransfformer,
atermgraduaflflyabsorbscontextuaflfinfformatfionbasedonfitsat-
tentfiontoeveryothertermfinthesametext.Attheflastflayer,the
transfformergeneratesacontextuaflfizedtermembeddfingfforevery

1https://gfithub.com/AdeDZY/DeepCT
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termfinthefinputtext,whfichcanbevfiewedasaffeaturevector
thatcharacterfizestheterm’ssyntactficandsemantficroflefinagfiven
context.
DeepCTthenflfinearflycombfinesaterm’scontextuaflfizedembed-

dfingfintoatermfimportancescore:

ŷt,d=wTt,d+b (1)

whereTt,dfistermt’scontextuaflfizedembeddfingfintextd;and,w
andbaretheflfinearcombfinatfionwefightsandbfias.
TrafinDeepCTDeepCTfistrafinedend-to-endusfingaper-token

regressfiontask.Gfiventhegroundtruthtermwefightfforeveryword
fintextd,denotedas{y1,d,...,yn,d},DeepCTafimstomfinfimfizethe
meansquareerror(MSE)betweenthepredfictedwefightsŷandthe
groundtruthwefightsy:

flossMSE=
d t

(yt,d−ŷt,d)
2. (2)

Itfisanopenquestfionhowtoobtafinthegroundtruthterm
wefightsy.Assearchquerfiescanreflectthekeyfideaoffadocument,
weproposequerytermrecaflflasanestfimatfionoffthegroundtruth
termwefights:

yt,d=QTR(t,d)=
|Qd,t|

|Qd|
. (3)

Qdfisthesetoffquerfiesfforwhfichpassagedfisjudgedreflevant.Qd,t
fisthesubsetoffQdthatcontafinstermt.Inotherwords,QTR(t,d)
fisthepercentageoffd’squerfiesthatmentfiontermt.
IndexwfithDeepCTThequerfiesareonflyusedtogeneratetrafin-

fingflabefls.Durfingtestfing,themodeflfisquery-findependent–the
predfictfionfissofleflybasedonthedocumentcontent.Thfisaflflows
estfimatedtermwefightstobecaflcuflatedandstoreddurfingoflfine
findexfing.
WerunthetrafinedDeepCTmodefloveraflflpassagesfinthecofl-

flectfion.Mostpredfictfionsffaflflfinto0-1(becausethegroundtruth
wefightsarefin0-1,asshownfinEq.3).Thepredfictedwefightsare
thenscafledfintoanfintegerthatcanbeusedwfithexfistfingretrfievafl
modefls.WecaflflthescafledwefighttffDeepCTtoconveythatfitfisan

aflternatewayoffrepresentfingthefimportanceofftermtfind:

tffDeepCT(t,d)=round(̂yt,d∗N). (4)

Nscaflesthepredfictedwefightsfintoafintegerrange.WeuseN=100
finthfisworkastwodfigfitsoffprecfisfionfissuficfientfforthfistask.
Termswfithnegatfivewefightsaredfiscarded.
tffDeepCTfisusedtorepflacetheorfigfinafltfffinthefinvertedfindex.

Thenewfindex,DeepCT-Index,canbesearchedbymafinstream
bag-off-wordsretrfievaflmodeflflfikeBM25orqueryflfikeflfihoodmodefl.
Thecontext-awaretermwefighttffDeepCTfisexpecttobfiasthere-

trfievaflmodeflstocentrafltermsfinthepasessag,preventfingoff-topfic
passagesbefingretrfieved.
EficfiencyThemafindfifferencebetweenDeepCT-Indexanda

typficaflfinvertedfindexfisthatthetermwefightfisbasedontffDeepCT
finsteadofftff.Thfiscaflcuflatfionfisdoneoflfine.Nonewpostfingflfists
arecreated,thusthequeryflatencydoesnotbecomeflonger.To
thecontrary,asfide-effectoffEq4fisthattffDeepCToffsometerms

becomesnegatfive,whfichmaybevfiewedasafformofffindexprunfing.
Wefleavethataspectoffthfisworkfforffuturefinvestfigatfion.

4 EXPERIMENTALMETHODOLOGY

DatasetsusedMSMARCO[9]andTREC-CAR[4].MSMARCOfis
apassageretrfievafldatasetwfith8.8Mpassages[9].Thetrafinfingset
contafinsapproxfimatefly0.5Mpafirsoffquerfiesandreflevantpassages.
Thedeveflopment(dev)setcontafins6,980querfiesandthefirreflevance
flabefls.Thetestsetcontafins6,900querfies,butthereflevanceflabefls
arehfiddenbyMficrosofft.Thereffore,thedevsetfisourmafinevafluatfion
set.Inaffewexperfiments,weaflsoevafluatedonthetestsetby
submfittfingourrankfingstotheMSMARCOcompetfitfion.TREC-
CAR[4]consfistsoff29.7MEngflfishWfikfipedfiapassages.Foflflowfing
prfiorwork[10,11],weusetheautomatficreflevancejudgments.The
trafinfingsethave3.3Mquery-passagepafirs.Thetestsetcontafins
1,860querfies.
Ffirst-StageRetrfievaflBaseflfines. WecompareDeepCTterm

wefightswfiththreepopuflartermwefightfingmethodsusedfinfirst-
stageretrfievafl.

•tffusesstandardtermffrequencywefights,e.g.,asusedby
BM25.
•TextRank[6]fisawfidefly-usedgraph-basedtermwefightfing
approach.WeusetheopensourcePyTextRankfimpflementa-
tfion2.TermwefightsffromTextRankarefintherange(0,1);
wescaflethemtofintegersasdescrfibedfinEq.4fforfindexfing.
•Doc2Query[11]fisasupervfisedbaseflfine.Ittrafinsaneurafl
sequence-to-sequencemodefltogeneratepotentfiaflquerfies
ffrompassages,andfindexesthequerfiesasdocumentexpan-
sfionterms.WeusetheDoc2QueryMSMARCOfindexre-
fleasedbytheauthors.NosuchfindexfisavafiflabflefforTREC-
CAR,soweusepubflfishedvafluesfforthatdataset[11].

WeusedtheAnserfinfitooflkfittofindexdocumentsusfingtheabove
threetermwefightsasweflflastheproposedDeepCTtermwefights.
Ffirst-stagerankfingwasdonebytwopopuflarretrfievaflmodefls:BM25
andqueryflfikeflfihoodwfithJeflfinek-Mercersmoothfing(QL).Wefine-
tunedBM25parametersk1andb,andQLsmoothfingffactorλthrough
aparametersweepon500querfiesffromthetrafinfingset.
ThetransfformeroffDeepCTwasfinfitfiaflfizedwfithpre-trafinedBERT

parameters.ForMSMARCO,weusedtheoficfiaflpre-trafinedBERT
(uncased,basemodefl)[3].ForTREC-CAR,weffoflflowNoguefira
andCho[10]andusedapre-trafinedBERTmodeflrefleasedbythe
authors.DeepCTwastrafinedffor3epochsonthetrafinfingspflfitoff
ourdatasets,usfingaflearnfingrateoff2e−5andamaxfinputtext
flengthoff128tokens.
EvafluatfionusedMRR@10,theoficfiaflMSMARCOevafluatfion

metrfic.ForTREC-CAR,weaflsoreportMAPatdepth1,000ffoflflowfing
theevafluatfionmethodoflogyusedfinprevfiouswork[10,11].

5 EXPERIMENTALRESULTS

ThreeexperfimentsfinvestfigateDeepCT’sfirst-stageretrfievaflaccu-
racy,fitsfimpactsondown-streamrerankers,andwhyDeepCTterm
wefightsareeffectfive.

5.1 Ffirst-StageRetrfievaflusfingDeepCT

ThefirstexperfimentexamfineswhetherDeepCTfimprovesfirst-stage
retrfievaflaccuracyoverbaseflfineretrfievaflmethods.Itaflsocompares
DeepCTtoseveraflsupervfisedrerankers.

2https://gfithub.com/DerwenAI/pytextrank
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Tabfle1:RankfingaccuracyoffBM25andQLusfingfindexesbufifltwfiththreebaseflfinesandthreeDeepCTmethods. Wfin/Tfie/Loss

arethenumberoffquerfiesfimproved,unchanged,orhurt,comparedtotfffindexonMRR@10.∗and†findficatesstatfistficaflfly
sfignfificantfimprovementsovertfffindexandDoc2Query.

Index
MSMARCOdev TREC-CAR

BM25 QL BM25 QL
MRR@10 W/T/L MRR@10 W/T/L MRR@10 MAP W/T/L MRR@10 MAP W/T/L

tff 0.191 -/-/- 0.189 -/-/- 0.233 0.174 -/-/- 0.211 0.162 -/-/-

TextRank 0.130 662/4556/1762 0.134 702/4551/1727 0.160 0.120 167/1252/4410.157 0.118 166/1327/367
Doc2Query0.221∗ 1523/4431/10260.224∗ 1603/4420/957 - 0.178 -/-/- - - -/-/-

DeepCT 0.243∗† 2022/3861/10970.230∗ 1843/4027/1110 0.332∗ 0.246∗615/1035/2100.330∗ 0.247∗645/1071/144

Tabfle2: RetrfievaflaccuracyoffBM25 wfithDeepCTcom-
paredwfithseveraflsupervfisedrerankersontheMSMARCO
datasetusfingoficfiaflevafluatfionondevandhfiddentestset.3

RankfingMethod
dev

MRR@10
test

MRR@10

Sfingfle-

Stage

OficfiaflBM25 0.167-30% 0.165-31%
DeepCTBM25(thfiswork) 0.243 – 0.239 –

Mufltfi-

Stage

Feature-basedLeToR 0.195-20% 0.191-20%
K-NRM[15] 0.218-10% 0.198-17%
DuetV2[7] 0.243 +0% 0.245 +2%
Conv-KNRM[2] 0.247 +2% 0.247 +3%
BERTReRanker[10] 0.365 +50% 0.359 +50%

ComparfisontoFfirst-stageRetrfievaflBaseflfines.Tabfle1shows
thefirst-stageretrfievaflaccuracyoffBM25andQLusfingfindexes
generatedbyffourmethods.TheTextRankfindexffafifledtobeat
thecommontfffindex.TheDoc2QueryfindexwaseffectfivefforMS
MARCO,butonflymargfinaflflybetterfforTREC-CAR.Ontheother
hand,DeepCToutperfformedthebaseflfinesbyflargemargfins.Itfim-
provedBM25by27%onMSMARCOand46%onTREC-CAR.It
producedsfimfiflargafinsfforQL,showfingthatDeepCTfisuseffufltodfiff-
fferentretrfievaflmodefls.DeepCT-IndexaflsosurpassedDoc2Query
byflargemargfins,whfichaflsouseddeepneuraflnetworksandsuper-
vfisedtrafinfing.
Itfisuncommonfinprfiorresearchfforanon-tfftermwefightfing

methodtogeneratesuchsubstantfiaflflybetterrankfings.Theseresuflts
showthattfffisnoflongersuficfient,andthatbettertermfimportance
sfignaflscanbegeneratedwfithdeepdocumentunderstandfing.
ComparfisfiontoSupervfisedRerankers.Weffurthercompared

thesfingfle-stageDeepCTretrfievafltoseveraflmufltfi-stagererank-
fingpfipeflfines.Tabfle2showsresufltsffromtheMSMARCOfleader-
board4.Itflfistsrepresentatfivererankfingapproachesfforffeature-
basedflearnfing-to-rank,prevfiousstate-off-the-artneuraflrerankers
(non-ensembfleversfions),andBERT-basedrerankers.Aflflrerankers
usedthetop1,000passagesffromBM25.
Asfingfle-stageBM25retrfievaflffromDeepCT-Indexwasbetter

thanseveraflrerankfingpfipeflfines.Itfismoreaccuratethanffeature-
basedLeToR,awfideflyusedrerankfingapproachfinmodernsearch
engfines.Itfisaflsomoreaccuratethanapopuflarneuraflrerankfing

3StatfistficaflsfignfificancefisunknownbecausetheMSMARCOwebsfitepubflfishesonfly
summaryresuflts.
4http://www.msmarco.org/fleaders.aspx

Tabfle3:Rerankfingaccuracyofftworerankersappflfiedtopas-
sagesretrfievedusfingBM25ffromDeepCTfindexandthetff
findex.Dataset:MSMARCOdev.

Recaflfl
Conv-KNRM
reranker
MRR@10

BERT
reranker
MRR@10

Depth tff DeepCT tff DeepCT tff DeepCT

10 40% 49% 0.234 0.270 0.279 0.320
20 49% 58% 0.244 0.277 0.309 0.343
100 68% 76% 0.256 0.274 0.349 0.368
200 75% 82% 0.256 0.269 0.358 0.370
1000 86% 91% 0.2561 0.264 0.3711 0.376
1ThevafluesarenotexactflythesameasfinTabfle2duetodfifferencesfinthefinfitfiafl
rankfingsgeneratedffromourBM25andtheoficfiaflBM25ffromMSMSARCO.

modeflK-NRM[15].ComparedtoDuetV2(theoficfiaflrerankfingbase-
flfine)andConv-KNRM[2],DeepCTachfievessfimfiflaraccuracywhfifle
befingmoreeficfientasfitdoesnotneedthererankfingstage.The
resufltsdemonstratethatfitfispossfibfletomovesomeoffthecompflex
rankfingprocesstooflfineanaflysfis,bufifldfingdeepyetsfimpfletext
representatfionsthatcanberetrfievedveryeficfientfly.
Ffinaflfly,strongneuraflrerankersflfiketheBERTrerankerwere

muchmoreeffectfivethanDeepCTBM25.Thenextsectfionstudfies
whetherthetwoapproachescanbeusedtogether.

5.2 CombfineDeepCTwfithRerankers

Thfisexperfimentexamfineswhetherafirst-stagerankfingproduced
byDeepCTBM25canbeusedtogetherwfithflater-stagererankers
tofimproveend-to-endperfformance.Tabfle3reportstheperffor-
manceofftworerankersappflfiedtocandfidatepassagesretrfieved
ffromthestandardtffandtheDeepCTfindex.Thetworerankers
wereConv-KNRM[2],whfichhasmedfiumaccuracy,andBERT
ReRanker[10],whfichhashfighaccuracy.Wetestedvarfiousrerank-
fingdepths.Rerankfingatashaflflowerdepthhashfighereficfiency
butmaymfissmorereflevantpassages.
Therecaflflvafluesshowthepercentageoffreflevantpassagesfin

thererankfingpassageset.DeepCThadhfigherrecaflflataflfldepths,
meanfingarankfingffromDeepCTprovfidedmorereflevantpassages
toareranker.BothrerankersconsfistentflyachfievedhfigherMRR@10
byusfingDeepCTcomparedtousfingtff.ForConv-KNRM,thebest

4WedfidnotrunthfisexperfimentonMSMARCOtestsetbecausetestsetresufltscan
onflybeevafluatedbysubmfittfingtotheMSMARCOcompetfitfion.Theorganfizers
dfiscouragetoomanysubmfissfionffromthesamegrouptoavofid"P-hackfing".
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Tabfle4:VfisuaflfizatfionoffDeepCTtermwefights.Redshades
reflectthenormaflfizedtermwefights.Querytermsarebofld.

010%20%30%40%>50%

Query doatomsmakeupdna

On-

Topfic

DNA onflyhas5dfifferentatoms-carbon,hydrogen,

oxygen,nfitrogenandphosphorous.Accordfing toone

estfimatfion,thereareabout204bfiflflfionatomsfineachDNA.

Off-
Topfic

GenomficsfinTheoryandPractfice.What fisGenomfics.

Genomficsfisastudyoffthegenomesofforganfisms.Itmafin

taskfistodetermfinetheentfiresequenceoffDNAorthe

composfitfionofftheatomsthatmakeuptheDNAandthe

chemficaflbondsbetweentheDNAatoms.

32%
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Ffigure1:Termwefightdfistrfibutfionoffthetop-10termsfin
passageswfithhfighestwefights.TheX-axfisshowstheterm’s
rankorderedbywefight.TheY-axfisshowstheaverageterm
wefightnormaflfizedbytotaflpassagetermwefight.

MRR@10fimprovedffrom0.256to0.278,andtherequfiredrerank-
fingdepthdecreasedffrom100to50.ForBERTReRanker,DeepCT
enabfledfittoachfievesfimfiflaraccuracyusfingmuchffewerpassages.
Rerankfingthetop100-200passagesffromDeepCTproducedsfim-
fiflarMRR@10asrerankfingthetop1,000passagesffromtfffindex,
meanfingthatthererankercanbe5-10×moreeficfient.
Insummary,DeepCTputsreflevantpassagesatthetop,sothat

downstreamrerankerscanachfievesfimfiflarorhfigheraccuracywfith
muchsmaflflercandfidatesets,fleadfingtoflowercomputatfionaflcost
fintheretrfievaflpfipeflfine.

5.3 SourcesoffEffectfiveness

Theflastexperfimentafimstounderstandthesourcesoffeffectfiveness
offDeepCT-Indexthroughseveraflanaflyses.
Tabfle4vfisuaflfizesDeepCTwefights.ItshowsthatDeepCTfisabfleto

emphasfizecentrafltermsandsuppressnon-centraflterms.Non-centrafl
termsareassfignedwfithflowwefighteventheyareffrequent.For
exampfle,fintheoff-topficpassage,“DNA”hasflowDeepCTwefight
eventhoughfitfismentfioned3tfimes.Ontheotherhand,“Genomfics”
hashfigherwefighteventhoughfisfismentfionedffewertfimes.Thfis
extentofffindependenceffromffrequencysfignaflsfisuncommonfin
prevfioustermwefightfingapproaches.
Ffigure1comparesthetermwefightdfistrfibutfionoffDeepCT-Index

andtfffindex.Theorfigfinafltffdfistrfibutfionfisflat.DeepCT-Indexas-
sfignshfighwefightstoaffewcentraflterms,resufltfingfinaskewed
termwefightdfistrfibutfion.Suchskeweddfistrfibutfionconfirmsour
observatfionsffromthecasestudythatDeepCT-Indexaggressfivefly
emphasfizesaffewcentrafltermsandsupressestheothers.

6 CONCLUSION

Mostfirst-stagerankersareeficfientbag-off-wordsretrfievaflmodefls
thatusetermffrequencysfignafls.ThfispaperpresentsDeepCT,adeep
flearnfingapproachthatbetterestfimatestermfimportancefforfirst
stageretrfievafl.DeepCTusesthetransfformerencoderoffBERTto
capturecontextuaflffeaturesoffwords,andmapstheffeaturesfinto
document-specfifictermwefights.Trafinedonasupervfisedper-token
regressfiontask,DeepCTfiscapabfleoffproducfingcontext-awareterm
wefightsthatreflecttheessentfiaflmeanfingsoffthedocument.Impor-
tantfly,DeepCTmovestheneurafldocumentprocessfingtotheoflfine
findexfingtfime–thetermwefightscanbestoredfinatypficaflfinverted
findexandusedwfitheficfientretrfievaflmodeflssuchasBM25.
ExperfimentaflresufltsshowthatDeepCTfimprovestheaccuracyoff

popuflarfirst-stageretrfievaflaflgorfithmsbyupto40%.RunnfingBM25
onDeepCT-Indexcanbeaseffectfiveasseveraflprevfiousstate-off-
the-artrankersthatneedtorunsflowdeepflearnfingmodeflsatthe
querytfime.Thehfigher-quaflfityrankfingenabfledbyDeepCT-Index
fimprovestheaccuracy/eficfiencytradeofffforflater-stagere-rankers.
AnaflysfisshowsthatDeepCTfiscapabfleofffindfingthecentraflwords
finatextevenfifftheyarementfionedonflyonce.WevfiewDeepCTas
anencouragfingstepffrom“ffrequencfies”to“meanfings”.
Forseverafldecades,first-stageretrfievaflmodeflshavereflfiedon

termffrequencysfignafls(tff).Resufltsffromthfispaperfindficatethattff
fisnoflongersuficfient.Wfithrecentadvancesfindeepflearnfingand
NLP,fitfistfimetorevfisfitthefindexersandretrfievaflmodefls,towards
bufifldfingnewdeepandeficfientfirststagerankers.
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