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Abstract We introduce a new approach for Search-and-
Rescue Operations (SAROs) to search for survivors after
large-scale disasters, assuming the wireless communication
network cells are partially operational and exploiting the re-
cent trend of using Unmanned Aerial Vehicles (UAVs) as a
part of the network. These SAROs are based on the idea that
almost all survivors have their own wireless mobile devices,
called User Equipments (UEs), which serve as human-based
sensors on the ground. Our approach is aimed at account-
ing for limited UE battery power while providing critical
information to first responders: 1) generate immediate cri-
sis maps for the disaster-impacted areas, 2) provide vital in-
formation about where the majority of survivors are clus-
tered/crowded, and 3) prioritize the impacted areas to iden-
tify regions that urgently need communication coverage.

Keywords Public safety communication - FirstNet - Crisis
maps - Search-and-rescue - 5G - UAV

1 Introduction

Mission-Critical and Public Safety Communications (MCP-
SCs) are intended to provide vital mobile wireless commu-
nication services for first responder entities, such as police
and firefighters, enabling them to exchange information dur-
ing emergency situations. In the following subsection, we
discuss the main trends in MCPSCs. Following that, we de-
scribe a potential point of failure in current MCPSC systems.
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Finally, at the end of this section, we outline the organization
of this paper in addressing the need arising from the forego-
ing discussion. Details of our approach, based on UAVs as
network elements, begin in Section 4, after discussing post-
hazard issues in Section 2 and reviewing the relevant litera-
ture in Section 3.

1.1 Current MCPSC systems

Many conventional communication systems have been de-
ployed to support MCPSCs. Since the 1930s, Public Safety
Agencies (PSAs) have considered Land Mobile Radio
(LMR)! systems as the primary means to support MCP-
SCs for voice communication among emergency responders
[41]. LMR systems are limited to voice and low-speed data
communication. Other MCPSC systems, notably Terrestrial
Trunked Radio (TETRA) and Project 25 (P25), are still
currently in service, although they are inefficient in terms
of spectral utilization, data rate, and cost [35, 47]. Thus,
many PSAs have migrated from conventional LMR sys-
tems to more advanced mobile broadband systems. TETRA
and Critical Communications Association (TCCA) have as-
serted that the commercial Long Term Evolution (LTE) and
its next generation (5G) are the most promising technolo-
gies for MCPSCs [35, 37, 39]. For this reason, in 2012, the
US developed a nationwide MCPSC system called First-
Net, which uses the current LTE network as a basic plat-
form; the US has spent $7 billion and reserved the use of
the 700 MHz band for FirstNet communications. A major
recent milestone along these lines is that AT&T announced
that it will spend $40 billion toward developing FirstNet as a
global wireless network dedicated to the US first responders,

! Basically, LMR systems are terrestrially-based networks of
portable/mobile radios, base stations, and repeaters.
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according to the First Responder Network Authority-AT&T
2018 contract [21].

Concurrently, the 3rd Generation Partnership Project
(3GPP) has developed a specific set of mission-critical stan-
dards not only for LTE but also its successor 5G to sup-
port MCPSC functionalities. These 3GPP standards com-
prise Proximity-Service (ProSe) [5], Mission Critical Push
to Talk (MCPTT) [2], Group Communication System En-
abler (GCSE) [4], and network enablers for critical commu-
nications [1].

It is clear that there is a pressing need for reliable, ex-
tremely efficient and effective, and quick access networks
for PSAs to handle life-critical missions. This interoper-
ability between PSAs and existing commercial wireless net-
works will be extremely vital for MCPSC missions because
the latter covers almost all the living population. For exam-
ple, around 98% of the US population live in areas cov-
ered by LTE technology [28]—in this case, the PSAs can
communicate even without TETRA/P25 Radio Frequency
Coverage (RFC). Moreover, the mobile wireless communi-
cations over LTE/5G are beneficial not only to the PSAs but
also to the people in need; they can use their smart phones
for video streaming, making texts/calls, and even location
sharing of User Equipments (UEs) wherever they are lo-
cated in an area of consideration, called the Region of In-
terest (Rol). This allows PSAs to be better informed about
the emergency status and hence prioritize their operations to
save lives and manage the available resources. But MCPSC
systems are susceptible to challenges that are unavoidable,
which we address next.

1.2 Failure of current MCPSC systems

As we have seen above, there are numerous communica-
tion technologies dedicated to PSAs, the most prominent
being the interworking between LTE/5G and FirstNet. For
example, Los Angeles deployed about 231 sites as a first
step toward the FirstNet project in March 2014 [47]. This is
needed to keep the PSAs connected—anytime, almost any-
where, and in any emergency situation. At the same time,
communication between PSAs and other persons (e.g., po-
tential victims) is also crucial for life-saving purposes. How-
ever, LTE/5G and FirstNet technologies can be dysfunc-
tional temporarily after a hazard—the network infrastruc-
ture can be devastated partially or completely by natural dis-
asters (e.g., earthquake, hurricane, or tsunami) or even by
attacks. In the worst case, the communication between the
PSAs and disaster victims becomes impossible. Specifically,
Search-and-Rescue Operations (SAROs), mostly location-
based missions dedicated to life-saving, become extremely
difficult. In such cases, it is important for the PSAs to have
some awareness of where the disaster victims are mostly lo-
cated or clustered, so that the PSAs can conduct SAROs in

a timely and more effective manner. But how do we obtain
sufficient information on disaster victim locations without
the ability to communicate? This is the main focus of this
work.

1.3 Paper outline

The rest of the paper is organized as follows. Section 2 de-
tails how a disaster impacts the serving network, address-
ing the most critical situations. In Section 3, we discuss
related studies and address their unaddressed issues. Sec-
tion 4 introduces our solution approach, considering the un-
covered concerns. In Section 5, we define and formulate the
necessary entities for our UE-based SARO system model.
Section 6 develops screening and searching procedures that
are conducted by the related UA-gNBs, searching for both
surviving ref-gNBs and surviving UEs. Section 7 addresses
an issue that arises from the overlap between the RFCs of
the ref-gNB and its associated UA-gNB. Section 8 discusses
the related mobility management between the ref-gNB and
their associated UA-gNB in a disaster situation. In Section 9,
we introduce a technique for the UA-gNB location setup,
whereby it can move and search for survivors. Because each
UA-gNB needs to discover a ref-gNB and adjust its initial
location, these are time-consuming processes, discussed in
Section 10. Section 11 details the generation of crisis maps.
Section 12 is devoted to concluding remarks.

2 Network status aftermath

After a disaster, some of the wireless base stations may not
survive (henceforth, we will use the abbreviation gNB for
such base stations, as this is the abbreviation used in 5G).
For example, after Hurricane Maria hit on September 21,
2017, 95.6% and 76.6% of the cellular sites were dysfunc-
tional in Puerto Rico and the US Virgin Islands, respec-
tively [38]. Accordingly, the serving network and its users
in the Rol are adversely impacted in various ways, which
we highlight as follows.

2.1 Lack of RFC

The surviving gNBs provide limited RFC only to UEs in
close proximity. But not all UEs can exchange information
with the surviving gNBs because the latter can serve only a
limited number of UEs. Other UEs in the same area might
receive a good level of Reference Signal Received Power
(RSRP), but cannot access the available network. More
specifically, these UEs try to associate with these gNBs by
sending multi-access requests simultaneously without suc-
cess, thus producing congested gNBs in that area.
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2.2 Isolated gNBs

Potentially, the surviving gNBs are unable to
communicate—the necessary links (called X2 or Xn
in LTE and 5G, respectively [11]) between them are
disconnected, leaving these gNBs isolated from each other.
Furthermore, as long as the surviving gNBs are scattered
across the Rol (and isolated), it is difficult for the PSAs
to reach these UEs by wireless communication. In such
cases, the SAROs are crucial—victims might be trapped or
isolated and risk not being found and rescued.

2.3 Cell-edge UEs

At the cell edges of a surviving gNB, UEs might struggle to
associate with the gNB because of low RSRP levels. More-
over, parts of the Rol might have no RFC at all. In this
case, the UEs start searching for a suitable cell (gNB) to
camp on, initiating what is called the Cell Search Procedure
(CSP) [7,8]. Typically, as long as no suitable serving cell is
found, the UEs continue to perform the CSP, attempting to
find one. This gives rise to a power consumption problem
for the UEs—most UEs are battery-limited, and hence con-
ducting CSPs continually without success drains the battery
power in these UEs. Eventually, they will be out of service
and unreachable, remaining lost even when the RFC is re-
stored.

In this context, this paper deals with large-scale disasters
in which the RFC area is limited or nonexistent, leaving the
surviving UEs struggling to get connected.

3 Related studies

Many different solutions have been introduced to address
the problem of lack of wireless communication between the
PSAs and victims in emergency situations. Here, we classify
the existing solutions for network restoration into three main
groups based on the particular approaches taken, as follows.

3.1 Deploying wireless equipment into Rol

Early solutions have been proposed for emergency manage-
ments and triaging patients, allowing first aid teams to pri-
oritize their efforts, named “ARTEMIS” and “CodeBlue,” as
in [33] and [31], respectively. These two systems are simi-
lar in design but differ in data transmission protocols. The
two systems deploy wireless-based sensors (for monitoring
victims’ vital signs) into the Rol. For the data transmission,
in [33], medics (with hand-held devices) can move within a

deployed ad-hoc wireless network, in which data from mul-
tiple devices can be transmitted to remote high-level medi-
cal personnel. In [31], the authors propose to create a ded-
icated wireless sensor network throughout the Rol, com-
prising multi-purpose sensors (e.g., location and biomedical
sensors), used for data transmission.

For military and battlefield assistance, the author of [46]
develops a system to track and identify causalities in severe
environments, called the Tactical Medical Coordination Sys-
tem (TacMedCS). This system comprises a set of hand-held
devices to collect vital signs of victims (including their lo-
cations and IDs), providing near real-time awareness of ca-
sualty status and allowing medics to respond quickly. In the
absence of wireless communication, TacMedCS uses satel-
lite phones for data transmission.

Recently, unlike the solutions in [31, 33, 46], Nokia in-
troduced man-portable and vehicle-mounted LTE eNBs to
provide temporary LTE RFC for the Rol [45], recovering
the network and enabling the PSAs to communicate with
disaster victims.

The solutions in [31, 33,45, 46] are effective in dealing
with small-scale emergency situations, where the PSAs or
vehicle-mounted eNBs can move freely into the Rol. How-
ever, in large-scale disasters (e.g., earthquakes), such solu-
tions can fail because of the difficulty in moving into the
disaster area quickly (e.g., because of ground rupture and
landslides).

3.2 Network recovery using D2D communication

A well-known technique has emerged to enhance the over-
all performance of current LTE networks, called Device-to-
Device (D2D) communication (also called the 3GPP ProSe
feature in LTE) [20]. This is to enable UEs in close prox-
imity to communicate through direct links without passing
through eNBs. Exploiting this feature, the authors of [24]
introduce a D2D communication scheme and a clustering
procedure for network recovery. This study addresses the
energy efficiency and battery lifetime of UEs, but it requires
special devices to be deployed that have high transmission
power, long battery lifetime, and the ability to control ra-
dio resources. These are critical requirements because such
devices are not widely used or available to the end-users.
Furthermore, the PSAs cannot easily deploy such devices in
large-scale disasters (as detailed in Section 3.1).

Similarly, the authors of [15] propose an efficient net-
work architecture using D2D communication for disaster
situations when the network infrastructure is partially un-
available. The authors of [15] use multi-hop concepts of
D2D to extend the network coverage of functional eNBs to
regions where the coverage is unavailable. This is done by
using Relay Nodes (RNs) that route wireless coverage to-
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ward uncovered areas. Although this work shows some ben-
efits of using multi-hop D2D for extending network cover-
age and reducing transmission power, its availability would
be limited—the RNs are mostly typical UEs, which are lim-
ited in battery power and processing capabilities. Moreover,
if these RNs move, the system would select new suitable
RNss; this process impacts the system complexity and stabil-
ity (because of frequent association and dissociation).

To address the power constraint in the solution of [15],
the authors of [16] introduce a Wireless Energy Harvest-
ing (WEH) scheme, exploiting the ability to convert the re-
ceived RF into energy. In this scheme, the RNs are able to
transmit data and energy to UEs via RF. Although this work
has shown that WEH can reduce the power consumption of
UEs, UEs need to be equipped with RF energy-harvesting
circuitry, which is not available in common UEs. Also, when
RNs move, it would impact the system stability.

Like in [16], the authors of [29] introduce an energy-
efficient UE discovery scheme under interference con-
straints, called D2D Discovery Maximization (D2D-DM),
providing a switching capability for discovery modes (half-
duplex and in-band full-duplex). Specifically, when the
signal-to-interference-noise ratio of a D2D link drops be-
low a specified threshold, the discovery mode switches from
half-duplex to in-band full-duplex. In addition, for battery-
limited UEs, the authors adopt an open-loop power control
scheme to reduce power consumption. According to [29],
the D2D-DM scheme shows a significant improvement in
the number of discovered UEs as compared to static resource
allocation and the random backoff scheme.

Recently, in the context of WEH, the authors of [32] pro-
pose a D2D-based framework with energy-efficient cluster-
ing and routing for disaster communication relief. This so-
lution shows a significant improvement in terms of power
consumption and end-to-end transmission delay compared
to the solutions in [15,16]. The authors use a Particle Swarm
Optimization (PSO) algorithm for routing and clustering.
PSO is a time consuming algorithm, especially when the
search space is large and it does not guarantee finding an
optimal solution [43]. The use of PSO adds to the overhead
and complexity, which compromises the success in dealing
with large-scale disasters. Solutions that add no overhead
are naturally preferable.

3.3 Network recovery using UAV communication

Recently, some studies have proposed the use of Unmanned
Aerial Vehicles (UAVs) as mobile gNBs for rapid network
recovery. These UAVs are useful in a variety of applications,
especially in wireless mobile communication [30]. More
recently, this attention has brought current LTE closer to
supporting UAV communication [36]. The authors of [42]
provide a comprehensive survey of using UAVs in public

safety communication, highlighting power consumption is-
sues. In addition, the authors propose a multi-layered archi-
tecture for emergency situations, providing alternative paths
for emergency communications. The study in [42] highlights
a variety of issues that are related to UAV placement, UAV
communication links, and UAV trajectory plans.

Exploiting this trend, the authors of [34] propose an op-
timization scheme to place the UAVs, improving the 5th
percentile capacity of LTE networks. This UAV placement
scheme aims to improve the network throughput. However,
in [34], the UAV locations are optimized using brute-force
search, which can be prohibitively time consuming. More-
over, the placement scheme of [34] depends on how the
surviving gNBs are distributed. Doing so does not account
for where the deployed UAVs are mostly needed; it ignores
where the majority of UEs are located.

To provide full coverage to all users in the Rol, the au-
thors of [23] propose a solution scheme in which a very large
number of UAVs are deployed to cover all UEs. Although
the scheme provides full RFC, it is inefficient and possibly
impractical; the complexity is proportional to the size of the
Rol, and the scheme might provide unnecessary RFC.

In sum, the preceding studies have proposed many solu-
tion schemes for wireless network restoration after hazards.
However, they do not focus on where the majority of UEs
are located to provide the necessary coverage in a timely
manner. Furthermore, at the time of writing this paper, no
solution provides the corresponding PSAs with information
on surviving UE locations for the purpose of SARO:s. In this
paper, we address these issues.

4 Solution approach
4.1 Issues to be considered

The issues highlighted in Section 2 are the main focus of this
paper. As we have seen from the recent studies, the focus has
been on how to provide RFC in the Rol instead of finding the
UEs. Specifically, it is crucial not only to provide RFC but
also to locate these UEs—where and how the UEs are clus-
tered. After disasters, the location distribution of surviving
UE:s is likely to be nonuniform. Estimating this distribution
provides critical situational awareness to PSAs and helps to
focus the use of scarce resources. In addition, it is impor-
tant to locate these UEs without their assistance—these UEs
might be unable to telecommunicate because of the lack of
wireless service, network congestion, injuries, unconscious-
ness, or even unresponsiveness. Awareness of victim loca-
tions is a very critical requirement for the MCPSCs, often
racing against time.
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Fig. 1 Illustrative example showing the SARO entities

4.2 Proposed approach

Considering the above issues, we propose a new method
for SAROs to find potential survivors by finding their UEs
without their assistance, even in the absence of RFC, while
providing temporary RFC based on certain prespecified pri-
orities (e.g., number of survivors in each sub-area of the
Rol; later, we call this sub-area the Searching Zone (SZ)).
Conducting SAROs by searching for surviving UEs to lo-
cate individuals is effective especially because these UEs
have become more ubiquitous—each individual (likely) is
equipped with at least one of the following: smart phones,
tablets, smart watches, or even embedded sensors in the hu-
man body or clothing; most of these devices are embedded
with RF equipment. This is a quick way to provide vital in-
formation to the PSAs even before they arrive at the scene.

In this paper, the SAROs are based on the idea that each
individual has its own UE and potentially is still alive and
willing to be found, and hence we call our solution UE-
based SAROs. Specifically, this work is mainly intended to
(among other functions, as we will see later) generate imme-
diate crisis maps?, providing information to the correspond-
ing PSAs to prioritize their operations in disaster-affected
regions. Essential entities of UE-based SAROs are discussed
next.

5 UE-based SARO system model

In our solution, we use UAVs as mobile gNBs, called UA-
gNBs, as a part of the network infrastructure in the Rol. We
assume that the impacted network is only partially dysfunc-
tional; some of gNBs are still able to broadcast and exchange
signaling. Before proceeding further, we define the essential
entities in our solution (illustrated in Fig. 1 in color for clar-
ity), as below.

2 Google Crisis Map [27] is a well-known example of a crisis map,
but its availability needs Internet connectivity and does not provide im-
mediate information about how and where individuals are distributed.

5.1 Entity definitions

1. ref-gNBs: These are the surviving gNBs, called refer-
ence gNBs (ref-gNBs); see Fig. 1. These ref-gNBs pro-
vide Radio Resources Management (RRM) functional-
ities, such as resource allocation, scheduling, and mo-
bility control [6, 13]. The deployment of a UA-gNB does
not need its own RRM. Instead, the ref-gNBs provide the
necessary RRM to the corresponding UA-gNBs. This is
to minimize the load on these UA-gNBs, to address lim-
itations in battery power and processing capabilities.

2. UA-gNBs: These are the deployed UAVs, as mentioned
above. We use them to provide mobile picocells with
range expansion capabilities, with a cell radius of 100-
300 m and transmit power of 24-33 dBm [26]. Each UA-
gNB has five main functions: 1) search for a ref-gNB to
associate with, establishing X2/Xn interfaces?; 2) search
for surviving UEs that are actively seeking a serving
cell to camp on, around the detected ref-gNB (based
on a screening procedure we define later), broadcasting
UE-specific control messages; 3) feed back the screen-
ing results to the corresponding ref-gNB, via X2/Xn,
for further processing/analysis; 4) provide the neces-
sary RFC according to where the UEs are in need (de-
cisions made by the ref-gNB); 5) while conducting the
screening procedure, the UA-gNBs and ref-gNBs broad-
cast paging messages to the corresponding UEs, includ-
ing emergency alert messages, using the already existing
public warning system in LTE, known as Commercial
Mobile Alert System [10]. For example, the UA-gNBs
may broadcast the following message: “If your location
is safe, stay; otherwise go the nearest safe location and
remain there. Refrain from using your mobile phone to
conserve battery; we will reach you by phone.”

3 Essential interfaces between gNBs in LTE/5G networks for ex-
changing necessary control signaling [11].
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. ref-UEs: These are surviving UEs that have been associ-
ated and registered with ref-gNBs (e.g., because of their
close proximity) as shown in Fig. 1 (in green).

. UA-UEs: These are surviving UEs that have been dis-
covered and associated with UA-gNBs after the screen-
ing procedure. As mentioned above, the association in-
formation will be sent to the corresponding ref-gNB for
further processing. The UA-UEs are shown in Fig. 1 (in
blue).

. X-UEs: These are surviving UEs but not associated to
any gNB. While the RFC is not available (or the re-
ceived RSRP is too low), the X-UEs continually execute
the CSP, which consumes the battery power of the UEs.
These X-UEs need to be found as quickly as possible;
otherwise, as stated before, they might go out of service.
Fig. 1 shows these X-UEs (in brown).

. Searching Zones (SZs): To facilitate the screening and
searching for X-UEs, the area around each ref-gNB is
partitioned into a set of sub-areas, called SZs. Each UA-
gNB performs the screening procedure in its own as-
signed set of SZs. These SZs are known to the ref-gNBs,
as detailed later in Section 9. The SZs are also used to
generate crisis maps called UEBCMs (defined below).

. Priority-Driven RFC (PDRFC): After the screening pro-
cedure, decisions will be made by each ref-gNB to iden-
tify the areas that are in need of immediate RFC based
on UE clustering, which we call PDRFC. The resulting
PDRFC includes a set of SZs arranged in priority orders.
. UE-Based Crisis Map (UEBCM): Based on the collected
information (e.g., PDRFC), each ref-gNB generates its
own crisis maps, called UEBCMs. These maps will con-
tain all the necessary information (ref-gNB locations,
surviving UE locations, and the corresponding RSRP
measurement reports). These maps will be accessible to
the PSAs later.

5.2 Entity notation

For ease of presentation, we introduce some precise notation
for the entities defined in the last section:

1. ref-gNBs: We denote the set of their locations by R =

(e, yeh) 1 i = 1,2,..., R}, where (xI*f, y*") is the loca-
tion of ref-gNB; and R is the total number of the detected
ref-gNBs. These form a sub-set of all gNBs, whose loca-
tions are denoted by the set A (i.e., R C A).

. UA-gNBs: We denote the set of associated UA-gNB lo-
cations relevant to ref-gNB; by L; = {L;; : j =
0,1,...,J; — 1}, where j is the index of the underlying
SZ and J; is the total number of the SZs around ref-gNB;
(defined in item 5 below), as detailed in Fig. 2 (L; ; and

J; are calculated in Section 9). Here, we assume that for

o @ T
- \ / ﬁ\
<

Fig. 2 UA-gNB searching model

each detected ref-gNB; there is one associated UA-gNB;
(they have the same index i, as defined in item 1 above).
3. ref-UEs: We denote the set of ref-UEs associated with
ref-gNB; by G;i = {uefqf c g = 1,2,...,0;i), where Q;
is the total number of associated UEs. For example, if

ref-gNB; has a total of 100 associated UEs, then G3 =

ref ref ref
{”63,1’ Uesy, ..., ”63,100}‘

4. UA-UEs: We denote the set of UA-UEs associated with
UA-gNB; within SZ jby S/ = {ue] , : p =1,2,...,P]},
where P{ is the total number of associated UEs within
zone index j. For example, suppose that UA-gNBs has
screened the zone with index 2 (located at Ls») and de-
tected 20 UEs. Then, the set of these UEs is identified as
Sé = {ueg,l, ueg’z, R ”e§,20}~

5. SZs: We denote the SZs surrounding ref-gNB; by Z; =
{Z{ :j=0,1,...,J; — 1}, where J; is defined in item 2
above. For example, if ref-gNB; has 12 surrounding SZs,
then Z5 = {29,2}....,25'}. The set Z; surrounds the cell
edge of the corresponding ref-gNB,;.

6 UA-gNB searching procedures

The UA-gNB performs two essential searching procedures.
The first (detailed in Section 6.1) is to find a ref-gNB to ob-
tain the required RRM. Second (detailed in Section 6.2), and
after association with a ref-gNB, the UA-gNB starts search-
ing for surviving UEs (X-UEs), which likely are starving for
a serving cell. Because the UA-gNBs and UEs are battery-
power limited, the following concerns arise: 1) the UA-gNB
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should find a ref-gNB as quickly as possible to save its bat-
tery capacity; 2) the X-UEs (in brown in Fig. 1) should be
found and located within a reasonable time, by the searching
UA-gNB, before many of these UEs run out of battery power.
These concerns involve time-critical requirements. Thus, the
search schemes must be time efficient, as described next.

6.1 Procedure for finding ref-gNB

To locate a ref-gNB, the UA-gNB can scan the whole Rol or
use some prediction algorithms, but under the above require-
ments, such searching schemes are too inefficient. Our pro-
cedure involves two essential schemes, by which the search-
ing UA-gNB finds its best candidate location and optimal
distance from the corresponding ref-gNB, as we will de-
scribe in Sections 6.1.1 and 6.1.2, respectively.

To expedite the searching efforts and develop time-
efficient strategies, we consider the following factor. Typi-
cally, all the gNBs at locations in set A are already deployed
according to a predefined plan—the locations in A are dis-
tributed based on where the RFC is most needed (e.g., hot
spots and crowded areas). Hence, the locations in A (also
defined by their Physical Cell Identifications (PCIs)) are
known to the UA-gNBs. But initially (after hazards), the UA-
gNBs do not know R; i.e., where the potential ref-gNBs are
located. In other words, the UA-gNBs need to find and locate
operational potential ref-gNBs—this is necessary for associ-
ation purposes (for RRM; see Section 5.1). By exploiting the
known A, we introduce the following scheme for UA-gNBs
to find ref-gNBs to associate with.

6.1.1 Cluster Centroid-based Search (CCBS)

In this scheme, the UA-gNBs localize all the ref-gNBs (R)
simultaneously with low computation overhead, which we
detail in the following steps:

1. The Rol is partitioned, based on the location set ‘A,
into K groups using some well-known partitioning al-
gorithm, such as k-means++ [19]. This is a simple and
fast way to find points that serve as centroids for each
partition subset of A, to serve as initial searching points
for UA-gNBs. These initial points are defined by the set
K = {(x}f‘,y}{’a) ck=1,2,3,...,K}, where K is the total
number of cluster centroids. If we assume that for each
defined cluster k there is exactly one searching UA-gNB,
K will be equal to the total number of the searching UA-
gNBs, and hence (based on the previous assumption in
Section 5.2, item 2), there will be one ref-gNB for each
cluster k, as illustrated in Fig. 3.

2. In the CCBS scheme, for each cluster centroid, there is
one UA-gNB located initially at (x,*,y*); K UA-gNBs
are assigned, one each, to all K cluster centroids in K.
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Fig. 3 Illustrative example showing UA-gNBs centers at
cluster centroids, using k-means

Because UA-gNBs are deployed at some altitude, it is
likely for them to receive Line-of-Sight (LoS) signal-
ing from multiple potential ref-gNBs. Furthermore, de-
ployment of UA-gNBs at appropriate altitudes ensures
that the ground UEs would receive good levels of RSRP
while getting screened by these UA-gNBs, as we will see
in Section 6.2. The LoS distance is denoted by r, as il-
lustrated in Fig. 4.

3. While flying around its initial location (from the set
K), the UA-gNB performs multi-cell search (using the
conventional SCP). Once the UA-gNB detects a serv-
ing cell, the PCI of the decoded cell is identified (a ref-
gNB found), and hence its location, (x*, y), becomes
known. In this case, the UA-gNB associates with this ref-
gNB for exchanging the necessary information, detailed
further in Section 10.1.

6.1.2 UA-gNB optimal distance

The associated UA-gNB; has to search for X-UEs, which are
mostly located at the cell edge of ref-gNB; (detailed in Sec-
tion 2.3 and shown in Figs. 1 and 2), assuming the ref-UEs,
those in G;, have already associated with ref-gNB;. We de-
scribe the procedure to search for X-UEs in the following
steps:

1. UA-gNBi; sets its initial distance (r;) from ref-gNB; such
that it can search its SZs, Z;, circulating around the cell
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edge. The initial distance is calculated as follows: e ﬁ B
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where (xlf‘*f, ylf"f) and (x}*, y;*) are defined in R and K, \ - m @ N\
respectively. To locate the ref-gINB; cell edge, we use the \@ / A i / \
Path Loss (PL) to calculate a maximum distance, called @ / X Xn @ \
) . . SN \
r}, subject to the constraint tha.t PL does. nqt excee?d a ~/ /@ AN ({@) @
predefined value PLesnoia. This constraint is required l @ |
to maintain the communication link between them (Xn). |
In this context, we consider the following PL formula, \ /
o . . ref-gNB;
which is widely used in the literature (for urban and sub- \ @ ref  ref /
urban areas) for system-level simulations [12]: \ G5 yi) @ /
-3 ref \ /
PL(I’[) :40(1 —4.10" 'hi ).loglo(r;) (2) AN @ /
— 18 - log,o(hi™) + 21 - log,, (f) + 80 dB, o § 7
~ —

where r; is the distance (in kilometers) between the ref-
gNB; and UA-gNB;, f is the carrier frequency in MHz, Fig. 5 Maximum distance according to (3)
and hlr.ef is the ref-gNB; antenna height (in meters), mea-
sured from the average rooftop level.

2. Now we calculate the maximum distance r; (the radius
of the ref-gNB; cell edge), which is the solution to the
following optimization problem:

edge, as described in Section 5.1. Specifically, UA-gNB; fol-
lows a path around the cell border at a distance of r; from
ref-gNB;. Here and for ease of presentation, we assume that
the cell edge is a circular boundary; the searching model is

r; = arg max PL(r;) detailed in Fig. 2. As defined in Section 5.2, item 5, there are
Fi 3) SZs around ref-gNB;, called z{ (introduced in Section 9), in
subject to PL(r;) < PLhreshold- which UA-gNB; searches for X-UEs. Specifically, ref-gNB;

assigns its SZs, z{ , to the associated UA-gNB;. The follow-

After solving (3), UA-gNB; will be placed at distance ing steps elaborate on the screening procedure:

r; from its ref-gNB,;, screening around the cell edge, as
shown in Fig. 5. This will help the uncovered X-UEs to 1. In each 7/, when X-UEs are exposed to the REC of UA-

associate with UA-gNB; while screening its SZs. But this gNB; (at location L;;), they normally initiate the CSP.
placement gives rise to an issue involving overlapping As aresult, UA-gNB; becomes the serving cell for all the
RFCs, which we highlight in Section 7. detected UEs in the underlaying zone j.

2. All X-UEs in z] that are found (by UA-gNB;) will be reg-
istered as UA-UEs s (to differentiate them from those that

6.2 Procedure for finding X-UEs are already associated with the corresponding ref-gNB;).
As stated in Section 52 item 4, the numb¢r of these
After finding the optimal placement r}, the associated UA- UA-UEs is defined by S/—that is, for each z, there is a

gNB; is ready to surveil the corresponding ref-gNB; cell corresponding S{ .
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3. The context information* of the UA-UEs in S{ will be
stored in UA-gNB;. To detect as many X-UEs as possi-
ble, UA-gNB; may circulate around the cell edge multi-
ple times. In this case, every time UA-gNB; makes a new
round, it does not need to re-register the already detected
UA-UEs. Moreover, after association, UA-gNB; broad-
casts control messages to the corresponding UA-UE' s to
change their RRM status to the INACTIVE state (as de-
scribed in [18], Section 6.1). This will save more power
in the battery-limited UEs and provide very fast network
access with lightweight signaling overhead when UA-
UEs (in the INACTIVE state) are exposed multiple times
to the RFC of UA-gNB;.

In this context, we will discuss a mobility management
issue in our UE-based SAROs to meet its critical require-
ments (signaling overhead and battery power consumption)
in Section 8.

7 UA-gNB overlapping RFC issue

As discussed in Section 6.2, the associated UA-gNB;
searches for X-UEs, mostly located close to the cell edge
of the corresponding ref-gNB;. This UA-gNB; does so at the
optimal distance r (calculated in (3)) from its ref-gNB;. But
this placement gives rise to the following issue.

As we see in Fig. 5, the RFCs of UA-gNB; and ref-gNB;
are overlapping. In this case, some of the UEs in G; (more
precisely, those in the intersected area, G; N S{ , of the cur-
rent SZ) would initiate cell (re)selection® procedures each
time they are exposed to the RFC of UA-gNB;. This might
occur when these UEs receive higher levels of RSRP from
UA-gNB; than from ref-gNB,. More specifically, these UEs
(those in G; N S{ ) may switch back and forth between these
two cells (UA-gNB; and ref-gNB;), resulting in what is often
called the toggling effect. This increases the signaling load
on the both serving cells and their associated UEs. More-
over, initiating multi-cell (re)selection drains battery power
in these UEs. Furthermore, as we will see later, this will
impact the accuracy of the generated UEBCM. Specifically,
each z{ has its own associated UEs and this is required be-
cause UE locations are defined by their serving cell (whether
UA-gNB,; or ref-gNB;). In addition, all UEs within the over-
lapped RFC will receive relatively high intercell interfer-
ence.

It would appear that this problem can be solved easily by
increasing r} such that the RFC of UA-gNB; lies outside the
RFC of ref-gNB; (to achieve no overlap, r; must be increased
by ¢;). But by doing so, the necessary connection (Xn) will
be lost, and hence this is not a feasible solution. To deal

4 Includes UE-specific configuration parameters [3].
5> Assuming these UEs are in idle mode; otherwise, they would un-
dergo handover.

with this issue, we introduce two different techniques (which
can be used separately or together), involving no additional
computation cost. In both techniques, we need to keep the
distance r; unchanged, but ensure that the RFCs of UA-gNB;
and ref-gNB; are nonoverlapping.

7.1 Beamsteering antenna

Beamsteering antennas are widely used in LTE and are ex-
pected to be used in upcoming 5G networks [14,40]. In this
technique, the antenna radiation pattern can be electrically
steered to a desire direction without physically moving the
antenna [44]. In our case, the antenna radiation pattern of
the UA-gNB; should be steered in such a way that its RFC
lies outside the RFC of ref-gNB;, as we illustrate in Fig. 6.
Specifically, the center of the coverage area (labeled o in
Fig. 6) is shifted to the left by distance ¢;. Accordingly, the
main beam (as shown in the top illustration in Fig. 6) is
shifted by angle a;, as shown in the bottom illustration in
Fig. 6. For that purpose, the angle a; is calculated from the
following formula: a; = tan~! ¢; /h}?, where ¢; is the radius
of the cell coverage and hi* is the height for the correspond-
ing UA-gNB;.

By using this technique, the overlapping issue is ad-
dressed (to avoid multi-cell (re)selections). Moreover, be-
cause the center of the UA-gNB coverage area is shifted
away from the ref-gNB cell edge, it will cover more X-UEs
beyond the cell edge.

7.2 Access control

In this technique, unlike the above one, the overlapping is
allowed (as in the top illustration in Fig. 6). But the multi-
cell (re)selection (i.e., toggling effect) in the overlapping
area is avoided using what is called the “barred cell” ac-
cess control [9]. Under extreme circumstances (e.g., emer-
gency situations), there is likely to be a huge number of UE
access attempts triggered simultaneously—this leads to ser-
vice degradation and lack of radio resources. To deal with
this issue, when it is appropriate, network operators apply
the “barred cell” mechanism to prevent many UEs from ini-
tiating simultaneous access attempts toward a certain set of
gNBs, preventing the network from being overloaded. In this
case, the gNBs broadcast cell access restrictions via system
information messages to their associated UEs. In doing so,
the corresponding UEs are prohibited from triggering multi-
access attempts.

Taking advantage of this mechanism, the UEs in the
overlapping area (G; N S{ ) would no longer switch back and
forth between the two RFCs. In other words, the UEs in G;
are not allowed to make access attempts toward UA-gNB;.
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Fig. 6 Avoiding RFC overlap using beamsteering

Likewise, the UEs in S{ are prohibited from accessing ref-
gNB i

Note that the two techniques above prevent the toggling
effect, and hence will save more power in the battery-limited
UEs and provide lightweight signaling overhead. But the
beamsteering method provides a larger RFC area than the
“barred cell” access control method, as shown in Fig. 6—
this is because the former shifts the center of its RFC away
from the cell edge while the latter still results in overlapping
RFC.

8 Mobility management for UE-based SAROs

In 5G networks, each gNB manages and controls its own
associated UEs, including providing Mobility Management
(MM) (see [18], Section 5.1). This MM imposes signaling
overhead that is unsuitable for UA-gNBs because the latter
are limited in battery power and processing capabilities. In-
stead, MM tasks, including RRM, will be handled by the
corresponding ref-gNB, which is much more powerful than
the UA-gNB.

Typically, in 5G, two essential MM procedures are in-
volved to track and locate mobile UEs within the network,
called Tracking Area Update (TAU) and Paging [18], which
burden not only the serving network but also the associated
battery-limited UEs. In this context, we propose in [17] ef-
ficient MM schemes that can be applied to mission-critical
applications—that is, it can meet the critical requirements
imposed by UE-based SAROs. We call this MM solution
gNB-based UE Mobility Tracking (gNB-based UeMT), in
which TAU is avoided and Paging delay is improved, en-
hancing the overall network performance, including power
consumption in UEs and lightweight signaling overhead.

Table 1 Equivalence of gNB-based UeMT and UE-based
SAROs entities

gNB-based UeMT UE-based SAROs
anchor-gNB ref-gNB
Home-UE ref-UE
Visiting-UE UA-UE
Visiting-gNB UA-gNB

As we have seen in UE-based SAROs, two types of
UEs are defined: ref-UEs and UA-UEs based on their as-
sociated gNBs (ref-gNB and UA-gNB, respectively). These
two base stations interact together to handle UE mobility.
As we have described in our gNB-based UeMT solution, a
gNB takes over the responsibility of the MM—this gNB is
called anchor-gNB (or Home-gNB), as defined in [17], Sec-
tion IV-A. To apply gNB-based UeMT for UE-based SAROs,
we now define the equivalent entities for both systems, as in
Table 1.

It is worth mentioning here that our MM solution,
gNB-based UeMT, by design has the potential to deal
with mission-critical applications. This can be achieved
by choosing the relevant control system parameters ap-
propriately (refer to Section IV-B in [17]). For example,
to guarantee that the inter-Paging delay between the ref-
gNB and its associated UA-gNB does not exceed a prede-
fined value, the relevant system parameter, called Calcu-
lated inter-Paging Delay (CiPD) index should take a value
index equal to CiPD_0—this is to maintain the CiPD at be-
low 1 msec. Applying gNB-based UeMT and according to
its features, the ref-gNB will take over the responsibility of
MM tasks (to reduce the load on the UEs and UA-gNBs), of -
fer lightweight signaling overhead (it achieves about 92%
reduction in the relevant load [17]), and provide always-
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Fig. 7 UA-gNB; screening locations

known UE locations—these are important for UE-based
SARO:s.

9 UA-gNB location setup for SZs

As we have stated earlier (see Fig. 2), after calculating
r;, UA-gNB; starts screening around the corresponding cell
edge. But so far, it is not clear that how UA-gNB; moves
around the cell edge within the radius r}. Recall the set
Li=1{L;:j=0,1,...,J; — 1}. As mentioned before, L; ;
represents the UA-gNB; location relevant to its ref-gNB; cell
edge while in SZ j. In other words, each value of j corre-
sponds to a specific location of UA-gNB; on the cell edge
path. So, we need to find these locations for each value of
J» where UA-gNB; is located. We explain how to find these
coordinates for each value of j. When screening SZ j, the
UA-gNB; should be located at L; j, which is defined (in po-
lar) as:

Lij=r;

/j-bi, j=0,1,...,J;i -1, “)
where L;y = r;/0 is the initial location and J; is the total
number of the SZs around ref-gINB; (calculated below). Now,
we calculate the angle b; as follows. After completing the
screening process, UA-gNB; moves to the next SZ at L; j,
such that the distance between its previous and next posi-
tions, denoted by d(L; j, L; j+1), is approximately equal to its
RFC radius, the quantity labeled ¢; in Fig. 7 (the illustration
in Fig. 7 assumes beamsteering, as detailed in Section 7.1).
This is to keep the SZs separated and minimize the overlap
between their corresponding RFC, as Fig. 7 illustrates. Note
that even when a swap occurs, there is no confusion among
the detected UEs (to which SZ they belong); this is because
UA-gNB,; registers the detected UA-UEs such that each SZ

has its own UEs, which means that S{ N S{” = 0.

Table 2 Information table for each ref-gNB,—UA-gNB; pair

Zi |UA-gNB locations (polar) | UE densities | Average RSRP (dBm)
z Lio S RxLev#0

z Liy S] RxLev#1
Z’.J'_l Liv-/,‘*l Sijl_l RXLGV#J,‘ -1

Table 3 Association table for each ref-gNB;

R ref-gNB; | G, set of ref-UEs | Average RSRP (dBm)
(T, ) 1 Gi RxLev#]
(T, yiehy 2 G RxLev#2
(ctel et R Gr RxLev#R

From above, we have d(L; j, L; j+1) = ¢; (provided ¢; <«
r;, as we can see in Fig. 7). Hence,

b; ~ 360 ¢;/(2w - x}) degrees. 5

So, the resulting total number of $Zs is J; = [2r - r}/¢;], and
hence j should range between 0 and J; — 1. It should now
be clear how UA-gNB; circulates around ref-gNB;, searching
for X-UEs .

To implement the scheme above in practice, UA-gNB;
can use the Discontinuous Transmission (DTX) technique
[25] while moving along the path of the cell edge. In doing
S0, it does not transmit its RF signal while moving from one
SZ to another. For example, while moving from position L; ;
to L; 1 (shown in Fig. 7), UA-gNB; refrains from broad-
casting its RF signal. More specifically, RF transmission is
necessary only when UA-gNB; is positioned at location L; ;,
screening the corresponding SZ; this will save battery power
in UA-gNB; and increase its functional lifetime.

Once the whole screening process is complete, each UA-
gNB; generates an information table, as detailed in Table 2.
This table will be shared with the corresponding ref-gNB;
the latter will process the incoming information in conjunc-
tion with its own association table (see Table 3) to generate
the necessary UEBCM and PDRFC—that is, each ref-gNB
will have its own UEBCM and PDRFC.

10 Time cost for discovery and relocation

Before starting the screening process (Section 6.2), each
UA-gNB needs to discover a ref-gNB for acquiring system
information. Once completing this process, the UA-gNB re-
locates to the ref-gNB cell edge (according to (3)). These
two processes consume time, which we consider below.
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10.1 Discovery time cost

We now calculate the time required for a UA-gNB (the ith,
say) to discover a ref-gNB. As detailed in Section 6.1.1, UA-
gNB; starts at its initial location, (xza, yza), according to the
CCBS. At this point, UA-gNB; will need to find and syn-
chronize with ref-gNB;. To do so, it initiates the CSP, re-
ceiving and decoding what is called Cell System Information
(CSI) [22]. Two necessary signals, called Primary Synchro-
nization Signal (PSS) and Secondary Synchronization Signal
(SSS), must be obtained to get the PCI and frame timing of
the detected ref-gNB;.

The total discovery time, denoted by Tdis;, required for
UA-gNB,; to discover ref-gNB; consists of two parts. The first
is the time required to obtain the CSI, which we call T;. The
second is the time required to process the CSI. We introduce
a symbol 7; > 0 such that the second part, the processing
time, is 7;T¢si- So 1; is a measure of how fast the CSI can
be decoded, normalized by 7. The higher the processing
capability of UA-gNB;, the smaller the value of 7;. We can
now write the following expression:

Tdis; = Tesi - (1 +mp). (6)
The value of T is in turn given by
T = 10 - TTI - SFN, (7

where TTI is the Transmission Time Interval (TTI) relevant
to one subframe, and SFN is the System Frame Number
(SFN), used to define different system frame cycles [22]. In
LTE, a single radio frame comprises 10 subframes; hence
the factor of 10 in (7).

10.2 Relocation time cost

As detailed in Section 6.1.2, the location of UA-gNB; should
be at the cell edge of ref-gNB;. Specifically, the UA-gNB;
should move from its initial location, (xza, yz"‘), toward the
cell edge of ref-gNB; by a distance equal to (r} —r;), where r;
and r; are defined in (1) and (3), respectively (r; < r}). From
here on, we assume that all the deployed UA-gNBs move
in their horizontal plane with equal radial velocity, denoted
by v,. To calculate the required time, denoted by Trel;, for
the UA-gNB,; to relocate its initial location (to reach the cell
edge), we have the following formula:

-

i L

Trel;, =

®)

v,
By (6)—(8), the total time (for discovery and relocating) is

r— r;
Ttot; = 10 - TTI - SFN - (1 + ;) + ——. 9)
v

r

It should be clear now that the average time, denoted by 7Ty,
required for the all detected ref-gNB; (i.e., R) can be written
in the following form using (6)—(9):

Tesi w
Tave = Tesi + %;

I‘fk—l',‘
ni+ = } (10)

Tcsi “Vr

As we see from the last formula, many factors can impact
the total average time. In the next section, for the purpose of
simulation, we assume that R, v,, and r are predefined.

10.3 Simulation setup

To empirically evaluate the required time to discovery and
relocating (7'dis; and T'rel;), we use (9) and (10) for the sim-
ulation and evaluation. Based on the above assumptions, we
set the following parameters: K = 20 (i.e., 20 ref-gNBs in
a Ro[—K is also the number of the formed clusters, as de-
tailed in Section 6.1.1), v, = 1 m/s, and r; = 70 m. The
value of r; = 70 m is typical of small picocells or large
femtocells. The speed of 1 m/s for the UAV we set above
represents a rather slow-flying vehicle; we use this value to
make our experimental scenario very conservative, generat-
ing experimental results conservatively (worse than can be
expected in practice). More practically realistic values for
the speed would result in even better results than we show
here.

According to the LTE system specification, we set TTI =
1 msec. and SFN = 1024—this is the maximum value that
should be assigned to the SFN and refers to the total number
of the system frames, which are necessary to acquire all the
system information, resulting in T';; = 10.24 sec. For n; and
r;, we set their values according to uniform distributions in
the range of 0.1-0.9 and 10-70 m, respectively.

Fig. 8 illustrates the variation of T'tot;. We can see that
the values of T'tot; lie in the range of 16.45-66.73 sec. This
is areasonable time to act in emergency situations. The aver-
age time to complete the two processes is Taye = 38.06 sec.
Of course, if the deployed UA-gNBs were to have higher
speed (v,) or higher processing capability (lower 7;), the
time cost for discovery and relocation would be lower (as
quantified in (9)).

11 Generating crisis maps, UEBCMs

After aggregating all the necessary data (as in Table 2) from
the associated UA-gNB;, each ref-gNB; will generate its own
UEBCMs for the area around its cell edge and beyond (in-
cluding the in-cell area), having information about the sur-
viving UE distributions. That is, the generated UEBCMs
should give sufficient awareness to the PSAs such that they
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Fig. 8 Discovery and relocation time

have enough knowledge about where the survivors are col-
lected, prioritizing the SAROs in a quick way. For that pur-
pose, we generate two types of UEBCMs, which we describe
in Sections 11.2 and 11.3, after we introduce an illustrative
scenario in the next subsection.

11.1 Hlustrative scenario setup

To illustrate how to generate the UEBCMs, we consider a
simple scenario with one ref-gNB; and its associated UA-
gNB; (recall the searching procedure of Section 6.1). The
same process applies to each ref-gINB in the Rol. To use the
searching procedure of Section 6.2, we set the necessary pa-
rameters as follows. We set ¢; = 40 m and r; = 70 m (cell
radius of UA-gNB; and ref-gNB;, respectively), resulting in
b; =32.74°and J; = 11 (le., £Li = {L;; : j=0,1,...,10}).
The values we set for ¢; and r} are typical of small picocells
or large femtocell [26].

After completing the searching process, we have all
the information needed to produce the picture illustrated in
Fig. 9, which shows the attached UEs corresponding to each
SZ, including the in-cell UEs. In this example, the solid blue
circles refer to centers of the SZs, denoted by R; j—that is,
for each L; j, there is a corresponding R;; = (r} + ¢;) u
(similar to the formula in (4)). The UEs around each R; ; are
associated with the corresponding SZ j, z{ (i.e., where they
are screened and discovered). Each z{ has its own UEs as
shown in the multi-colored circles in Fig. 9.

To further clarify, we now characterize this illustrative
scenario using the detailed notation from Section 5.2. The
set of ref-UEs is equal to G; = {uelr.if, uelr.’ezf, ey uefég}. The
set of UA-UEs within the SZ j = 0 is equal to SY =
{uegl, uegz, o ueggo}. Similarly, the set of UA-UEs within

zone j = 1isequal to S} = {ue}yl,ue}’z,...,uel.lylz}, and so
on for the others z{ . This represents the distribution of UEs
in the SZs, which is defined by Z; = {z?,zil, .. ,zl.lo}. With
the information now gathered, we are ready to produce two
types of UEBCMs, as described in the next two subsections:
one to show UE densities, and a second one to show UE

RSRP levels.

11.2 UEBCM for UE densities

Based on the preceding information, the corresponding ref-
gNB generates a UEBCM for the impacted area, giving vi-
sual information about the potential survivor distribution.
Specifically, the ref-UEs and UA-UEs in UE-based SAROs
have become human sensors for the survivors in the Rol.
Accordingly, the ref-gNB will generate a map for the sur-
vivor density distribution (shown in Fig. 10). As we can see
from this example map, based on the previous illustrative
scenario, the majority of individuals are clustered toward
the north-west, far from the center of the ref-gNB, which
is located at (50, 50). Furthermore. another area with a sig-
nificant number of individuals is located to the east of the
ref-gNB. These two areas contain about 75% of the individ-
uals; these should have higher priority than other regions
to be considered for SAROs. The areas with darker colors
should be given lower priority, which are located to the far
south and north-east (illustrated in dark blue in Fig. 10). This
will help the PSAs to act quickly, prioritizing their SAROs
to find the majority of the disaster victims.

11.3 UEBCM for UE RSRP levels

Based on the received RSRP levels during the screening
procedure, the ref-gNB will generate another useful map,
as Fig. 11 illustrates. We can observe from this map that
some UEs receive high RSRP levels (approximately —40 to
—70 dBm), especially in the yellowish (and yellowish-green)
areas. These levels are (likely) associated with outdoor UEs
(located in some particular areas, shown in Fig. 11). Like-
wise, we can see areas in dark blue in Fig. 11, representing
low levels of RSRP. These levels are (likely) received from
indoor UEs (experiencing high PL); they might be stranded
inside buildings and need immediate help. This gives rise
to a significant observation, as we illustrate in the follow-
ing. As detailed in Fig. 10, one area that has the majority
of individuals is located toward the north-west. When com-
paring this specific area with the corresponding RSRP levels
map (Fig. 11), we notice that these UEs are likely to be in-
doors. Specifically, we can conclude that this particular area
is high-density cluster of UEs that are experiencing high PL.
This area would thus be given high priority for SAROs rela-
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) ) Table 4 Information table for the PDRFC
tive to other areas. Based on this, we can generate a PDRFC,
as described next. SZ index | Priority index | UA-gNB locations (polar) | UE densities
z 0 Liy 80
z 1 Lis 77
Z? 2 L,‘14 75
11.4 Building Priority-Driven RFC (PDRFC) z] 3 Li7 62
. . . .
As defined in Section 5.1, the PDRFC is used to identify ar- % 10 Li 12

eas that need immediate RFC. Based on the extracted infor-
mation from the preceding maps (Sections 11.2 and 11.3),
Table 4 is built, providing priorities on where immediate
RFC is needed (based on UE clustering). Clearly, z?, zf s
z;‘, and ZZ need immediate RFCs; the majority of survivors

can be found there. This can be achieved by deploying ded-
icated UA-gNBs hovering over these zones, providing semi-
permanent RFC.

RSRP levels (dBm)
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In summary, the vital information provided by UEBCMs
and PDRFC enables the PSAs to provide SAROs for the
largest number of survivors in a prioritized way.

12 Conclusion

In this paper, we have described a new framework for
SAROs (called UE-based SAROs) post-disaster to find and
locate survivors based on the idea that most individuals have
their own UEs—potentially, they are still alive and need to
be rescued. Our framework, UE-based SAROs, addresses the
following concerns. 1) With the lack of RFC, how do we
give the corresponding PSAs better awareness on the indi-
vidual locations in the Rol without their assistance (for life-
saving purposes)? 2) What is the quickest way to recover
the RFC right after disasters, exploiting the surviving gNBs
(i.e., ref-gNBs), before it becomes too late, especially con-
sidering that most UEs are battery limited? 3) Based on the
fact that finding and locating survivors is more important
than providing RFC elsewhere, where are the majority of
survivors located and how (indoor or outdoor)?

UE-based SAROs provide vital information to the PSAs
to prioritize their operations and manage the available re-
sources. By considering the surviving UEs as human-based
sensors distributed in the Rol and are able to exchange
signaling messages without active user participation, the
UE-based SARO provides the following benefits: 1) right
after disasters, it generates immediate visual crisis maps,
UECBMs, showing the potential survivor distribution, 2) it
provides quick vital information about which regions con-
tain the majority of survivors, and 3) based on the preced-
ing information, the PSAs can prioritize and manage their
SAROs effectively, providing the necessary RFC accord-
ingly.

Finally, UE-based SAROs provide PSAs with situational
awareness about the disaster-impacted area quickly and even
before they arrive at the scene, keeping the PSAs better in-
formed about locations of the disaster victims. This enables
the PSAs to serve the largest number of survivors in a timely
manner even when the cellular communication infrastruc-
ture is partially dysfunctional.
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