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Abstract. The study of active matter consisting of many self-propelled (active) swimmers in
an imposed flow is important for many applications. Self-propelled swimmers may represent both
living and artificial ones such as bacteria and chemically driven bimetallic nanoparticles. In this work
we focus on a kinetic description of active matter represented by self-propelled rods swimming in a
viscous fluid confined by a wall. It is well known that walls may significantly affect the trajectories of
active rods in contrast to unbounded or periodic containers. Among such effects are accumulation at
walls and upstream motion (also known as negative rheotaxis). Our first main result is the rigorous
derivation of boundary conditions for the active rods’ probability distribution function in the limit
of vanishing inertia. Finding such a limit is important because (i) in many examples of active matter
inertia is negligible, since swimming occurs in the low Reynolds number regime, and (ii) this limit
allows us to reduce the dimension—and so computational complexity—of the kinetic description. For
the resulting model, we derive the system in the limit of vanishing translational diffusion which is also
typically negligible for active particles. This system allows for tracking separately active particles
accumulated at walls and active particles swimming in the bulk of the fluid.
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1. Introduction. Recently, active matter has attracted much attention from
the scientific community (see, e.g., reviews [7, 21, 33]). In general, active matter is
defined as a system of many agents moving due to consumption of energy stored in the
surrounding environment (e.g., chemical or food) and converting it into mechanical
force which is called self-propulsion. The agents exhibiting self-propulsion are named
active, as opposed to passive agents which can move only if an external field is applied.
There are a vast number of examples of active matter, from suspensions of bacteria
[13, 14, 15, 18, 20, 32, 37], flocks of birds [5, 25, 30], and schools of fish [19, 40]
to crowds of people [29] which also meet the definition of active matter since people
exhibit self-propulsion (walking). Modeling and further analysis of active matter are of
great importance due to the variety of striking phenomena and promising applications
(reduction of viscosity, cargo delivery for medical purposes, materials repair, etc.).

In this work, we are interested in modeling the wide class of active matter where
agents are rod-shaped microswimmers, i.e., the surrounding environment is a vis-
cous fluid and swimming occurs in the low Reynolds number regime. Examples of
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such microswimmers are bacteria (especially rod-shaped Bacillus subtilis) and active
bimetallic micro- and nanorods which swim in a viscous solution with hydrogen
peroxide [27]. It was observed both theoretically and experimentally for various types
of microswimmers that their trajectories are much more complex than in the case
of passive swimmers which simply follow streamlines of an external field (the back-
ground flow). In particular, the following phenomena were observed in dynamics
of active microswimmers: accumulation at walls (bordertaxis) and upstream motion
(rheotaxis); see [1, 2, 3, 9, 10, 16, 26, 31, 32, 34, 35, 42, 45] and references therein.
Throughout the paper we use the term “active rods” for these rod-shaped active
microswimmers.

There are two common mathematical approaches to describe dynamics of an ac-
tive rod in a viscous fluid. The first one is based on force and torque balances for each
individual active rod. This approach results in a Langevin equation (or a system of
coupled Langevin equations) for unknown location, orientation, and velocities, both
translational and angular, of the active rod. In the second approach, which is also
called a kinetic approach, the main unknown is the probability distribution function of
the active rod, and the function satisfies the Fokker—Planck equation. These two ap-
proaches are directly related mathematically: roughly speaking, the right-hand sides
of equations in the first approach are coefficients of the Fokker—Planck equation in
the second approach. The second approach is more preferable if one studies statistical
properties of a large number of active rods since it does not require many realizations,
unlike the first direct one.

The focus of this work is on the development of a kinetic approach for active rods
swimming in a container restricted by a confinement (a wall). One can formulate
how an active rod behaves when it collides with the wall (a collision rule) in the
first approach. On the other hand, it is not immediately clear how the collision
rule translates into a boundary condition for the Fokker—Planck equation. This is
because a collision rule is typically a relation between velocities before and after
a collision, whereas the Fokker—Planck equation is usually written in the vanishing
inertia (overdamped) limit. Thus, the active rods’ velocities are no longer variables
of the unknown probability distribution function. The vanishing inertia limit of the
Fokker—Planck equation is relevant for the low Reynolds number regime and important
since it allows one to reduce dimension and thus drastically decrease computational
complexity and even make the equation amenable for analysis.

Our first result is the rigorous derivation of this limit and, more importantly, the
boundary condition for the overdamped Fokker—Planck equation in this limit. Namely,
we show that the limiting probability distribution function, which depends on the
active rod’s location and orientation, satisfies the no-flux condition on the wall for each
given orientation. We note that similar boundary conditions were phenomenologically
and independently derived in [8] to analyze the distribution of active rods inside an
infinite channel.

Next, we consider the case of a small translational diffusion which is negligible
in experiments for active particles and equated to zero in corresponding individual
based models. By using the boundary layer multiscale approach, we derive the kinetic
system in the limit of vanishing translational diffusion. The significance of the system
is that it describes explicitly the population of active rods accumulated at walls.

The structure of this paper is as follows. First, in section 2 we formulate our
two main results on vanishing inertia and vanishing translational diffusion limits.
Details of the results’ derivation are relegated to sections 3 and 4. Next, in section 5
we present a numerical example in which we compare the derived limiting kinetic
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models with Monte Carlo simulations for the corresponding individual based model.
Finally, in section 6 we provide a specific physical model of a self-propelled nanopar-
ticle swimming in a viscous flow. We present both the individual based model and
the corresponding (prelimiting) Fokker—Planck equation.

2. Main results. We start with the Fokker—Planck equation describing random
dynamics of an active rod with inertia [4, 11, 36]:

1 1
6tfe + g'U . vrfa + ?vv : ((611’ - v)fa - Dtrvvfe)
1 1
(1) —+ gw&pfa + gaw ((€T — W)fg — Drot@wfg) = 0

The unknown function f.(¢,7,v,p,w) is the probability distribution function of the
active rod’s location r €  C R2, translational velocity v € R?, orientation angle
¢ € [-m,7), and angular velocity w € R. The given functions u = u(r,¢) and
T = T(r,p) are smooth in Q x [—m,m) and 27-periodic in . Domain Q C R?
possesses a nonempty smooth boundary. Small positive parameter ¢ < 1 measures
the effect of inertia on dynamics of an active rod. Dy, and D, are translational and
rotational diffusion coefficients, respectively. The unknown function f. is 2w-periodic
in . In addition, the following boundary condition is imposed on f,:

(2) vfe-n=v'fl-(-n), ronT.

Here T" is the boundary of € (a wall of the container), m is the outward normal,
and f! = f.(t,r, v, p,w’), where pairs (v,w) and (v’,w’) represent translational and
angular velocities of the active rod before and after a collision with the wall. The
relation between the two pairs of velocities is given by

/
(3) [z,}zc[ﬂ CeR¥™3, |detC| =1.

The specific form of matrix C and the derivation of the kinetic model (1)—(2) from
the individual dynamics of an active rod are relegated to section 6.1.
To simplify notations, denote X := (r, ), V= (v,w), U := (u,T), and

Dy, 0 0
D= 0 Dtr 0
0 0 Drot

In the new notations, the Fokker—Planck equation (1) is
1 1
(4) Orfe + EV Vafe+ gvv “((ed = V) fe =DVyfe) =0.
Our first main result is the reduction, for small e, of the unknown function
f(t,X,V) depending on a 7-dimensional variable to the unknown function p(t, X)

depending on a 4-dimensional variable. The result is formulated in the following
theorem.

THEOREM 2.1. Let p. be defined by

pe(t, X) = [ fo(t,X,V)dV,
R3
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where f. solves the Fokker—Planck equation (4) with boundary condition (2). Then
pe converges to p in the distributional sense, as € — 0, where p satisfies the following
limiting equation:

(5) op+Vax - Up)=Vx -DVuxp

with the boundary condition

0
(6) Dtra%:(u'n)p, ronl, —-wm<e<m.

Recall that U = (u,T).

The proof of Theorem 2.1 is given in section 3. This theorem means that the
elastic collision boundary condition (2) for f. transforms into the no-flux boundary
condition (6) for p. The vanishing inertia limit in the Fokker—Planck equation for
spherical particles (no ) was considered in [12, 22, 23]. The main difference, be-
sides no ¢, is that in [12, 22, 23], u is not given but instead solves the Navier—Stokes
equation. In principle, a system with the Navier—Stokes equation is obviously more
complicated; on the other hand, the Navier—Stokes equation has an additional dissipa-
tion term in the energy relation. Also, the coupling term leads to a certain cancellation
in the energy relation (the term [[U - (V —eld)f. in (15) from section 3). The scaling
(that is, how ¢ is introduced in the Fokker—Planck equation) in (4) is similar to [12],
but the boundary conditions in [12] are simpler (periodic). In [23] the asymptotic
regime of the Fokker—Planck equation is studied for the reflection boundary condition
(spherical particles elastically collide with walls) as well, but due to no slip conditions
for w (which imply no flow at boundary T'), the limiting boundary conditions were
not investigated.

In experimental observations, rod-like microswimmers, such as bacteria or bi-
metallic particles, are more likely to spontaneously turn rather than jump to another
position. In other words, random forces along the perimeter of a microswimmer caused
by collisions with molecules of the fluid likely result in a significant torque whereas a
net force is small. These observations imply that the translational diffusion coefficient
is small, D, < 1. Hence, it is natural to study the limit D, — 0. This limit is
singular in the case of active particles; that is, one cannot simply set Dy, to zero in
both the Fokker-Planck equation (5) and the no-flux condition (6) in order to obtain
the limiting system as Dy, — 0. This is because active particles tend to accumulate
at walls, and in particular they form a boundary layer of the width ~ D;,. Moreover,
from boundary conditions (6) it follows that Vp may blow up near boundary T' in
the limit Dy, — 0; in this case for stable numerical simulation of (5)—(6) with small
Dy, one needs a very fine mesh resulting in high computational complexity of the
simulations.

To investigate vanishing translational diffusion Dy, we re-denote the translational
diffusion coefficient by symbol g which is used for notations of a small parameter:

p = Dy
Then problem (5)—(6) consists of the Fokker—Planck equation:
(7) Op+ V- (up) +0,(Tp) = pArp + Drotaiﬂ

and the boundary condition
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0
(8) ua—z:(u-n)/% ronl, —7m<p<m.

Our second main result is the derivation of the limit in problem (7)—(8) as yu —
0. The derivation is done by formal multiscale asymptotic expansion; we formulate
the result as a conjecture since rigorous justification of the multiscale asymptotic
expansions is out of the scope of this work.

CONJECTURE. In the limit p — 0 the probability distribution function p(t,r, @)
has the following representation:

(9) p(tﬂ r, QO) = wwall(t7 r, 90) 51" (7’) + Pbulk(t, r, QD)

Here ép(r) is the d-function distribution supported on I’ = {v(s): 0<s <L} (s is
the arc-length parameter of curve T'), and probability distribution functions pyu and
Ywair Solve the following system:

(10)
Apoutic + Vi - (wppuik) + O (Tpbuic) = Drot 0% pouic + 25 Xi or(1)3(¢ — ¢1),

reQ, —-n<lep<m,
Otwall + Os((w - T)Ywan) + Oy (TYwall) = Drotd2Prwan + (1 - 1) poulic,
rel, se(0,L], v € (¢1,92),
pouk =0, T €T, ©&[p1,p2], poukis2m —periodicinpforallr € Q,
Ywan =0, s€[0,L], @€ {p1,p2},
Xi(s:9) == (=1)* (T¥wan — DrotOptwan), i=1,2.

Here T denotes the tangential vector of T, and angles p1(s) and p2(s) are introduced
such that

u-n >0 for o € (p1(s), p2(s)) and w-n < 0 otherwise.

Representation (9) means that the total probability distribution function p con-
sists of the regular part, ppuk, describing distribution of particles in the bulk, and
the singular part, ©an 0r, describing distribution of particles accumulated at wall.
Derivation of system (10) is presented in section 4. We also provide a numerical
example in section 5 in which we test the derived kinetic approaches (7)—(8) and (10)
with results of Monte Carlo simulations for the corresponding individual based model.

Our results, Theorem 2.1 and the conjecture, are formulated for the two-
dimensional (2D) case. Active rod-like microswimmers in two dimensions, Q C
R?, have been extensively studied both experimentally and theoretically; see, e.g.,
[6, 24, 28, 31, 37, 38, 39, 43, 44]. Our results are also applicable for three-dimensional
domains, Q C R3. In this case the orientation of an active rod is described by two
angles, azimuthal angle 0 < ¢ < 27, and polar angle 0 < # < m, and derivatives
in angle for the 2D model in (1) and (7) are to be replaced by spherical gradient
V.0 and spherical Laplacian A, 4. For example, in the three-dimensional case, the
Fokker—Planck equation (7) is written as follows:

Op+ V- (up) + Vo - (Tp) = ptArp + Drot DNy op.

For the definition of differential operators V, g and A, g we refer, for example, to [13,
section 2]. The main difference in formulation of the conjecture about the limit g — 0
in three dimensions, compared to two dimensions, is that the angle pair {1, a2} is
to be replaced by the set {(¢,60) : v -n = 0}.
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3. Vanishing inertia limit in the Fokker—Planck equation.

Proof of Theorem 2.1. In this section we take Dy, = D,ot = 1 for the sake
of simplicity. To consider the limit ¢ — 0, introduce the mean flux (or the mean
velocity) and the “kinetic pressure”:

1
Jo(t, X) ::E/D@wsdv and P.(t,X) = R3V®stdv.

By integration of (4) with respect to dV and €V dV one obtains the system for p. and
Je:

(11) Oipe + V- J. =0,

(12) e20,J. +Vax -P.=p.U— J..

By using arguments similar to [12], we will show that the limit of (12) is J = pU —

V xp. Substitution of this formula for J into the limiting version of (11) (that is, (11)
without subindexes ¢) then gives

op+Va-Up)=Axp.

The main question is how to find the boundary condition for p. Note that from
collision boundary condition (2) it follows that active rods cannot leave domain €,
that is, there is no flux through the boundary I':

jE-TLZOOIlF,

where J. = (Ji,.J3) (no Js, corresponding to the flux of orientations ¢). The main
purpose of this section is to prove that this relation is preserved in the limit ¢ —
0, which, taking into account the formula for the limiting flux J = pU — Vyp, is
equivalent to

dp
on
In order to prove Theorem 2.1 we will use two auxiliary propositions. In Proposition 1,
the energy estimate is established. This estimate leads to a priori bounds needed to
obtain that the family {f.}_ has a limit as ¢ — 0 (Proposition 2).

We first introduce the following notations:

7_)2 UJ2
£.(t) = / / {2 +2 4 1nf€} £.dxdy,
R2xXR J QX (—m,m)

do(t,2,V) := ((V —eld) + Vy(In £.)) /-
Recall that X = (r,¢) € Q x [-7,7) and V = (v,w) € R2 x R, = R3.

PROPOSITION 1. There exists a constant C, independent of €, such that the fol-
lowing estimate (the entropy inequality) holds:

d 1
—&.()+ — d.|*dxdy < C.
dt ( ) - 2¢? /]R3 ~/Q><(—7r,7r) | |

Proof. Multiplication of (4) by

(13) — (u-n)p.

(14)

v W?

5 gt

and integration with respect to both X and V gives

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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d v? w?
el — 4+ —+Inf.; f-dXdV| =
dt [/1@3 ~/Q><(—7r,7r){ 2 - 2 " nf }f ‘|
1 T 2 2
:_,/ / /{v+w+lnf€}(v-n)f€dsrd<pdV
eJrs ) xJr L 2 2

1
—7// (V= eU) + Vo(in £2)2 £ dXdy
€% Jr3 Jax(—mx)

(15) "/Rs/gx M) V —eld) fe dXdV.

Next we compute the boundary term in the right-hand side of (15) (the one with the
integral over I'). To this end, we use boundary condition (2). For each r € ' and
—m < ¢ < 7 denote

(16) Sos0 = {(v,w) : ¢ >0} and Sy« := {(v,w) : 0 <0},

where 0 = o(r, v, ¢,w) is given by (53) in section 6.1. The introduced sets S,~¢ and
So<o can be understood as sets of configurations (velocities) of an active rod before
and after a collision, respectively, at the given location of the boundary r € " and the
given orientation ¢ € [—m, 7). Then the boundary integral can be written as follows
foreachr €' and —7 < p < m:

[ A5+ mitomra
R3
9 9 2 2
— / {UQ—FUJQ—&-lnfg}(vn)fng—i— / {”2+°;+1nfe}(v~n)fedV~

So<o So>0
We claim that the two integrals in the right-hand side of the equality above cancel
each other. To verify this, one needs to make the substitution in the first integral
V' = CV with C from (3) and to use boundary condition (2), the conservation of
energy during a collision (see, e.g., (52)), and dV’ = dV which follows from |det C| =1
(see (3)). Hence, the boundary term in the right-hand side of (15) vanishes.
Note that in the same manner one can show the conservation of total f.:

d
a4 [/W/m fsd;(dv] _o

Indeed, by using (4) and integration by parts it follows that

// fedXdV =—7// /v n)f. ds, depdV,
dt R3 JQOX(—m,m) R3 J—m

and one can show that the right-hand side vanishes following the same arguments as
for the boundary term in (15)
Finally, the last term in the right-hand side of (15) is estimated as follows:

—7// V- eld) f. dxdy
R3 JQOX(—m,m)

,77/ / V—eld)+ Vy(n f.)) fe dXdV

R3 JOX(—m,m)

17 <C+ — / / d.|>dxay.

a7) 22 Jgs Qx (—m,m) ]

Thus, we obtained (14), and the proposition is proved. 0
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In the standard manner (see, e.g., [12]) the entropy estimate (14) implies the following
bounds:

2 2
I <1 + % + % + |lnfs|) is bounded in  L=(0,T; L' (Q x (—m,7) x R3)),

e~ 'd. isbounded in L*(0,T; L*(Q x (—m,7) x R?)),
pe is bounded in  L*(0,T; L*(Q x (=, ))),
J. and J. — p-U are bounded in  L*(0,T; L*(Q x (—7,7))).
The proof of the following proposition is also standard and can be found in [12].

PROPOSITION 2. There exist such p and J that the following convergences hold
as € — 0 in the distributional sense:

(18) pe = p, Je = J, Pe— pl
Here 1 is identity matriz.

Now we are in position to complete the proof of Theorem 2.1.

Back to the proof of Theorem 2.1. By multiplication of (4) by a scalar test func-
tions ¢ (t, X, V) with a finite support in 0 <t < T, X € Q x (—m,m) and V € R3,
integration with respect to t, X and V, as well as integration by parts, one obtains
the following equality:

r 1 1 1
/ / / fe {at"b‘f‘V'wa-i-z(Eu—V)'Vv’(/l—‘rQAV’(/J} dXdvdt
0 JR3 JQX(—m,m) € € €

(19) -2 /0 ' I/ /S (w0~ o) Vs =0

where ¢’ = ¢(¢, X, V') with V' = CV, and matrix C and set S, are defined by (55)
and (16), respectively. Equality (19) can be understood as the weak formulation of
the problem (4) with boundary condition (2).

Next, take a test function in (19) which is independent of V: ¢ := g(t,X) (for
the sake of clarity, choose different symbol for the test function here: g instead of ).
Formally, such a test function is not admissible since it does not have a finite support
in V. On the other hand, one can use truncations g(t, X) - 1< z(V) as test functions
and pass to the limit R — oo to obtain (19) for ¢ = g(t, X'). By integrating in V we
obtain

T
/ / peOtg + Jo - VygdXdt = 0.
0 QX (—m,m)

Note that the boundary term in (19) vanishes for test functions independent from V.
By passing to the limit € — 0 we obtain

T
(20) / / pog+ J - VygdXdt =0.
0 QX (—m,m)

Take the test function of the form v := ev;h;(t, X) for i = 1,2:

T
/ / e2JL0h; + PU 0y, hy + (pU' — JH)h; dXdE
0 QX (—m,m)

T ™
(21) —2/ / / / / o(v-n)fhin; dvdsydedwdt = 0.
0 RJ—mJI' JSs>0

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.
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Here both the super- and subindex i stand for the coordinate number. Consider
h = {hi}le so that h - n = hing + hang = 0 for all —7 < ¢ < 7 and hs(t, X) is
arbitrary. The test function ¢ corresponding to hs(t, X) is ¥ = whs(t, X'), and in this
case equality (21) holds for ¢ = 3 with no second (boundary) term. Then taking the

sum with respect to ¢ in (21) leads to that the boundary term in (21) vanishes, so
that the following equality holds:

T
/ / e2J. - 0th +P. : Vyh + (pU — J.) - hdXxdt = 0.
0 QX (—m,m)
Passing to the limit ¢ — 0 and using Proposition 2 we get
T
(22) / / pl: Vxyh+ (pd — J) -hdXdt =0.
0 QX (—m,m)

This equality gives us the following relation for .J:

T T
(23) / / J-hdxdt :/ / pl: Vah + pUd - hdXdt
0 QX (—m,m) 0 QX (—m,m)

for all h such that hiny + hong|r = 0 for all —7 < ¢ < 7. Finally, take any g(¢, X)
n (20) such that g—fl|r =0 for all —7 < ¢ < w and h := Vxg in (23) to express

r B J-VxgdXdtin (20). We obtain the following weak formulation for the
0 JOx(—m,m)
equation for p:

T
(24) / / {pdig+pU-Vrxg+pl:Vig} dXdt =0
0 QX (—m,m)

for all g such that g—fb|p = 0 for all —7 < ¢ < m. By integrating by parts and using
condition g—i|p =0, (24) leads to

T
/ / g{0ip+ V- (o) — Axp} dXdt
0 QX (—m,m)

(25) +/0T/_T;/Fg{—((;);.;+(u~n)p} dspdedt = 0.

Varying g on T' we get our final result which is the no-flux boundary condition (13):

0
o= (u-m)p
forall -m <p <.
Thus, the proof of Theorem 2.1 is complete. 0

Remark 1. Throughout the proof of Theorem 2.1, functions f. and p are assumed
to be weak solutions for problems (1)—(2) and (7)—(8), respectively. Specifically,

fe € L=((0,00); LM x (=m,7) x RY)), p € L=((0,00); L' (Q x (=, 7)),
(v-n)f. € L'((0,00) x T x (—m,7) x R%”,)

such that f. and p satisfy weak formulations (19) and (24), respectively. If functions
fe and p are sufficiently smooth, integration by parts in weak formulations recovers
the respective boundary conditions (2) and (6).
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4. Boundary layer equation at wall in vanishing translational diffusion
limit: derivation of (10). To describe the behavior of p near the wall, one needs to
consider the limiting behavior of p inside the “band” Q* := {r € Q : dist(r,I') < c},
where ¢ is small but independent of ;. Here we choose ¢ > 0 such that ¢ < kl,,
where Kpax is the maximum curvature along I'. If T' is a straight line or a segment,
then curvature & is zero, and c is an arbitrary number independent of u.

We introduce a new coordinate system in band Q*, related to parametrization of
wall I' = 9Q. Namely, let I' = {v(s): 0 < s < L} be the natural parametrization of
the wall T (in other words, s is the arc length parameter) and n(s), 7(s) be outward
normal and tangential vectors at v(s) € T, respectively. For every r € Q*, we define

(26) r=r(r,s) =v(s) — rn(s),

where r = dist(r,I") and ~(s) is the “projection” of r onto T
In this new coordinate system we introduce the two-scale ansatz for unknown
function p:

_ - (k
(27) p=putpp= Y 1Fp® (t,u7 s 0) + > uE ot s, ).
k=—1 k=0

«“, 9

Here subindexes “w” and “b” stand for “wall” and “bulk,” respectively. Variable z
denotes below the second argument of pgf ), the kth wall (boundary layer) coefficient,

ie., z = p~lr in (27). We assume that functions {pgc)(t,z,s,go)}k vanish with all
derivatives in z as z — oo. In what follows, we focus on the first three terms of
two-scale expansion (27) or, in other words, on terms of order p~1 and u°:

28)  p=put oVt T s, 0) + PO 1T s, 0) + ol (87,8, 0) + O(p).

The representations (28) and (9) are related via the following equalities:

+oo
(29) ’(/)wall(tv r, 50) = / pgu_l)(tv %y 8, (P) dz and pbulk(tv r, 90) = ng) (ta s, 30)'
0
Next, we rewrite the Fokker—Planck equation (7) in the coordinate system (7, s).

To this end, we introduce the inverse substitution functions R(r) and S(r):

r=R(r) . Ry(s)—rn(s) =r.

s=8(r) S(y(s) —rn(s)) = s.
Using the chain rule and the 2D Frenet—Serret relation for the normal vector n'(s) =
—k(s)7T(s) where x(s) is the curvature of I at » = ~(s), one obtains

(30) V,R=-n and V,S=(1—rr)'r.
To compute V,p, A.p, and V, - u one can use (30) and both 2D Frenet—Serret
relations, n'(s) = —k(s)7(s) and 7/(s) = k(s)n(s):

Jsp

Vep = _6Tpn +

9

1—rr
kOrp | 1(9sk)(0sp) 9zp
1—kr (1 —kr)3 (1 —rkr)2’

Ostir Kln

App=032p—

v . :73 .
rot TunJrl—nr 1—kr

Here upy =u-nand u, = u- 7.
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Then the original problem (7)—(8) converts into
U+ Osp Ostr KUy

8tp - una'r'p + = + _arun +
1—kr 1—rkr 1—rkr

_ 2 KOy p r(0sk)(0sp) 92p 2
K (67"0 1—kr + (1—xr)3 (1—kr)? + Drotdp

)o+0,(10)

(31)

with boundary conditions

dp

For

When substituting representation (28) into (31), we will treat the second term in
the left-hand side as follows:

(32) = —uyp if r=0.

1
un0rp = (ulﬁo) + (ep)uf) + S (e *u? + - ) Orpuw + tn(r, ) Orpo,

where ulf?) = 1/k!OFuy|r—o. Note that ul s a function of v and s for each k =

1,2,....
At the order ;=2 in (31) one has the following equality:

(33) ul?0:pl, 1 + 02 = 0.

The lowest order in the boundary conditions (8) is x~!, and the corresponding equality
is

(34) ulOpl) + 0,00 =0, z=0.

Combining (33) and (34) we obtain a formula for pq(l,_l):

B(t,s,p)e™%, ul?) <0,

9>,

CU(t, 2,5 =
Pw (a ) 7()0) 07 UEI

At order !, the Fokker-Planck equation (31) has the form
ul?9.p0 4 82p0 = o, (Be_“flo)z) - uf]O)Be_“SAO)Z (—zufll) + Ii) +ul99, (Be_“l(lo)z)
— (ugl) — 9ul® — Huﬁo)) Be =
(35) +a, (TBe*“fP)Z) — Dy (Be*“fu%) .
Boundary conditions at the order u° look as follows:
ul?pl? +0,p) = —uflo)plgo) for z = 0.

Consider u{” > 0. After integration (35) with respect to z from 0 to co and simplifi-

cations one obtains an equation for ¥y.n = fooo pgu_l) dz = B/ uﬁo):

(36) uI(IO) ,0[(,0) = atwwall + a$ (us-o)wwall) + 890 (Twwall) - Drotaiwwalb

Equation (36) is a conservation law for the distribution of active rods 9w accumu-
lated at the wall; these active rods reorient and move along the wall in the tangential
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direction. Term u” pz()o) in the left-hand side of (36) accounts for particles coming
from the bulk. If the divergence-free condition is imposed, V-« = 0, which for r =0

has the form u$” — 9,ul” — kul?) =0, then (36) can be rewritten in the form

ul® py” = Oytpuan + (Ufll) - kulf )> Yuanl + 1 0stwan + 9y (Tthwan) — DrotO2hwan.

If uff’) < 0, then tyay = 0 and péo)\,:o =0.

Next we obtain equation for ppq = pl()o). To this end, consider (31) at the order
u® and pass to the limit z — co. After we rewrite the resulting equation in the original
coordinate system we recover the Fokker—Planck equation for ppyix:

(37) Otpouik + Vi - (Upbuik) + Op (T ppulk) = Drotaf,pbulk-

Representation (9) with tyan and phux satisfying (36) and (37), respectively, is
valid if w - n|r > 0 for all —7 < ¢ < 7. In this case, active rods accumulate at
the wall, but they cannot leave the wall. On the other hand, due to the rotational
diffusion, active rods in experiments (for example, those described by system (43)—
(44)) may leave the wall and be reinjected into the bulk. In this case, one needs an
additional boundary layer term in the representation (27) (with an additional scale
different from 1 and p) which will capture active rods at wall I' with - n ~ 0. It
is similar to “parabolic boundary layers” in vanishing diffusion limit in elliptic equa-
tions; these boundary layers introduce two new scales p'/3 and /3, and these terms
are constructed at boundary points where characteristics of the limiting hyperbolic
equation are tangential to the boundary; see section 2.7.5 in [17]; see also [41]. In this
work, the formula for x in (10), the flux of reinjected active rods, i.e., with r € T,
u - n|r =0, and %u -m|r < 0, is derived from the conservation of total density:

Uy p2
d
% //Pbulde‘dSD-i-//l/)wandSDds =0.

—7m Q T 1

Adding terms with flux x to the right-hand side of (37) we derive system (10).

5. Numerical example. In this section, we provide a numerical example to
illustrate the relation between a specific individual based model for an active rod and
corresponding kinetic approaches discussed above.

We assume that the wall I' coincides with z-axis, i.e., I’ = {(x,y) : y = 0}, and the
active rod’s probability distribution function does not depend on z (see Figure 1, left).
Drag u exerted on an active rod is the sum of two components: a background shear
flow upg = (4y,0) and self-propulsion vp,op(cos ¢, sing). The vertical component u
of drag velocity u and torque T exerted on an active rod are defined as follows:

u(y, ©) = u(@) = vpropsing,  T(y,¢) = T(p) = —0.5%(1 — cos(2¢)).

Note that since the background shear flow upg has zero y-component it does not
enter the formula for vertical drag u. The expression for T follows from (45) from
section 6.1 with 7" = ®pg. Parameters vp0p = 0.2 and 4 = 1.0 are self-propulsion
speed and shear rate, respectively.

First, we perform Monte Carlo simulations for the individual based model for
an active rod with vertical component y(¢) of location r(t) and orientation angle ¢
swimming in Q = {y > 0}:
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F1a. 1. Left: sketch of an active rod with orientation ¢ in xy-plane; x-axis represents the wall;
straight arrows illustrate background shear flow upg; circle shows how the background torque T (p)
acts on the active rod; arrows along the circle show that equation ¢ = T(p) has two semistable states
=0 and ¢ = —7. Right: a sample trajectory in py-plane for 0 < t < 20. Red dots with numbers
along trajectories indicate trajectory points at corresponding integer time moments.

(38) y=u(p), ¢=T(p)+ 2Do(,

where (¢ is the white noise with (((¢),{(')) = 6(t — t') and D, is the rotational
diffusion coefficient. The following “overdamped” collision-with-wall rule for y(t) =0
is imposed:

. 0, sinp <0, .
(39) y|y(t):0 = { u(y), sing >0, @‘y(t):() =T(p) + V2Dt (.

This collision rule means that the active rod does not move if it is oriented towards
the wall, i.e., downward, sin p(t) < 0. Regardless of whether it points downward or
upward, the active rod’s orientation ¢ is governed by the same equation as in the
bulk. Note that, as is often done in applications (see, e.g., [31]) we neglect inertia and
translational diffusion in the individual based model.

Next, we compare results of Monte Carlo simulations for individual based model
(38)—(39) with the initial boundary value problem derived in Theorem 2.1 from
section 3, consisting of the Fokker—Planck equation for probability distribution func-

tion p(t,y, »),

(40) 0¢p + Uprop sin dyp — 0.5%0,((1 — cos(2¢))p) = Dtrajp + Drotaf,m
and the no-flux boundary condition,

(41) Dy0yp = vproppsing  for y =0.

The translation diffusion coefficient is chosen to be small, D;, = 0.05.

Finally, we simulate (10), derived as the limit Dy, — 0 in (40)—(41).

To simulate the individual based model (38)—(39), the forward Euler-Maruyama
method was used with time step d¢ = 1073 and number of realizations (for Monte
Carlo simulations) R = 5 - 10*. For Fokker-Planck problems (40)—(41) and (10), we
used the finite difference explicit method with upwind scheme to take into account
direction of fluxes; spatial and angular steps are dy = 0.05 and d¢ = 7/20, whereas
the time step is d¢t = dy de/10.0.
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A sample trajectory obtained from simulating (38)—(39) for 0 < ¢ < 20 is depicted
in Figure 1, right. This trajectory is drawn in ¢y-plane, and rod locations within
this plane at integer moment of times are marked by red dots while the value of the
corresponding moment of time is written above each dot. The trajectory demonstrates
typical behavior of an active rod swimming at a wall. After collision with the wall,
(t = 4), the rod attaches to the wall (it still can swim in z direction) and reorients
under background shear decreasing orientation angle ¢ to ¢ = —, and then detaches
from the wall (¢ ~ 5.5). Note that swimming with orientation ¢ close to £7 with
background flow given by upg = (§y,0) means that the active rod swims upstream,
that is, exhibits negative rheotazis.

For Monte Carlo simulations of (38)-(39) we chose initial location y and orien-
tation angle ¢ to be random with uniform distributions in intervals 0.25 < y < 1.25
and —37/4 < ¢ < —m/4, respectively. The corresponding initial condition for both
probability distribution functions p!, solution of the Fokker—Planck equation (40) with
no flux boundary condition (41), and p'!, given by two-scale expansion (28)—(29) with
1= Diy = 0.05 and terms ppyiix and yan solving system (10), are

(42) . A SYS Ty SRSy
0 otherwise.

The initial condition (42) is shown in Figure 2, upper left.

v A

045

7~ —— Tokker-Planck, no flux BC
041 / \ — — lokker-Planck, Dy — 0

0.354 \ * * * Monte-Carlo Simulations
0.3 N
1.25 0.25

—_—

0.2
0154 |
| |
0.25 0.05 I — |
. ol Il
_;E_ _T (D - —f 0 a2 g
1 4 rep<n
Monte Carlo Fokker-Planck Fokker-Planck
Simulations with no flux BC Dy—0

maXx

—T<p<TW —T<p<m® —T<p<T7

Fic. 2. Upper left: support {0.25 < y < 1.25,sinp < —+/2/2} of probability distribution
function p att = 0; upper right: angular distribution for t = 10 of accumulated particles at wall from
Monte Carlo simulations (red dots), Fokker—Planck problem (40)—(41) (solid line), and two-scale
expansions (28) (dashed line); lower figures:(p, y)-histogram obtained from simulations of (38)—(39)
(left); (¢, y)-distribution obtained from solution of (40)—(41) (center); (¢,y)-distribution obtained
from two-scale expansions (28)—(29) with p = 0.05 and ppuik, Ywan solving (10) (right). All lower
plots are computed for t = 10.
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Monte Carlo Fokker-Planck Fokker-Planck
Simulations with no flux BC Dy—0

0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
0<t<20 0<t<20 0<t<2

F1a. 3. Probability that active rod is accumulated at wall for 0 <t < 20 from Monte Carlo sim-
ulations (left), Fokker—Planck boundary value problem (40)—(41) (center), and two-scale expansion
(28)—(29) with = 0.05 and ppyik, Ywair solving (10) (right).

Results of numerical simulations are depicted in Figures 2 and 3. The behavior
of solutions of all the three problems—Monte Carlo simulations of individual based
model (38)—(39), Fokker—Planck equation (40) with no flux boundary condition (41),
and two-scale expansion (28)—(29) with u = Dy = 0.05 and terms ppuk and yan
solving system (10)—is qualitatively similar. Distributions of location y and orienta-
tion ¢ concentrate at y ~ 0 and ¢ ~ —7 (Figure 2, lower row). These plots illustrate
wall accumulation y ~ 0 and negative rheotaxis ¢ ~ —m. In this numerical exam-
ple, initial condition (42) is chosen such that active rods initially point towards the
wall, so the wall accumulation is somewhat enforced. Nevertheless, if the domain is
confined from all sides, which is a generic situation, an active rod reaches the wall
with a high probability and spends a nonzero time at the wall reorienting before being
detached. Therefore, the wall accumulation of active rods in bounded domains nec-
essarily occurs, and the numerical example in this section investigates the situation
when a population of active rods approach a wall.

We also analyzed the active rod distribution inside boundary layer £ := {0 < y
< 0.2} (accumulated active rods). Comparison of angular distributions at ¢ = 10,
obtained from the three approaches, is given in Figure 2, upper right, and the prob-
ability of swimming inside boundary layer £, as a function of time 0 < ¢ < 20, is
depicted in Figure 3. All the three methods show active rod accumulation increases
up to a moment 3 < ¢t < 5 (depending on the value of rotational diffusion coefficient
D,ot; see Figure 3) and a peak of angular orientations forms close to ¢ = —m (see
Figure 2, upper right). However, the third method slightly underestimates the prob-
ability of swimming inside the boundary layer £ for larger values of D, (specifically,
for Dyot = 2.0). This underlines the subtlety, described in the paragraph after (37), of
the multiscale expansion for p with respect to p and presence of the scales additional
to 1 and p~! in (27). Rigorous analysis of the limit y — 0 of the solution to problem
(7)—(8) and explicit convergence estimates are left for our future work.

6. Individual based model and Fokker—Planck equation for an active
rod with inertia.

6.1. Individual based model for an active rod with inertia. In this section
we present equations governing the motion of an active rod in the domain Q C R?
with nonempty boundary I' = 0€). The rod is assumed to be a nondeformable one-
dimensional segment of length ¢ swimming in a viscous fluid. At each moment of time
t the rod is characterized by the location of its center of mass r(¢) and the orientation
angle (t), so that the unit vector p(¢) = (cos ¢, sin ¢) with ¢ = ¢(t) determines the
orientation of the active rod. Equations for r(¢) and ¢(t) are

Copyright © by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 07/09/20 to 129.2.19.102. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php

16 L. BERLYAND, P. JABIN, M. POTOMKIN, E. RATAJCZYK

(43) mi = 771€ (UBG(T) - ’I“) + Fthrustp(@) + v 2Dy (1,
(44) IrodSb = n2€2(¢)Bg(T, 90) - 90) + V 2l)lro‘n <2-

Here py is the density of the rod, so m = po/ is its mass; L,oq = pof>/12 is the moment
of inertia of the rod around the center of mass; 1; and 72 are material constants related
to the background fluid viscosity. Function upg(7) is the velocity of the background
flow at point r. We assume that the background flow is not affected by the active
rod. Thus, upg satisfies the homogeneous Stokes equation in €:

—mAupg + Vp =0,
V- upg = 0.

Fihrust is the magnitude of the thrust force (the self-propulsion force); Dy, and Dyt
are translational and rotational diffusion coefficients, respectively; ¢; and (; are un-
correlated white noises with intensities (¢;(¢),(;(t))) = 6(¢t — ), i« = 1,2. Function
®pi(r, ) can be understood as the proportionality coefficient defining the torque
due to the background flow exerted on the unit rod at location r, with orientation
angle ¢ and zero angular velocity, and ®pi (7, ) is given by

(45) Dpg(r,p) = 11— ppT)VuBG(r)p €y, €, =(—sing,cosyp).

Equation (43) is the force balance for the active rod, and this equation reads as
follows. There are three forces exerted on the active rod: (i) the viscous drag force
which is proportional to the relative velocity of the active rod with respect to the
background flow, (ii) the self-propulsion force directed always along the orientation
of the active rod, and (iii) the random (Brownian) force. Equation (44) is the torque
balance for the active rod which implies that there are two torques reorienting the
active rod: viscous and random torques. Here we assume that the self-propulsion
force does not affect orientation of the active rod.

The system (43)—(44) can be written in the following general form:

dr
(46) E =,
dov 1
(47) FT g(u(ﬁ @,t) —v) + /2Dy (1,
dop
dw 1
(49) E = g(T(’l",(p,t) - W) + \/MCZ

Here u(r, ¢, t) and T(r, ¢, t) are given smooth and bounded functions, and ¢ is a small
parameter.

Next, we describe the rule of collision of the active rod and the wall I'. At time
of a collision, .o, an instantaneous force (an impulse) is exerted on the rod, and this
force is directed normal to I" (see Figure 4):

Fcoll = —mon 6(t - tcoll);

where n is the outward normal vector and o will be determined below. One can
formally add the force Fo to the right-hand side of (43). This translates into the
following collision rule for velocities:

(50) v/ =v—on,
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Fcoll = —'ﬂlO’Il(S(T,' - teoll)

EP T T AT

n

Fic. 4. A force exerted on the active rod due to a collision with the wall.

where v = 7(tcon —0) and v’ = 7(t.on +0) are velocities before and after the collision,
respectively. The force Fq is exerted at the front of the active rod which touches the
wall T'. This implies that the active rod has an additional torque (in the right-hand
side of (44)) due to the collision, which equals to —mo% (p x n)d(t — teon), and thus
the collision rule for angular velocities is

(51) Ww=w-— %O’(p XMn)-e,,
where w = ¢(tcon — 0) and w’ = G(tcon + 0) are angular velocities before and after
the collision, respectively, and e, = (0,0, 1) is the unit vector orthogonal to the plane
containing domain 2.

To completely describe the collision rule, the value of parameter ¢ needs to be
determined. To this end, we assume that the collision is perfectly elastic, that is, the
kinetic energy does not change in time of the collision:

52 Aot et = Do omp+ 22 (0 Sopxmy-e.)
5"+ Sloaw” = (v —on 5 W goexn)-e ) .
Expanding the right-hand side of (52) we get the formula for o:

2w -n)+Llw(lp xn)- e,
1+ 3|p x nl?

(53) o=
Remark 2. We can extend our consideration to imperfect elastic conditions, that
is, we may assume that a part of energy is lost in time of collision:

1 1 1 1
(54) im'v/2 + ierdWQ =c {vaz + 2Irodw2} ,

where 0 < € < 1 is coeflicient of restitution which measures how elastic the collision
is: if it is 1, the collision is perfectly elastic; if € = 0, the collision is perfectly inelastic.

PROPOSITION 3. Let C be the linear operator (a 3 x 3 matriz)

(55) C:(v,w)n—>(v—an,w—ga(pxn)-ez)
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with o from (53). Then
(56) |det C| = 1.

Proof. Denote vy, :=v-n and v; := v -7 (7 is the unit tangent vector on I'). We
also represent o as follows:
2 {(pxn)-e
o= Av, + Bw, where A= —— and B = M
14 3|p x n|? 14 3|p x n|?
In addition, we introduce angle 6 between vectors p and n. Note that sinf = (p x
n)-e,.
Then the operator C can be represented by

1 0 0 v,
cy=|0 ; 1-A o —B o
0 —-sinfA 1—-sinfB w
L l
Finally, we compute det C:
1-A -B
=1 S04 1-Ssinen |~ 7"
1 L
Thus, the proof of proposition is complete. ]

6.2. Fokker—Planck equation for an active rod with inertia. For active
rods whose motion inside domain € is described by (46)—(49), the Fokker-Planck
equation is

at.fs +v- vrfs + %V'v : ((u - v)fs - EDtrvv.fs>
(57) +wd, ] + %aw (@) ~ D) = 0.

The unknown function fe(t, r,v,,w) is the probability distribution function of the
active rod’s location r € €, translational velocity v € R?, orientation angle ¢ €
[-7,7), and angular velocity w € R.

The collision rule of the active rods with the wall I' is given by (50)—(51). The
rule translates into the following boundary conditions for f.:

(58) vfi-n=v/f-(-n), ronT,

where f! = f.(t,r,v’,p,w’) and the pair (v/,w’) is given by collision rule (50)—(51).

Remark 3. The meaning of boundary condition (58) is as follows: the flux of
incident active rods equal to the flux of reflected active rods. In other words, the flux is
the same before and after collisions. Note that if one considers spherical particles with
no preferred orientation (no ¢ and w), then the collision rule is v/ = v —2(v-n)n, and
(58) is reduced in this case to equality of probability distribution functions f. = f..
This boundary condition is used in many works where particles are assumed to be
spherical; see, e.g., [12, 22, 23]. We point out here that imposing such boundary
conditions (equality of probability distribution functions instead of fluxes as in (58))
for active rods leads to violation of both the mass conservation and the energy relation.
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In this work we are interested in the limit ¢ — 0. Following [12, 22, 23], to obtain

a meaningful limit we first rescale f.:

fs(t,Ta v, 9070')) = fs(t,'r’,sv, 30750'))'

Then the Fokker—Planck equation for the rescaled probability distribution function
f< has the following form:

(59)

1 1
8tf5 + gv : V'r'fe + ?vv : ((gu - U)fs - Dtrvvfs)

1 1
+ gwatpfe + ?aw ((ET - w)fa - Drotawfs) =0

with boundary condition (58) for f.
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