Invent. math. (2018) 214:523-591 @ CrossMark
https://doi.org/10.1007/s00222-018-0808-y

Quantitative estimates of propagation of chaos for
stochastic systems with W—1:® kernels

Pierre-Emmanuel Jabin! - Zhenfu Wang!-?

Received: 30 June 2017 / Accepted: 7 June 2018 / Published online: 6 July 2018
© Springer-Verlag GmbH Germany, part of Springer Nature 2018

Abstract We derive quantitative estimates proving the propagation of chaos
for large stochastic systems of interacting particles. We obtain explicit bounds
on the relative entropy between the joint law of the particles and the tensorized
law at the limit. We have to develop for this new laws of large numbers at the
exponential scale. But our result only requires very weak regularity on the
interaction kernel in the negative Sobolev space W 1", thus including the
Biot—Savart law and the point vortices dynamics for the 2d incompressible
Navier—Stokes.
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1 Introduction
1.1 Motivation

We consider large systems of NV indistinguishable point-particles given by the
coupled stochastic differential equations (SDEs)

1 .
dX; = F(X;)dr + NZK(X,- — X;)dr +20xdW/, i=1,...,N
J#i
(1)

where for simplicity X; € I1¢, the d-dimensional torus, the W' are N indepen-
dent standard Wiener Processes (Brownian motions) in R¢ and the stochastic
term in (1) should be understood in the It0 sense.

The interaction term is normalized by the factor 1/N, corresponding to
the mean field scaling. For a fixed N our goal is hence to derive explicit,
quantitative estimates comparing System (1) to the mean field limit p solving

0o+ divx(p [F + K xx p]) = 0 Ap. 2)

Such estimates in particular imply the propagation of chaos in the limit N —
oo. But precisely because they are quantitative, they also characterize the
reduction of complexity of System (1) for large and finite N.

A guiding motivation of interaction kernel K in our work is given by the
Biot—Savart law in dimension 2, namely

L

K(x) = @ — + Ko(x), 3)
%]

where x1 denotes the rotation of vector x by 77/2 and where K is a smooth

correction to periodize K on the torus represented by [— 1/2, 1/2]¢. Ifw(x) €
LP(T1%) with p > 1, then u = K %, w solves

curlu:curll(*xa):oz(w—/ a)) divu = divK »w = 0.
l-[d

If F =0, the limiting Eq. (2) becomes
0w+ K x w-Vyw =0 Aw, 4)

where we now write on (¢, x), using the classical notation for the vorticity
of a fluid. Equation (4) is invariant by the addition of a constant w — w + C.
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Quantitative estimates of propagation of chaos 525

We may hence assume that || ¢ @ = 0 and Eq. (4) is then equivalent to the 2d
incompressible Navier—Stokes system on u (¢, x) s.t. w = curlu,

oru +u-Vyu =Vyp+o Au, 5)
divu = 0.
The system of particles (1) now corresponds to a system of interacting point
vortices with additive noise. Because we present our method in the simplest
framework where particles are indistinguishable, all point vortices necessarily
have the same vorticity in this setting.
Our main results provide an explicit estimate quantifying that the system
(1)is within O(N~/?) from the limit (2) in an appropriate statistical sense.
This applies to

— If the diffusion is non-vanishing, oy — o > 0, to all kernels K € W—1:*®
with div K € W1, see Theorem 1 in Sect. 1.2. We devote Sect. 1.3
to a long discussion of various examples of kernels K that are covered by
Theorem 1 but emphasize here that it applies to the Biot—Savart law (3)
and to any kernel K s.t. [x| K € L and divK € W1,

— If the diffusion vanishes (or is degenerate in some directions), oy — o
with o # 0, we can handle any kernels K € L* with divK € L.
Moreover if the kernel is anti-symmetric, K (—x) = — K (x) [which is the
case for (3)], then we only need |x| K € L* with divK € L. The
corresponding Theorem 2 is presented in Sect. 1.4.

We are therefore able to handle the Biot—Savart law independently of the
viscosity. But we should note that Theorem 1 applies to much more general
kernels.

The key argument in our proof is given by Theorem 4, a new large deviation
estimate which bounds an appropriate partition function

N

sup/ exp i Z o (xi, xj) HlN:l,é(dxi) < 00,
N JdN N !
for a modified potential ¢ which is related to K and p but is not the potential of
the dynamics. The critical point is that such an estimate holds even if ¢ is not
continuous, but only exponentially integrable with appropriate cancellations.

The rest of the article is organized as follows: the last subsection in the intro-
duction sketches the proof of our basic a priori estimates. Section 2 presents
the proof of our main results, assuming that one has two critical estimates,
Theorems 3 (law of large numbers at exponential scale) and 4 (large devia-
tion estimate mentioned above). We establish some preliminary combinatorics
notations in Sect. 3. This enables us to easily prove Theorem 3 in Sect. 4. The
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proof of Theorem 4 is considerably more difficult; it is performed in Sect. 5
which is the main technical contribution of this article.

1.2 Main results for non-vanishing diffusion

We start by recalling the precise definition of the space W1 (I1%) which
is used both in Proposition 1 and in Theorem 1 and which is critical to our
applications.

Definition 1 A function f with [, f = 0 belongs to W—1.2°(119) iff there
exists a vector field g in L>®(I1¢) s.t. f = div g. Similarly a vector field K
with fnd K = 0 belongs to W~1-°°(T1%) iff there exists a matrix field V in
L®(M%) st. K = divV or K, = Zﬁ 9 Vup. We then denote

1 lljj-re0 = inf ligllzoe, with f = divg,

and similarly

1K lyi-1.00 = ir‘l/f IVILee, with K = divV.

Following the basic approach introduced in [56], our main idea is to use
relative entropy methods to compare the coupled law py (¢, x1, ..., xy) of the
whole system (1) to the tensorized law

_ _oN _
PNt X1, xy) = p% =TI p(t, x;),

consisting of N independent copies of a process following the law p, solution
to the limiting Eq. (2).

As our estimates carry over py, we do not consider directly the system of
SDEs (1) but instead work at the level of the Liouville equation

N N N
. 1
drpN + E divy, | ov | F(xi) + v E Kxi—xj) | |= E oN Ax; PN
i=1 j=1 i=1

(6)
where and hereafter we use the convention that K (0) = 0. The law p encom-
passes all the statistical information about the system. Given that it is set in

N with N >> 1, the observable statistical information is typically con-
tained in the marginals

PNk, X1, .o, Xg) = f on(t, x1, .., XN) AXgtr ... dxy. ()
4 (N—k)
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Our final goal is to obtain explicit bounds on py x — 5%, where 5 =
Hf.‘zl,[)(t,x,-). Those bounds will follow from a relative entropy estimate
between py and a solution py to (6). But for this, we cannot use any weak
solution to the Liouville (6) and instead require

Definition 2 (Entropy solution) A density py € L1197V, with on = 0and
fnd v py dXV = 1, is an entropy solution to Eq. (6) on the time interval
[0, T1,iff ppn solves (6) in the sense of distributions, and fora.e.t < T

v
/ on (@, XV) log pn (2, XNy dXN + oy Z/ / de” ds
¢ N

N

< 0 log p% dxV
_/I:IdN/ON g ON

N
1 t ) ) N
_Nizlfo /HdN(dlv F(x;) + div K (x; — x;)) py dX" ds, (8)

where for convenience we use in the article the notation XV = (x1, ..., xy).

In general it can be difficult to obtain the well posedness of an advection—
diffusion equation such as (6) under very weak regularity of the advection
field K, such as is our case here. We refer to [31] for an example of such study.

In our case though, we do not need the well posedness and it is in fact
straightforward to check that there exists at least one entropy solution to (6).

Proposition 1 Assume that fnd N ,og, log pg, < 0, o8 = o > 0, and that
F, divF € L*™. Assume finally that K € W1 with as well divK e
W1:%°, Then there exists an entropy solution py satisfying

PN

N
N N N | ON ! Vi onl? o
pon(t, X7) logpn(t, X7) dX™ + — E — ) dX" ds
N 2 i1 0 4N

; )
Nt|divK|3
0 0 gxN 4 W—loo .
§fndeN10gdeX 20 + Nt|div FlL
Moreover for any ¢ € L2([0, T], Who°(I129)) with ||¢||L2 o <1
1 t
7/ / @ (s, x1, x2) K(x1 — x2) pn 2(s, X1, x2) dxy dxo ds
| K |l yir—1,00 m2d (10)

tldivKl 2|l div F |z
Wotee | div Fl

o? o '

2 0 0 qyN
< —_— 1 dXx
_l+t+Ng/HdeN 0g Py +
so that the product K py is well defined.
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528 P-E. Jabin, Z. Wang

Our method revolves around the control of the rescaled relative entropy

pn (1, XN)

dxV, 11
pN(t, XN) b

_ 1
Hn(on | pN) (@) = N/ on(t, XV) log
ndN

while our main result is the explicit estimate

Theorem 1 Assume that divF € L®(I1%), that K € W~1°°(11%) with
divk € W1, Assume that oy > o > 0. Assume moreover that py
is an entropy solution to Eq. (6) as per Definition 2. Assume finally that
0 € L*°([0, T1, WZ’P(Hd))for any p < oo solves Eq. (2) with inf p > 0
and fl‘[d o = 1. Then

- 1
Hu(pn | pn)(1) <eM UKIHIKID1 (HN(p?v | o) + 5

+MA+t(A+[K[|*) o —oN|>,

where we denote ||K|| = [|K|lyj-1.00 + [ div K ||yj-1,00 and M is a constant
which only depends on
- V25
M(d, o, inf 5, 1y, sup NPIE?
p=l

if PR 1og ol I1div Fllzox ).
N 4N

Remark I The regularity assumptions for the limit p on the time interval [0, 7]
can be established by propagating the regularities of the initial data.

Remark 2 There is no explicit regularity assumption on F in the previous
theorem, since F does not appear explicitly in the evolution of Hx (on | on) (t).
Nevertheless some regularity on F' is implicitly required, in particular to obtain
W?2P solution /5 to (2). The constant M depends on || div F ||z only in the
case oy # o. See the proof of Lemma 2 for details.

Remark 3 While our results are presented for simplicity in the torus IT¢, they
could be extended to any bounded domain §2 with appropriate boundary con-
ditions. The possible extension to unbounded domains however appears highly
non-trivial, in particular in view of the assumption inf p > 0 which could not
hold anymore.
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Quantitative estimates of propagation of chaos 529

The proof of Theorem 1 strongly relies on the properties of the relative
entropy over tensorized spaces such as I1¢ V. Those properties are also critical
to derive appropriate control on the observables or marginals py . In particular
the sub-additivity implies that the relative entropy of the marginals is bounded
by the total relative entropy or

_ 1
Hiloni | 7% = ¢ /

PN,k -
L PNk logﬁ dxy...dxy <Hn(on | PN),
m

(12)

for which we refer to [50,69,70] where estimates quantifying the classical
notion of propagation of chaos are thoroughly investigated.

It is then possible to derive from Theorem 1 the strong propagation of chaos
as per

Corollary 1 Under the assumptions of Theorem 1, if Hy (pg, | /32,) — Oas
N — oo, then over any fixed time interval [0, T

Hn(pn | pN) — 0, as N — oo.

As a consequence considering any finite marginal at order k, one has the strong
propagation of chaos

_ok
lon.x — P® ”LOO([O, T1, LI(I14k)) — 0.

Finally in the particular case where supy N Hy (,OR, | ,52,) = H < oo, and
where supy N oy — o| = S < 00, then one @as that, for some constant C
depending onlyonk, H, S, T and | K| and M defined in Theorem 1,

_gk C
lon .k — /0® ||L°°([0, T, LI(T14k)) = ﬁ (13)

Remark 4 The rate of convergence in 1/+/N in (13) is widely considered to
be optimal as it corresponds to the size of stochastic fluctuations. We refer for
example to [67] where entropy methods are used in this context for smooth
interaction kernels; see also the prior [3,11,20].

Proof Corollary 1 follows directly from Theorem 1 by using inequality (12)
and the Csiszar—Kullback—Pinsker inequality (see for instance [88]) for any f
and g functions on IT¢*

If —gllpimary < V2kHi(f | &)-

O

@ Springer



530 P-E. Jabin, Z. Wang

Remark 5 Theorem 1 also provides the rate of convergence in the Wasserstein
distance by a Talagrand-type inequality (see for instance [8,12])

1
—@k — _ok \2p
Wplowi 5% = Co. p) (KHiton k15%9))

for any p > 1, since the underlying space I1¢ is compact.

The starting steps in the proof of Theorem 1, such as the relative entropy and
the reduction to a modified law of large numbers, had already been exposed in
[56]. However the present contribution expands much on the basic ideas and
techniques introduced in [56]: First we make better use of the diffusion, which
was instead mostly considered as a perturbation in [56]. This is the main reason
why we are essentially able to gain one full derivative in our assumption on
K with respect to the K € L* in [56].

The main technical contribution in the present article, namely the modified
law of large numbers stated in Theorem 4, is considerably more difficult to
prove than any equivalent in [56]. This has lead to several new ideas in the
combinatorics approach, detailed in the proof of Theorem 4 in Sect. 5. Theo-
rem 4 corresponds to classical large deviation estimates for instance in [2] but
for non-continuous potentials, which is new in the literature. We believe that
it can be of further and wider use.

The importance of law of large numbers for the propagation of chaos or the
mean field limit has of course long been recognized, at least since Kac, see
[58] or [85]. We also refer to [43] for an example where the classical law of
large numbers is used but which is limited to Lipschitz kernels K.

The relative entropy at the level of the Liouville equation does not seem to
have been widely used for mean field limits yet. The relative entropy method,
initiated in [89] in the context of hydrodynamics of Ginzburg—Landau and now
has been extensively used for hydrodynamics limits (see chapter 6 in [59]),
is maybe the closest to the approach developed here. A similar approach,
namely a modulated energy argument, was introduced in [82] to investigate
mean field limits for quantum vortices (see also [26]), and has been used in [25]
for gradient flows with Riesz-like potentials and in [83] for 1st order Coulomb
flows. We also refer to [34] for a different, trajectorial, view on the role of the
entropy in SDEs.

1.3 Applications

We delve in this section into some examples of kernels K that our method can
handle and discuss at the same time where our result stands in comparison
to the existing literature. In general quantitative estimates of propagation of
chaos were previously only available for smooth, Lipschitz, kernels K such
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as in the classical result [68]; see also [3,11,20,67] for more on the classical
Lipschitz case. Gronwall-like estimates with Lipschitz force fields, but a fixed
number of SDEs, were also at the basis of [54].

System (1) retains simple additive interactions, contrary to the more com-
plex structure found for example in [71,72]; but it still includes a large range
of first order models, such as swarming, opinion dynamics, aggregation equa-
tions, neuroscience models, see for instance [10,16,22,30] or [61] and the
reference therein. The propagation of chaos of stochastic system (1) is also
closely related to complex geometry, which has been investigated in [4,5]. The
Dyson Brownian motions, i.e. (1) with K(x) = 1/x in 1D, or more general
mean filed models at low temperature, are also connected to random matrix
theory [1,27]... The list of examples given below is hence by no means exhaus-
tive and we refer to our recent survey [57] for a more thorough discussion of
current important questions.

— The 2d viscous vortex model where K satisfies (3). As mentioned in the
introduction, the mean field limit (2) is then the 2d incompressible Navier—
Stokes equation written in vorticity form, Eq. (4). We can write

— ¢ arctanil + 0
K = divV, V=[ ¢ ERad ]

0 1) arctanfc—f + v

where one can choose ¢ smooth with compact support in the representative
(—1/2, 1/2)? of T12 and (Y1, ) a corresponding smooth correction to
periodize V. Therefore K satisfies the assumptions of Theorem 1.

The convergence of the systems of point vortices (1) to the limit (4) had first
been established in [74] for a large enough viscosity o. The well posedness
of the point vortices dynamics has been proved globally in [73]; see also
[32]. Finally the convergence to the mean field limit has been obtained with
any positive viscosity o in the recent [36].

However those results rely on a compactness argument based on a control
of the singular interaction provided by the dissipation of entropy in the
system.

As far as we know, this article is the first to provide a quantitative rate of
propagation of chaos for the 2d viscous vortex model.

— Hamiltonian structure. If the dimension d is even then the previous example
can be generalized to include any Hamiltonian structure. In that case one
has d = 2n, x = (g, p) with g, p € T1" and for some Hamiltonian
H : 11" — R,

K = (V,H, =V, H).
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Theorem 1 now applies if H € L°(I1*"), though this may not be
the optimal condition (see the discussion below). The theorem provides
propagation of chaos for such systems with diffusion with much weaker
assumptions than any comparable result in the literature.

We are nevertheless somewhat limited by our framework here. One would
for example typically want to apply this to the classical Newtonian dynam-
ics where H = Y, p?/2 + % >_i.; V(gi — q;). This is formally easy by
choosing the appropriate function F in the system of particles (1).

The firstissue is that the momentum should be unbounded instead of having
p € IT"; as we mentioned in one of the remarks after Theorem 1, such an
extension of our result to p € R" for example would be non-trivial...The
second issue concerns the diffusion which for such models usually applies
only to the momentum. This leads to a degenerate diffusion whereas we
absolutely require it in every variable.

— Collision-like interactions. We can even handle extremely singular inter-
actions where some sort of collision event occurs at some fixed horizon.
Consider for example any function ¢ € L(11%), any smooth field M (x)
of matrices and define

K = div(MIp<0), or Ko(x) =) dp(Mup(x) Lp(x)<0)-
s

It is straightforward to choose M s.t. div K € W~ oreven div K = 0:
A simple example is simply to take M anti-symmetric. As M Iy<o € L™,
Theorem 1 applies. This particular choice of K means that two particles
i and j will interact exactly when ¢ (X; — X ;) = 0. An obvious example
iIsp(x) = |x |2 — (2R)? in which case the particles can be seen as balls of
radius R which interact when touching.

But in the context of swarming, one could have birds, or other animals,
which interact as soon as they can see each other; this is different from
the cone of vision type of interaction found for example in [17] where
the interaction is much less singular (bounded). Micro-organisms such as
bacteria may also have complicated, non-smooth shapes. In all those cases
{¢ < 0} is not a ball in general and may even be a singular set.

Since M (x) is smooth, one could interpret K as being supported on the
measure §5—0. But in fact we do not need any regularity on ¢, not even
¢ € BV and here K may not even be a measure...

— Gradient flow structure. The dual to the Hamiltonian case is to take K =
V1 for some potential . This lets us see the system of particles (1) as a
gradient flow with diffusion and it endows the mean field limit (2) with the
derived and nonlinear gradient flow structure.
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When ¢ is convex, but not necessarily smooth, it is possible to strongly
use this gradient flow structure. This is in particular the key to obtain the
well posedness of Eq. (2), even without diffusion, as in [18,19] and in [10]
for the mean field limit.

However it does not seem easy for our approach to fully make use of such
gradient flows. This is seen on the assumptions of Theorem 1 where having
K € W1 is not very demanding, ¥ € L° would be enough, while
the condition div K € W~ actually forces us to consider Lipschitz
potentials ¥r. Of course any i convex is Lipschitz so that Theorem 1 still
extends the known theory for general v. But it is clearly not performing
as well as in the Hamiltonian case.

A very good example of this is the 2d Patlak—Keller—Segel model of chemo-
taxis where one would like to have K = o x/ |x|? + Ko(x). This choice
of K is just a rotation of 7 /2 from the 2d Navier-Stokes kernel given by
(3). Therefore we still have that K € W~ by using a rotation of the
matrix V that we wrote in the Navier—Stokes setting. But unfortunately
div K is now one full derivative away from W=1-° and Theorem 1 cannot
be applied.

By studying the specific properties of the system though, a convergence
result to measure-valued solutions was obtained in [52] while the con-
vergence to weak solutions was achieved in [37] (see also [40] for the
sub-critical case). We also refer to [66] for general Coulomb interactions.
Those results are not quantitative though and a major open problem remains
to find an equivalent of Theorem 1 in this case.

We wish to conclude this subsection about kernels K to which Theorem 1
applies, by discussing more in details the assumption K € W1

We first come back to the vortex dynamics for 2d Navier—Stokes and the
kernel K given by the Biot—Savart law (3). Since div K = 0, the classical way
to represent K is by K = curl ¢ with

¥ (x) = a loglx| + Yo(x),

with again /9 a smooth correction to periodize ¥r. Obviously v is not bounded
which at first glance suggests that K does not belong to W ~1-°°. This is incor-
rect as the “right” choice of V above demonstrates but it means that knowing
whether K € W1 is not as simple as it may seem.

The distinction is rather technical but it is critical for us as it allows us
to handle the crucial example of the vortex model. It also turns out to be
connected with a fundamental difficulty in our proof. Our estimates directly
use a representation K = div V and the most difficult term would vanish if V
were anti-symmetric, which is the case if we take K = curl . The fact that
we cannot take K = curl Yyrwith y € L™ is responsible for the main technical
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difficulty in this article and in particular this is what requires Theorem 4 whose
proof takes all of Sect. 5. We refer to the more specific comments that we make
in Sect. 2.1.

In general the study of the K for which there exists a matrix field V € L™
s.t. divV = K turns out to be a very complex mathematical question. This
can be done coordinate by coordinate obviously so the question is equivalent
to finding the scalar field ¢ for which there exists a vector field u € L™ s.t.
divu = ¢.

The difficulty is that for a given K, there does not exist a unique matrix
field Vs.t. divV = K. Of course in dimension d = 2 if div K = 0, then
there exists a unique ¥ up to a constant, s.t. K = curl ¢. In dimensiond > 2,
if div K = 0, there exists an anti-symmetric matrix V s.t. K = div V. The
anti-symmetric matrix V is not unique in general though with the well known
issue of the gauge choice for vector potential if d = 3.

But even in dimension 2, there is no reason why ¢ € L* if K € Wl
This is indeed connected to the fact that the Riesz transforms are unbounded
on L and the kernel K of (3) is the classical example of this. Instead one
only has in general that v € BMO.

However even in this simple case, it is not known if € BM O is equivalent
to K € W=1-%°_ This question is connected to the classical representation of
BM O functions in [29]. For any ¥ € BM O, [29] showed that there exists
Yo, Y1, Y2 € L®s.t. ¥ = Yo+ Ry Y1 + Ry Yo with R;,i = 1, 2, the Riesz
transforms. If it were always possible to take o = 0 then we would have the
equivalence but that seems (at best) highly non-trivial.

Instead the positive results that we have are much more recent and limited.
This line of investigation was started in the seminal [14] which proved that if
K € L4(T19) then K € W~1-2°(I19). If K is known to be a signed measure
then this was extended in [76] to find that K = div V with V € L° iff there
exists C s.t. for any Borel set U

/ K(dx)
U

This result in [76] hence has the direct consequence

< C|aU]|. (14)

Proposition 2 [f d > 1 and K belongs to the Lorentz space L4 (T1%) then
K e Wb,

Proof Assuming K € L% then for a constant C, we have that

C
{x e 9, |K(x)| = M}| < T

@ Springer



Quantitative estimates of propagation of chaos 535

Decompose now dyadically

/ |K(0)ldx < U1+ ) 2 [{x e U, [K(x)| =24
v k>0

Define kg s.t. 2~4 ®o+tD) < || < 279k and bound

l{x € U, |K(x)| > 25} < |U| for k < ko,

C
(x €U, 1K) = 28] < |{x € N, |K()| 2 2] < 7 fork > ko.

This leads to

f K@)ldx < |U[+ ) 2 u ¢ ) 20Dk
U k<ko k>ko

< |U| + 2042 |y| + ¢ 20Dkt < ¢y,

by using the definition of kg. By the isoperimetric inequality, there exists a

constant Cy s.t. |U |% < C4 |0U| so that we verify the condition (14) which
concludes the proof. |

Proposition 2 not only applies to K given by (3) but proves in general that any
K with |K (x)| < C/|x| belongs to W1 This in particular implies that our
result in the case with vanishing viscosity, Theorem 2 in the next subsection,
is indeed weaker that Theorem 1 when viscosity does not degenerate.

The original result in [14] is not constructive, and it is even proved that the
V € L*®s.t. K = div V cannot be obtained linearly from K . The development
of constructive algorithms to obtain V is a current important field of research,
see [86].

1.4 The case with vanishing diffusion

While we are mostly interested in Eq. (6) when the viscosity does not asymp-
totically vanishes, a nice (and essentially free) consequence of the method
developed here is to also provide a result with vanishing viscosity.

The result is of course weaker and requires that K € L with div K € L™
orthat | K (x)| < C/|x| but K is anti-symmetric (K (—x) = —K (x)) also with
div K € L°°. Obtaining an entropy solution to (6) in the sense of Definition 2
is even more straightforward in these cases as there is no need for integration
by parts. However, we emphasize that in the case that K is anti-symmetric and
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|K (x)] < C/|x]|, we should understand the product Koy using the classical
observation from Delort [24]

/2d o (1, x1,x20) K (x1 — x2)pn 2(t, X1, x2) dx1 dxp
n

1
=3 / y (¢t x1,x2) — p(t, x2, x)K (x1 — x2) pn 2(t, x1, X2)) dxy dxp
n

= Cl[VellL,

where the equality is ensured by the is anti-symmetry of K and the symmetry
of py and therefore py 2.

Moreover we also directly obtain the following bound, which replaces in
that case the one provided by Proposition 1,

N

v
/ on (@, XV) log py (1, XNy dXN + oy 2/ / M dxV ds
ndnN

< /M o% log p% dXN + Nt (| div K[|z + || div F| 1) . (15)
I1

Under those stronger assumptions on K, we have the following result.

Theorem 2 Assume that div F € L®(I1%), div K € L>°(T19) and that either
K € LM% or ford > 2, K(—x) = —K (x) with |x| K(x) € L*®(I1%).
Assume moreover that py is an entropy solution to Eq. (6) as per Definition 2.
Assume finally that p € L*([0, T], W°°(I1%)) solves Eq. (2) with fl‘ld 0=
1. Then

_ 7 _ 1
Hy(on | pn)(t) < M2 11Kt (HN(,OR, | DY) +

N
+ M> (1 + [|K]loot) |0 — onl) . (16)
where we now denote || K |loo = || K || + || div K || Lo in the general case and
1K loo = ll|x| K|l 4 || div K || for the anti-symmetric case while M is

a constant which only depends on

IVlegpllLrpary 1

M, (a, Iog pllsmo, sup / L PN log o, lldiv
n

pz1 p N
. IV2log Al .
17l sup =R log Bl )
p=
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Remark 6 The constant M> is in the above complex form simply because we
include all cases oy — o > 0. For instance if oy = o, then M, does not
depend on % N ,02, log ,02,, | div F ||~ and || log g ||y 1.c. See the proof of
Theorem 2 in Sect. 2.7 for more details.

Remark 7 To control the error caused by the difference |0 — oy|, we need
Vlog 5 € L®(I19). This can be replaced by appropriate moment assumptions
like |V log 5(x)| < C|x|* so that the result can easily be extended to the whole
space RY.

Theorem 2 also applies to the Biot—Savart law (3), which for oy = 0 cor-
responds to the inviscid point vortex model approximating 2D incompressible
Euler equation. This derivation was an early breakthrough from [44,45], which
obtained a very precise and quantitative comparison of the point vortex dynam-
ics with its mean field limit. The results on those articles required however also
a precise mesh-like distribution of the point vortices, that is in particular not
compatible with random initial conditions. This was a strong motivation for
the later works in [80] for example, which allowed for more general initial
conditions but less optimal quantitative estimates.

As for the contributions just mentioned, our result strongly relies on the anti-
symmetry of the kernel K. It provides the optimal rate of convergence while
allowing random initial data (and in fact, doesn’t work well if particles are
initially strongly correlated). But more importantly, it does not require oy = 0
so that it is compatible with all sort of vanishing viscosity approximations to
the Euler system.

As we remarked above, if [x| K € L™ then K € W~ while on the other
hand if K € W~ then it can be singular on a more complex set, it can be
measure-valued functions or even more general than measures as we discussed
earlier in Sect. 1.3. For this reason Theorem 2 is obviously mostly only useful
in comparison to our main result if oy — o = 0, including potentially the
purely deterministic setting where oy = 0 or cases where the viscosity is
degenerate in some directions. But it may also require less regularity on the
limit p and could also be of use in such a situation. In particular it does not
require that inf p > 0 and is hence easy to extend to unbounded domains
contrary to Theorem 1.

Because of its usefulness for degenerate viscosities, it is rather natural to
compare Theorem 2 to results for kinetic mean field limits based on the 2nd
order dynamics

N
1 .
dQ; = P dr, dPi=— D K(Qi— Q))dt +2onx dW/. (17)
j=1
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We refer to [41,55] for an introduction to the mean field question in this
kinetic setting. The best results so far have been obtained in [49] for a singular
kernel K with |[K(x)] < C|x|™%, |[VK(x)| < C|x|7!7% with @ < 1;in
[53] for Holder continuous K. The most classical case is again the Poisson
kernel K (x) = yg x/|x|¢ which is unfortunately out of reach so far (except
in dimension 1 as in [51]). It is possible to treat truncated kernels such as
K(x) = yax/(x| + en)? with the most realistic ey obtained in [62,63].
However none of the techniques in those articles seems, so far, to be able to
handle any diffusion and especially vanishing or degenerate diffusion as in
(17). In the case of (17) where the limiting equation is often called Vlasov—
Fokker—Planck, we refer for example to [11] which requires more regularity
on K.

We remark that in comparison, the theory of mean field limits for purely /st
order systems without viscosity is much more advanced. In particular the limit
of point vortices had already obtained in [45], with a very precise comparison
at the level of characteristics but very specific initial conditions as well. The
requirements on the initial data was later relaxed in [80] to allow for random
initial distributions at the cost of a less accurate comparison. In [65], it was
even possible to obtain 2D vortex sheet at the limit. Those results rely on the
particular structure of the Biot—Savart law, and especially on the cancellation
at the heart of Delort’s argument.

Nevertheless, it was proved in [48] using appropriate Wasserstein distances,
that the mean field limit holds for any interaction kernel with |K (x)| < |x|~*
and |[VK| < |x|7*~! with s < d — 1, without any other structure on K and in
any dimension but not including the Coulomb case.

More recently, a relative entropy approach based on the natural energy of
the system has been introduced in [25]. This allows for a direct control on
the difference between the empirical measure and the limit. The method per-
forms especially well on gradient flows (where our present techniques are
sub-optimal) and allows to obtain the mean field limit for general Riesz poten-
tials (including Coulomb in 2D). This approach can also be used when the
discrete dynamics is not immediately under the form of an aggregation equa-
tion, with Ginzburg—Landau vortices in [26]. The technique also allowed to
include Coulomb interaction in any dimension in [83].

However it remains quite challenging to employ the techniques developed
in those deterministic settings with any (possibly vanishing) diffusion.

Specifically for stochastic systems with diffusion, a proper use of the
gradient flow structure (in comparison to the Hamiltonian structure of the Biot—
Savart law) was instrumental in [21] and more recently in [6]. This allowed to
obtain propagation of chaos in [21], in dimension d = 1 and for a logarithmic
interacting potential, or converting in our notation K (x) = 1/x in 1D. This
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result could be extended in [6] to K (x) = C# with s € [1, 3) but still in 1D
by introducing the right notion of quasi-convexity.

Another obvious point of comparison for Theorem 2 is our previous result
in [56]. This previous result covered the case of (17) with the same assumption
K € L*°; it also introduced the basic ideas for the method used here, based
on the relative entropy and combinatorics estimates.

However [56] was relying strongly on the symplectic structure of the dynam-
ics in (17). Extending the method to general kernels K which may not even
be Hamiltonian, as is done by Theorem 2, changes the scope of the result. It
has also been proved to be quite complex: From a technical point of view, the
whole combinatorics estimates of [56] can be summarized in Sect. 3 of the
present article while the new estimates are considerably longer, see Sect. 5.

1.5 Sketch of the proof of Proposition 1

The proof follows very classical ideas: consider a regularized interaction kernel
K. Equation (6) with K, now has a unique solution py  for any initial measure
,o,(i,. The goal is to take the limit ¢ — 0, by extracting weak-* converging sub-
sequences of py ¢, and to derive (6) for the limiting kernel K and the various
estimates such as (8) and (9).

The only (small) difficulty in this procedure is to obtain adequate uniform
bounds. For this reason we only explain here how to derive those bounds for
any weak solution py to (6) which also satisfies (8).

The first step is to prove from (8) that

Yo IVaon>  on 0 0 1yN
Z/ f —— dX dst/ py log oy dX ™.
i J0 JmdN PN néy

Observe that if divK € W1, that is divK = divy with ||| zc =
| div K || 371,00, then

N
1 t
~N E /()de div K (x; — x;j) pn dx™ ds
I

i, j=1
N
< IdivK i1 // Ve, o] dXY ds
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On the other hand
N t
Z// Vool dXY ds
4 0 HdN
i=1
N L 2
V..
< . ON Zf f | x,pN| dXN ds
2|1 div K| y-1,00 ‘= J0 JndN PN
Idiv Kllyp-1.00 // N
dx® d
+ 20N Z 4N PN ’

Nt div Kl 1o o ! Vi NI
5 [ Il yir—1. LN Z/ / AETZ o
20N 2|l div K[| yjy—1,00 i /0 Jndn o PN

This implies that

N
1 t
__E iv K (x; — x; xN
N.._/o/ndelV (i = x) oy X ds

Nt||d1vK||

N t 2
o0 N
Woleo | ON Z/ / |Vx; ON | axV g
20y 2 = Jo Jnav  pn

Introducing this bound in (8) shows that

v
/ o (6, XV) Tog piy (1, XV dxN + Z// | "'pm dxV d
Hd ndN

Nt div K>3

§/deR,10g,0,0\,dXN Wloo+Nt||d1VF||Loo
1

20N
which since oy > o exactly proves (9).

From Lemma 3.7 in [50], i.e. the Fisher information of 2-marginal py > can
be controlled by the total Fisher information of py, we know that

! \% \%
/ / | xle 2| dx dx2 - Z/ / | xle| dXN dS
0 JI12d PN,2 4N

which can be proved by applying Jensen’s inequality to the convex function
(a.b) = lal?/b.
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IfK € W1 ie if K(x) = divV(x) meaning with the use of coordinates
that K,(x) = Z‘é:l 0pVyp(x) with V' a matrix-valued field, then for any
¢ e whe

/ K(x1 —x2) ¢(x1,x2) py.2dx1dxa
HZd

/zd V( 1 2) (¢ ;XI/ON,Z ;x1¢ ,ON,Z) dx1 dx2
IT

|V, pn 212
< [IVllzee [[V@liee 4+ 1V |z 1§l oo (f U dxpdxy )
24 PON.2

which leads to (10) using that infy || V|[Lc = [|K|l}j/-1,00-
Finally, we note that

div X _y Z Xoa Xo . -V
|x¥ |X|y |x 72 |X|7’ ’

so that with the same approach it would be possible to derive the bound

1 \Y 2
/ _PN2 dxidx) < —— / Mol dx) dxy,
md |x1 — x2|” d—-y)* Jmd pn2

forany y < 2ifd = 2 and for y = 2 if d > 2, which has proved critical
in the previous derivation and studies of the 2d incompressible Navier—Stokes
for instance see [32,36,74].

2 Proofs of Theorems 1 and 2

2.1 Sketch of the proof of Theorem 1

Our goal in this subsection is to present the main steps of the proof. For this

reason, we make several simplifying assumptions that allow us to focus on the
main ideas. First of all, we assume that

F=0, divKk=0, Ko=) dpVap with||VI|zea) <.
B

for § small in terms of some norms of p.
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We also assume that p € C* with inf 0 > 0 and that py is a classical
solution to (6) so that we may easily manipulate this equation.

Finally we assume thatoy = o = 1.

Following our previous discussion about the criticality of the assumption
K = divV with V € L, we refer the readers in particular to the end of step
2 after formula (20) and to step 5 in the following proof. That step requires
the use of Theorem 4 whose proof contains the main technical difficulties of
the article.

If instead one would assume that V is anti-symmetric then the term B in
step 5 vanishes and as we mentioned above, we would have a much simpler
proof. Unfortunately this would not let us handle our most important kernel
K = x*/|x|* corresponding to the 2d incompressible Navier—Stokes system.

Step 1: Time evolution of the relative entropy First of all it is straightforward
to derive an equation on py from the limiting Eq. (2)

N 1 N N
o+ D K (i —xj) Vapy =Y 0 Ay

i=1 j=1 i=1
N N
1 _ _
+ D | 7 2K G —x) = K pxi) | - Vi

i=1 j:l

Combining this with the Liouville equation (6), one obtains that

d
—Hn(on | poN)(@)

dr
1 N

<-%5 D / (K (xi —x;) — K *x p(xi)) - Vy, log py dXV
N i j= ndN

N 2
1 PN
-~ v, log 2% 18

NZfHdNPN s log = (18)

A full justification of this calculation is given later in the main proof in
Lemma 2.

Step 2: Using K = div V. As the kernel K is not bounded but we only have
that K = divV with V € L, the next step is to integrate by parts to make
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V explicit in our estimates. Writing K, = )  9pVap, we find
PN
i [ o (K =) = K v () - Vi Tog i X
i, j=1

N
1
= 2 3 [ (o Ventsi=xp

o,p i, j=1
_ PN _
=0, Vap % 5(30)) =iy ax”,

so that integrating by part, this term is equal to

1 Z i 8)3‘1)(/351\’ N
— f oN (Vap(xi —xj) — Vop *x p(x;)) ———— dX
N7 PSRt PN

1 al PN
52 Z Z / (Vap(xi = x7) = Vg *x p(x7)) Oye PNO p—— dx™.
N A~ Jndn i PN
af i, j=1
Writing in tensor form this is finally equal to
N 2 -

1 _ ViON N
N Z / on (V(xi —xj) = Vo plx;)) 1 —— dX
N, 2/ PN

1 N P
— - N N
— Vxi—xj)—V D)) Vi Vy, — dX*.
+ N2 iél /HdN( (xi —xj) *x ,O(XZ)) xi PN ® Vi; e

The second term involves a derivative of px/pny which can be controlled
thanks to the dissipation term in (18). More precisely by Cauchy—Schwartz

N
—] > = PN N
Vixi—xj) =V i) Vxi Vi —dX
N2 igl _/1'[dN( ()C x']) *x p(xl)) xi PN ® Xi oN

1o oN |2 Pa
< o [ [ 2
N = Jnan PN PN
N . N
! Vi, on|7 | 1 _ 2 v
+ N;'/I:IdeN 512\/ ‘szl(v(x" —Xj) = Vg P(xi))‘ dx—.
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Of course

pN|2@

7. 2
PN PN

PN |2
= |Vy, log —_) PN
PN

so that the first term is actually bounded by the dissipation of entropy. On the
other hand

Ve onl? Ve p(x)]?

py Px)?
Hence we obtain that
d _
EHN(,ON | oN)() < A+ B, (19)
where
v 2
C; - N
W’);/M PN —Z (Vi —xj) = Voay pxp)| dx ¥,
B ! (20)
N P
B=— V(xi —xj) = Ve p(xi)) 0 ——— dX7,
N2 2:: ndN 2 ! ) p(x;)

and C; is a constant depending only on the smoothness of p.
We point out here that Vfl_,é is a symmetric matrix. Hence, if V is anti-
symmetric, then the term B completely vanishes: B = 0.

Step 3: Change of law from py to py The two previous terms A and B can be
seen as the expectations of the corresponding random variables with respect to
the law pp. Obviously we do not know the properties of py and would much
prefer having expectations with respect to the tensorized law py. We hence
use the following

Lemma 1 For any two probability densities py and py on 1N, and any
@ e L®(I19N), one has thatVn > 0

1 _ 1 _
/ @ py dXV < — (HN(PN loN) + — log/ pn eN® dXN) .
ndnN n dnN

N

Proof We give the (short) proof for the sake of completeness. Without loss of
generality, we assume that n = 1. Define

1
f=-e"?py, )»=/ pn e ® dxV.
A 4N
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Notice that f is a probability density as f > 0 and [ f = 1. Hence by the
convexity of the entropy

1 v_ 1 N
— pn log f dX" < — pN log py dX™.
N dnN N dnN

On the other hand, one can easily check that

log A

1 1
— 1 dxV = @ dxV + — log oy dXV — ,
N/ndeN og f /HM,ON + N/ndeN 0g PN N

which concludes the proof of the lemma. O

To apply Lemma 1 to A, we first expand A coordinate by coordinate as

c. N o4 N 2
~Zr _ S xs) — 5(x: N
A< N ;a%;l/l:['“\’ PN N ;(Vw,ﬂ(xt xj) Va,ﬂ *x ,O(X;)) dx™.
Now applying Lemma 1 with first to each
1 & ’
Pap = | 2 (Veup(ri = x)) = Vo we 50) |
j=1
in A and then to
N 5 -
1 Vi p(xi)
D =— Vi —x;) =V x p(x;)) : ——,
N2 l,jzzl (Vi =, P)
in B, we obtain that
A+ B <2Hn(pn | pn)(t) + A+ B,
with
c. N4 | X 2
. 5 _
A= —5 ;a%::llog/n” exp ﬁ ; (Va,ﬂ(x,' —xj) — Vo xx p(x,-))
v dxV. (21)

V2, 5)

B= %mg / py e Ti = (VOi—e)=Vaha)) s Js™ gy N
4N
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Observe that the cost to perform this change of law is, unfortunately, severe as
we now have exponential factors in A and B. That is the reason why we need
L (or almost L°) bounds on V.

Step 4: Bounding A through a law of large number at the exponential scale
By symmetry of permutation, we may take i = 1 in A. Define

Wot,ﬂ(z» X) = Va,ﬂ(z —X)— Vot,/S *x p(2),
so that
| X
Wi Z (Va,p(x1 — xj) — Vg *x p(x1))
j=1

=z

N
1
:N Z K[/aﬁ(xlvle)waﬂ('xl’xh)'

J1.j2=1

We remark that each v has vanishing expectation with respect to p

/ Vap(z, x) p(x)dx = 0.
nd

Theorem 3 Consider any p € Ll(l'Id) with p > 0 and fnd px)dx = 1.

Assume that a scalar function v € L with ||{r||p~ < 2—16, and that for any
fixed z, fl‘ld Y(z,x) p(x)dx = 0 then

N
_ 1
[ e |5 X v | ax®
" it =1 (22)

<C=2<1+ 10a + '3)
- I—-a)p 1-8)"

where py (t, XN) =TIV p(t, x;)

4
o=yl <1 p=(V2elvl=) <1.

We give a straightforward proof of Theorem 3 in Sect. 4, using the com-
binatorics techniques developed in the article. But note that this theorem is
essentially a variant of the well known law of large numbers at exponential
scales; the main difference being that ¥ (x1, xj,)¥ (x1, xj,) does not have van-
ishing expectation if j; = ja, j1 = 1 or jo = 1. Technically Theorem 3 is
hence rather simple, contrary to Theorem 4 below.
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Using Theorem 3 and by taking || V||~ small enough, we deduce that

- C;
A< WP (23)

Step 5: Bound on B through a new modified law of large numbers We now
define

Vib(x)

d(x, )=V —2)—Vxplx) : —=
p(x)

’

and we apply to B the following result

Theorem 4 Consider p € L'(I1¢) with p > 0 and fl‘[d pdx = 1. Consider
further any ¢ (x, z) € L® with

2
N (Sup || supz|¢<.,z>|||mpdx)) L

p>1 p

where C is a universal constant. Assume that ¢ satisfies the following cancel-
lations

/ d(x,2) p(x)dx =0 Vz, / Od(x,2)p(x)dz =0 Vx. (24)
I 4

Then

N
fndeNexp v 2 ot | dxXN st coo (29)

i,j=1

where we recall that py (t, X)) = IT;L, p(2, x;).

Theorem 4 is by far the main technical difficulty in this article. Observe that
contrary to classical laws of large numbers, it requires two precise cancellations
on ¢, separately in x where

/ ¢(x,z) p(x) dx = / (divK(x —z) — divK %, p(x)) p(x)dx =0,
4 4
as div K = 0 and in z where we use the classical cancellation

fndmx C )= Va5 (D) dz = 0.
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Choosing § so that || V|| L« is small enough, Theorem 4 again implies that

~ C 5
B < N (26)

While Theorem 4 looks similar to the modified law of large numbers that
was at the heart of our previous result [56], it is considerably more difficult to
prove. In [56], we relied a lot on the natural symplectic structure of the problem,
which is completely absent here. The proof Theorem 4 is therefore the main
technical difficulty and contribution of the article, performed in Sect. 5.

As we noticed earlier, if V were anti-symmetric, then one would have ¢ = 0
and in turn B = 0. The main technical difficulty here is due to the need for a
V without symmetries, which is required to handle 2d incompressible Navier—
Stokes.

Theorem 3 is essentially a classical law of large numbers at the exponential
scale. On the other hand, Theorem 4 is actually a result of large deviation. If ¢
was continuous, it would follow from the classical [2] for example. However
with only ¢ bounded (which is critical if we want to apply this to the Biot—
Savart law), we are not aware of any existing results in the literature. The
connection to such large deviation estimates is briefly explained in Sect. 2.2
below.

Final step: Conclusion of the proof Inserting (23) and (26) in (19), we deduce
that

Cs

d
- 0 <2 )
dtHN(,ON | on) < 2Hn(on | PN) + N

allowing to conclude through Gronwall’s lemma.

There are several additional difficulties in the general proof. The fact that
||Vl is not small forces us to carefully rescale all our estimates. Similarly
since py is only an entropy solution to the Liouville Eq. (6), we have to proceed
more carefully in estimating the relative entropy.

2.2 A comparison with classical large deviation results

We first recall the classical law of large numbers at the exponential scale which
one can for instance formulate as

Proposition 3 Assume that ¢ € L®(I19) with ||¢|lr~ < 1, denote uy =
% > i 8(x — X;) the empirical measure. Then there exists universal constants

C1, Cs > 0, such that for any p € P(I1¢)
2
/C1>:| < Ca.

Esen |:exp (N
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where the expectation is taken with respect to the joint distribution p®V.

The proof of Proposition 3 can for example be found in [7,77,90].
We further remark that

/ d dp _ ! S X;
0y () = dp() = N;jcp( )

where (Z)(x) =¢x)— fl‘[d ¢ (x)p(dx) has mean zero on 1 and the previous
expectation under p®" is simply

N
| S )
/ndNeXp Cl_Ni’ijl"ﬁ(xfoj) pEN (duxy -+ da).

Hence Proposition 3 implies our Theorem 3.

The counterpart of our Theorem 4 in the classical Large Deviation Principle
can be found in [2], based on the classical results in [13,87]. See also some
applications in the context of Log and Riesz Gases in [64]. Let us reformulate
as above by using the empirical measure, so that estimate (25) in Theorem 4
then becomes a bound on

Zx = Egon exp | N /H ) duy () duw () @)

which should of course be interpreted as a partition function but in our case
for a potential that is not the original one. If ¢ is continuous, the expression
makes perfect sense (and is otherwise trickier to justify).

The results in [2] show that limy_, o, €Y 0 Z 5 exists and is finite; and can
even be fully characterized through the right quadratic form on L%. A fortiori

eN'm0 7 is bounded.
The key parameter m is obtained through the study of the large deviation
functional

d
mo = inf (f tog S 4,1 x) — f 6 (x, y) du(dx) du(dy)>,
ueP(Id) dp(x)

where g’pfg)) is 400 unless u is absolutely continuous w.r.t. p in which case

g’gg; is just the Radon-Nikodym derivative.

The cancellation assumptions (24) in Theorem 4 which we recall are

/¢(X,Z);5(X)dx=0 vz, /qﬁ(x,z)ﬁ(z)dzzo Vx,
4 4
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precisely allow to write

d
mo = inf (/ log 'lf(x) w(dx)
neP(I1d) dp(x)

- /qﬁ(x, y) (du(x) — p(x) dx) (du(y) — p(y) dy)) .

But now the uniform convexity of | log g’gg )) w(dx) dominates the second

part provided for example that ||¢|| L~ is small enough. In that case mo = 0
and the result in [2] not only implies our Theorem 4 but also provides a much
more precise characterization of the limit.

Unfortunately [2] imposes that ¢ be continuous and we do not know of
another comparable result without that condition. In that sense Theorem 4
appear to be new. It also seems to be an open question whether the assumptions
on ¢ in this theorem are optimal or could be pushed further. And we finally note
that even though we have a uniform bound in N, we cannot for the moment
characterize the limit as in [2] if we have so little regularity on ¢.

2.3 Time evolution of the relative entropy

The first step in the proof is to estimate the time evolution of the relative
entropy,

Lemma 2 Assume that py is an entropy solution to Eq. (6) as per Definition 2.
Assume that p € WH([0, T] x I1%) solves Eq. (2) with inf p > 0 and
fnd p = 1. Then

_ 1 pn(t, XV) N 0, =0
H 1) =— t, XYy log =52 dxV <H
N (o | Bn)(0) N/Hd ot Xy log = o XY < My (o 1 4)

1 _ _
Y E //dN K(x,— )—K*xp(xi))~inlogpNdXNds
3l
111

1
- 7 Z / /dN (div K (x; —x;) — div K %, p(x;)) dXV ds
IT

i, j=1

DI

where we recall that py (t, XV) = HN 1 0(t, x;) and with

Vi, log ‘ +Cit|lo —onl,

2
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1 2

Ci=— = % log p% +2111og 5111
V=7 2 [ A Tog s+ 2 og Al +

||d1vK||W oo 2|ldiv Fllzeo
3 + .

g (<A

Proof From the limiting Eq. (2), one can readily check that log py solves

N

N N _
- 1 - A ,'pN
log oy + ) 5 D (Fxi) + K(xi —x))) - Vi log oy = ) o —-=
i=1"" j=1 i=1
1 _ _
+ 2| 7 2K —x)) = Kx pxi) | - Vi log pw
: o
N
— D (div F(x) + div K *y p(xi)). (28)

i=1

Remark that log py € WH°([0, T] x T1¢V) since p € WH°([0, T] x I1%)
and p is bounded from below. Therefore log py can be used as a test function
against py in Eq. (6). This implies that

[ v ioeiy ax¥ = [ tog sy ax
nenN 4N

/ / PN (azlogpw Z(F(xl)+1<<xt —x)) - Vs, 1ogpN) dxV ds

i,j=1

N
— on Z/ / V., log oy Vi, oy dXV ds.
im1 0 HdN

Using the Eq. (28) on log py, we obtain

[ owioein ax® = [ oh tog i ax
Hd HdN

N
1 = -
+Z/ /HdN (N ZK(xi_xj)_K*xp(xi))'Vx,-logpN dxV ds

j=1

/ / oN Z(dlv F(x;) + div K *, p(x;)) dXV ds
nd

Ve p
+ Z x’pN —onVy pN - x_‘ipN dxV ds.
ndN !

PN
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Using the entropy dissipation for py given by (8), we have that

1
Hn(on | oN)(@) = Hn(on | on)(O0) + I Dy

N2Xl/ﬁw (K (x;i — xj) — K %¢ p(x1)) - Vi, log oy dXV ds

Z / f (div K (x; — x;) — div K *¢ p(x;)) dxV ds, (29)
HdN

z]l

with

Vs Vi, on|?
4N PN PN

PN

By integration by parts

Ay p Vabn  |Vyonl?
/ (-PN x_'oN + Vi, 0N - x_,o AL
ey PN PN PN

Ve pn 2 V. V. on|?
:_f ,ONl x,_/z)N| _2inPN' x_,PN+| x,pN|
4N P PN PN

(30)

i1 PN Py
Of course
IV ,,ON|2 |V, 0(x)I? _
Zf i Z y MPCDE N 1og 511
ndN p(xi)
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while by Cauchy—Schwartz

N t - N t 2
v,'ION - |V,10N|

2:// Vi oy - sNznlogpn%mQ:// Wxionl?

i1 70 anN PN iz 70 4N PN

Nt || div K%

0 Ww-loo

_ 2
< Ntlllog s + ;fmp% log piy +
2.J1
[2|| div F|| e

o

o2

+ N

’

by Proposition 1 based on the entropy dissipation.
This leads to

N Ay, N
(o0 —on) Z PN ——
i /0 4N PN
Idiv K 1% L2 diVF||Loo:|

< |lo —op| (Nt |:2 I logﬁ”%{/l,oo + ) o

2
+ —/ oY 1ogp,‘3,). (31)
ndN

o

Finally combining (31) with (30)

Dy < —QZ/ / PN ‘in log/f—N( +lo —on]| —/ pi log pyy
~ Jo Jnan pN o Jnaw

] I div K I 1o 21 div Fl
+Nt |:2 I log,OII%VLoo + JZW + . )

which inserted in (29) concludes the proof. O

2.4 Bounding the interaction terms: the bounded divergence term

We now have to obtain the main estimates, starting with the case where the
kernel belongs to W—1-29(T1?) and has bounded divergence.
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Lemma 3 Assume that p € W2 P(T1%) for any p < oo, then for any kernel
L e W_l’oo(Hd) with div L € L®°, one has that

N
1 — -
N2 Z /1:[dN'ON (L(xi_xj)_L*x /O(xi))'vxilngN dxV
i j=1
1 N
- T3 divL(xi —x:) — divL % 5(x;)) dxV

N
a PN 2 N 1 _ 1
< 4N;fndeN| w log 27| - L( N<pN|pN)+N)

where C is a universal constant and

(P22 A ) A S} AT V2p
Ml — B wl. W-l LAl i1, sup IV=pllLr

L= +||d1VL||Loo

o (inf )2 infp e

Proof Remark that in this estimate, time is now only a fixed parameter and
will hence not be specified in this proof.
Denote V € L®(I1%)s.t. L = div V or using coordinates L, = Z,s 0 Vap.

By the definition of W12 we assume that || V ||z < 2 | Ll4iy-1.0. Rewriting
PN
) .Zl /ndN on (L(xj — xj) — L%y p(x7)) - Vi, log py dX*
L J=

N
1 -
= — V2 E E /;—1 (axl;; Vap(xi—xj) — axlp Vap *x P(xi))

af i, j=1
x PN 5wy dXV.
PN !

By integration by parts, this is equal to

1 _
:N_ / aﬂ(xl xj)_ ap *x ;O(xl)) ,5_N zaxﬁpN dx”

af i, j=

N
1 PN _
_2 Z Z / aﬁ(xz xj) - /3 *x p(xl)) 5 /5_N a)cl‘."/ON dx”.
af i, j=
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When one adds the divergence term, one obtains in tensor form

N
1
_m Zlv/l:IdN (L(xi_xj)_l‘*x ;O(xl)) Vi log py dxV
1 =
1N
- N2 Z / (divL(x, —xj) — div L *, p(x,)) dXVN = A+ B
N i j=1 I‘[dN
with

N
1 —_—
A:m Z_: fndN (V(Xi—Xj)—V*x ,O(x,-)) . Vi N ® Vi, p_N dXN

PN

_ Vi N
N2 Z /HM (Vi —x)) = Ve plxi) + —2
— div L(xl' —xj) + div L *¢ p(x;)] dxV.
We treat independently A and B.

The bound on A. First by Cauchy—Schwartz and by using a b < a?/4 + b?

Vi, on gy

PN

g N ,0
A2 o
4N IHdN)ON

2
N 1
7d v)C,'ION N
U;_/ndN (NJXZ; Vix — — Vo P(xz))) _7‘ oy dX7T.
Remark that
- 2 -2

V. on _ 1

— V. lo W

15N | Xi gp(xl)l = (nf )2

Hence one has that
g ul PN
A< = V.. log 222 axV
__4N§;A;NpN\%(gﬁN
iz

1Al o & 1 ’
+NO’(1I?;,O)2 Z Z: /(IN NZ( Otﬂ(xl_x/)_ a,B *x p(xt))
PN dXN, (32)

where V, g is the corresponding coordinate of the matrix field V.
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For some n > 0 to be chosen later, we apply Lemma 1 with

2
1 )
P = N ;77 (V‘Wg(xi — Xj) = Vo, *x ,O(x,')) )

N d 1 N 2
S 2 /W 5 2 Vaup G = xj) = Vo v 5x0) | v dx™

N N . } 2
N (% 51 (ap i) —VaprePC0)) 4 N

PNe
i=1 a.p=1

(33)

By symmetry
1 N N(%Zn(v 5(){’—)6]')—‘/ B* ﬁ(x))>2 N
Sy 5 SR ¢

VIt e

1=
_ N (i Z,r](Vaﬁ(XI—X')_Va ﬁ*xﬁ(xl)))z N
:log/ oy e (v 2jn(a. D= Ve, dx™.

dnN

Define ¥ (z, x) = n Vyp(z —x) — 1 Vo g x p(2). Choose n = 1/(4e ||V =)
and note that ||| e < ﬁ and that for a fixed z, f p(x)¥(z,x)dx = 0.
Since

2
N
1
5 21 (Veup Ot = x)) = Vap e (x1)
j=1
N
N Z Ve, X)) ¥ (X xg,),

we may apply Theorem 3 to obtain that
= N<LZ‘77(VOZ px1—x;)—Vy ﬁ*xﬁ(xl)))z N
/deNe AR v dx" <c,
I

for some explicit universal constant C.
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Combining (32)—(33) with this bound yields the final estimate on A

2
g N N
<in Z/ ax
1511100 1V 1700 1
Ccd —1 H on) + — ), 34
+ 5 Gnf 572 ( N(pN 1PN) + & (34)
again for some universal constant C.
The bound on B. Define
_ Vip(x)
P, 2) =(V(x —2) = Vo p(x)) 1 —= ——
p(x)
—divL(x —z) 4+ div L x, p(x), (35)

so that

Vip
- 3 Z / [ Vi =) = Vong B(x) t

PN

—divL(x; — x;) 4+ div L %, ﬁ(xi)} dx™

N
1 N
=— E f oN @ (xi, xj) dXT.
N e dnN

Apply Lemma 1 with

N
1
=7 > néxi,x)),

i,j=1

so that

B<_HN(:0N|,0N)+_/ NeNZlJn¢(x' ) dxV. (36)
n 4N

Observe that [;4 ¢ (x, 2) f(z) dz = 0. While by integration by parts

Vib(x)

p(x)

= / (divL(x —z) — div L *, p(x)) p(x)dx,
1nd

AJV@—@—VHﬁ@D 5r) d
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implying that [ ¢ (x, 2) p(x) dx = 0. Note as well from (35) that

|| ”L
l sup lpC, DIlerpax) =2 IV25liLr +2 [ div L] .
Hence choosing
1
T (Wi V50 4y ’
¢ ( mfp SUPp —p T lldiv L||L°°>

we may apply Theorem 4 to bound
/ ﬁNe%Zi,jnqb(xi,xj) dxVN < C,
4N -
for some universal constant C. Hence from (36), we conclude that

IVIiee  IV*5llLe . ) 1
B=<C ( ——— sup +||divL|re ) | Hn(on | pN) + — ) -
infp p N

(37)

To finish the proof of the lemma, we simply have to add (34) and (37),
recalling that || V| oo < 2|IL|lyj-1,00- O

2.5 Bounding the interaction terms: the divergence term only in Wb

Lemma 4 Assume that p € WP(I19) for any p < oo, then for any kernel
L e L®I19) with divL € W12 one has that

N
1 _ _
vl E 1/1‘141\/ pn (L(x; —xj) — L *x p(x7)) - Vy, log oy dX™
i, j=
|
oz E /1:1le PN (diVL(x,- —x;j) — div L x, ,6(x,-)) dxV

1
< 4NZ/ PN |V, logpN| dx" +C Mj (HN<pN|pN>+ )

where C is a universal constant and

. INIIES
= (ILllzee + 1 div L]l jj-1.50) Tinfp —IIdeIIW oo
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Proof The proof follows similar ideas to the proof of Lemma 3 but now we
have to integrate by parts the term with div L instead of the term with L.
Denote L € L s.t. divL = divL and || div Ll yj-1.00 = [|L|z. Write

-3 Z /deN (divL(x; — xj) — div L %, p(x;)) dXV
L. IT
i, j=1
- PN (= =
= Vi 2 (D = xj) = Lo ) oy dx™
s 3 [ B ()
N 2y Jmey AN
1 N
3 2 [ o (Bt —x) = Law ) - Vi log o ax™.
F— I1
i, j=1
Hence

1 N
Py
J

/HM pn (L(xi —x;) — L *x p(x;)) - Vi, log oy dXV
(38)

N

- E /dN pn (divL(x; —x;) — divL %, p(x;)) dXV = A+ B,
oo /n

l,]:l

with
[ 0
_ N (7,0 N 7 _ ) - N
A= N2 i;l /Hdzv Vxlﬁ—N.(L(xl xXj) — Ly p(x,)) ondX?,
and

N
I i o ]
b=y ¥ /HM on (L = x;) — L xg ) - Vi, log oy dXY,
i, j=

for L =L — L.
Bound for A. We start with Cauchy—Schwartz to bound
N 2 =2
D A
4N — Jnan | " pn| pn
1 & 1 Y ?
— 3 i 5 N
tNe ZZ/HM PN N Y Lalxi —x)) = Lo % plx)| dXV,

j=1
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where L, is the coordinate of L. ~
Denote ¥ (z, x) = n(Ly(z — x) — Ly * p(z)), and use Lemma 1 for @ =

2
‘% Z;\’:l v (xi, Xj)‘ to obtain

2

N N
1 .
Z/” & Dt~ )~ Lo )| X
I1 .
i=1 j=lI

N | 2
— oy i v.xg) N
N J
3 Z}log/ndeNe‘ / dx*.
1=

Of course [rq ¥ (z, x) p(x) dx = 0 so that taking

1 1
Cde|Lle  4elldivLiy-1e

’

and applying Theorem 3, we find

N
g pN N
A<— Vi, log — X
4N Z/ndN %85 PN d
i=l1 (39)
A LI 1
—— | Hn(on | oN) + = | -
(o4 N

Bound for B. We follow the same steps as before, define
¢(x,2) = (L(x —2) = Lx p(x)) - Vx log p(x),
and first apply Lemma 1 with & = <5 Zﬁ/j:l ¢ (xi, x;) to find
1 _ 1 - Ly eix) 4N
B < —Hn(on | pN) + —— log pN eN =i TR d X
n Nn naN
Since div L = div L — div L = 0, we have that

/ ¢(X,Z),5(Z)dZ=/ d(x,2) p(x)dx =0.
rné nd

Choose
1 inf p

= Viog il roadn : , = ’
C LN sup, LREPLrGon — € (L + 1div Lllj-1.2) V51
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and apply now Theorem 4 to conclude that

Vol (

B < C(||IL]lpe~ div L||i/-1.00 -
< C(ILIlLee + [1div L yj-1,00) nf 5

_ 1
Hn(on | ON) + ﬁ) .

(40)

Combining (39) and (40) concludes the proof. ]

2.6 Conclusion of the proof of Theorem 1

The proof of Theorem 1 follows from the previous estimates through a careful
decomposition of the kernel K.

By the assumption of Theorem 1, we have that K, = dgVyg where V €
L°°(I19) is a matrix field, and that there exists K € L™ s.t. divK = divK
and | K | oo (rmay < 2|1 div K || jj/-1.00. For convenience, we use the notation

1K = 1K Il oo qnay + IV Il oo qnay < 211div K llyp—1.00 4+ 2 11K [l jj-1.00-

Define K = div V — K. Note that div K = 0 and obviously since K € L>®
and we can choose K s.t. fl% = 0, then K € W1 with ||I§||W_1,oo <
Ca K]l ]

We combine Lemma 2 with Lemma 3 for L = K, and finally with Lemma
4 for L = K. We obtain

Hy (o | pn) (1) < H (0% | o) + Cit o — o]

! ) 1 (41)
+C /0 <M}( +M125> <HN(/0N | on)(s) + ﬁ) ds.

With our specific bounds

_ 1615 10 (1K lr0e V250
Mp <d KI5 0 ——rs W= su :
o (inf p) infp p
) . s Vol d .. =,
M7 < (uKuLoo + | div an_m) s to! div K17 -

To keep calculations simple, we do not try here to obtain fully explicit bounds
(which would still be possible) and simplify (41) in

Hy(on | ) (@) < Hy (oS | oY) + M (1 +1 (14 |K|P) |0 — on]

_ s i 1 (42)
+M K|+ 1K) /0 (HN(,ON | ON)(s) + N) ,
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where we only kept explicit a simplified dependence on K and where the
constant M depends only on

IV25llzr 1

M(d, o, infp, ||p]|lwiee, e O log o, |1 div Fl1 ).
( 0. inf 5. Iplyies. sup = N/HMN ogpy. lldiv Fli, )

By Gronwall lemma, (42) implies that

_ Y 2 _ 1
Hy (o | pn) () <eM UKIFIKID? <HN(pg, | oY) + ~

FM( 41 (1+ [K?) o —onl),

which concludes the proof of Theorem 1.

2.7 Proof of Theorem 2

The proof of our result for vanishing viscosity is in fact now straightforward
as it uses our previous analysis.
First of all, we have an direct equivalent of Lemma 2

on (£, XN)

N <H 0 =0
—ﬁN(Z» XM <Hn(oyn | Py)

1
Hy(on | V(@0 = = / on(t, XV) log

N2 Z / /1:141" K(xl—x])—K*x ,o(xl))~Vx[10g,6N dx" ds
i, j=1

Z / de dlv K(x; —xj) — div K x ﬁ(x,-)) dxV ds +ay
1
i, j=1

(43)

where when oy — o =0,

N ot
ON — -
an=g5 ?_1/0 fndemvx,. log p(x)|* dX™ ds <tlo — on | [ 10g /131 00

while when oy — 0 > 0as N — oo, we can take 0 = 0/2 as in Lemma 2
but use the entropy bound (15) which gives

ay =Crt|o —on|
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with C» given by

2

Cr=——
2 oNt

0 0 2 . 2 . -2
py log py+ =11 div K|[zo+ = div F|[ oo +2]| log pll 1 c0-
4N o o

There is no need for any integration by part on the other terms in (43). When
K € L and div K € L, one simply denotes for some 1 > 0

%qb(x,z) = —(K(x —2) = K %, p(x)) - Vylog p(x) — (div K (x — 2)
— div K *; p(x)). (44)

But for more singular kernels K with K(—x) = —K(x), [x|K(x) € L™
and div K € L, we have to do a symmetrization first as in [24]. Indeed, for
any n > 0,

1 1
L6000 = 5[ (K =2 = K x pl0) - Vi log o)

+ divK((x —z) — div K »; p(x)
+ (K(z —x) — K x, p(2)) - V. log p(2)
+ divK(z—x) — divK %, ,s(z)}.

Using K (—x) = —K(x), we then obtain

2
- Ed)(x, 72) = K(x —z) - (Vylog p(x) — V log p(z))

— K xx p(x) - Vylog p(x) — K *x p(z) - V;1og p(2)
+ divK(x —z) — div K *, p(x)
4+ divK(z —x) — div K %, p(2). 45)

We then directly apply Lemma 1 to

1 N
¢ =3 D i x)),
i,j=1
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and find
1 X
N2 Z /O /dN'ON (K(xi_Xj)—K*xﬁ(xi))-inlogﬁN dxV ds
i, j=1 I

1 ! . . -
-2 Z /(; /dN ON (dlv K(x;j —xj) — div K *, ,o(xl-)) dx™V ds
= n

<1H( |‘)+11/ 5 1§N¢>( y | ax®
— — 10 €X — iy Xj .
=3 N(oN | PN nN g r[deN p Nij—l Xis Xj

We use Theorem 4 and observe if K € L then one directly has that

2
,_c (Sup | sup. (.. 2)| ||Lp<ﬁdx>)
p

>1 p

2
Vlog p 5
< CPIKI <l+suP ” gpp”““”’”) -1,
p=1

provided that one chooses

1
C 1Kl (1 +sup, T8l )

n<

P
and where we recall that
1 Klloo = 1K |lLoe + || div K || Loo.

If K(x) = —K(—x) with |x| K € L, one now has to be careful in
estimating

su "2 5
sup | sup, [¢(., 2)| ||Lp(pdx),
p=1 P

as ¢ is now symmetric in x and z.
First we recall the well known estimate, of which we give a short proof at
the end of the subsection

Lemma 5 For any function f in LY with g > d, one has that for any x, z
|f () = f@)] =< Calx =z M|V 7)Y,
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where M is the maximal operator.

By Lemma 5, for some ¢ > d, two terms in (45) can be estimated as

|K (x — 2) - (Vy log p(x) — V, log 5(2)) |
< Calllx|K (x)|| oo (M [V2 Tog p]4 (x))"/4,

and

1K %, p(x) - Vi log p(x) + K %x p(2) - V. log 5(2)]
< |K %y p(x) + K %y p(2)] |V log p(x))|
+ |K *x p(2)] Vi log p(x) — V:log 5(2)]
< Cylllx|K @)l (1Vx log ()] + (M |V§ log 5| (x))!/4) .

Combining with the trivial estimates for terms involving div K, i.e.

|div K(x —z) — div K %, p(x)], |div K(z — x)
—div K % p(2)] < 2| div K| L,

we finally obtain that
Sljpl¢(x, DI =nCallKlloo (1 + llpllLe|Vylog p(x)]
(L4 (A1) (M | V¢ log pI? () '/9)
where we recall that now
[Klloo = Il lx|K (xX) [ oe + || div K[| oo
Assuming that p € A, is a Muckenhoupt weight then for p > ¢
[ M 1V210g 51D 50wy < W1BNa, (V21025 1054y

where we write, through a slight abuse of notation

1 1 . p/p*
1la = sup —— [ 5oy dx (—/ 50~ dx) _
" Buban|Bl JB |B| Jp

But in addition A, C A, if r > p while we only need to work with large p.
On the other hand (see Chapter 5 in [84] for example), if log p € BM O then
p € A for some p.
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Thus we finally find, similarly to the previous case, that

Vlog p 5
sup V1og ollLr(sdx)
p=1 p

Y <Cn? 1K % - (1 + 15]l2)? (1 +

+C(l[logpllBMo) sup

” 1 ||
V<log p o

g LP(pdx) < 1’
p>1

provided again that n is chosen small enough, and by Theorem 4, we hence
have

Z / / N (K(xi = xj) — K %y p(x7)) - Vy, log py dXV ds
HdN

Z / /Hd/v d1V K(xj —xj) — div K *, ,o(x,)) dx™V ds

ljl

1
M: || Kl / (HN(PN | pN)(s) + N) ds.
0

Inserting this in (43), we find that
0 Y ' 1
Hn(on | pN) =Hn(on | PN) + M2 |IK oo /0 (HN(/ON | on)(s) + N) ds
+ My (1+1[K o) |0 — on|
for some constant M, depending only on

- i _ IVlog pllr(sa IV21og AllLr(sa
A4z(a,nanm,|HogpnBMo,sup @I sup S (Pdx)

p>1 p p>1
m%mlmif p% log oY, [l div Fll 1
whee N enN N N> '

This concludes the proof by Gronwall lemma.

Proof (Proof of Lemma 5) Note that this estimate is also connected to the clas-
sical Rademacher theorem for a.e. differentiability of functions in W4 for

qg >d.
First we recall the very classical (see again [84] for example)

|f(X)—f(Z)|<Cd/ IVf(y)|< O )
- ly—x|<2 |x—z| ly —x|4=1 " |z —yd-1)"’
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which can be simply derived by integrating |V f| over arcs if circles between x
and z and averaging over all such arcs that belong to the ball [y —x| < 2 [x —z].
Now we can just observe that for ¢ > d

dy 1/q
/ VFo) —2 < (f IVf(y)I”dy)
ly—x|<2|x—z| Iz =yl ly—x|<2 |x—z]
dy (g-1)/q
(/Iy—x|§2 —z| 12— yl(d_l)q/(q_l))

1/q
< Cylx —z|\74 (/ IVf(y)quy>
|ly—x|<2 |x—z]
< Cqlx —z| (M|V f19(x)"/4,

The other term may be bounded in the same manner (and is in fact better as it
could be controlled by M|V f|(x) directly), thus concluding the proof. O

3 Preliminary of combinatorics

Before the proof of the main estimates Theorem 3 and Theorem 4, we list
some useful combinatorics results used throughout this article. We first recall
Stirling’s formula

nl = a2 (g) , (46)

where 1 < A, < %andkn — lasn — oo.
We have the elementary bound following from (46)

Lemma 6 Forany 1 < p < q, one has

(q) <ePgPpP.
V4

One also has the basic combinatorics on p-tuples

Lemma 7 Forany 1 < p < q, one has

-1
I{(bl,...,bp)eN”IVllsbzfqandb1+bz+~-~+bp=q}|=(Z_l).

Proof (Proof of Lemma 7) When p = 1, the lemma trivially holds true with
the convention (8) = 1if p = g = 1. We thus assume p > 2 in the follow-
ing. Since each p-tuple (b1, by, ..., b)) uniquely determines a (p — 1)-tuple
(c1,¢2,...,cp—1) and reciprocally via
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cir=bi,co=b1+by,....,cp-1=b+br+---+bp_1,

it suffices to verify that

qg—1
er e el 1= <cz<-~-<6plfq‘”':<p—1)'

This is simply obtained by choosing p — 1 distinct integers from the set
{1,2,...,q — 1} and assigning the smallest one to cy, the second smallest
to ¢, and so on. O

Much of the combinatorics that we handle is based only on the multiplicity
in the multi-indices. It is therefore convenient to know how many multi-indices
can have the same multiplicity signature

Lemma8 Foranyay,...,a; € Ns.t. ay+---+ay = p, then the set of multi-
indices I, = (i1, ...,ip) with 1 < iy < q and corresponding multiplicities
has cardinal

p!

G, ..ip el ....q}? | Vla = |{k, ik=l}|}}=a1"”a z
loeay!

Proof This is the basic multinomial relation: we have to choose 1 a; times
among p positions, 2 ap times among the remaining positions and so on... O

Similarly as for the binomial coefficients, al'p_'a' is the coefficient of
Iay!

xla‘ ... xsq in the expansion of (x;+- - - +x,)” leading to the obvious estimate

p!
2. Pyl ot (47)
ey >0, arttag=p

Let us fix some notations here. We write the integer valued p-tuple as
I, = (i1, ...,ip) . The overall set 7, , of those indices is defined as

Typ=p=C(>1,...,ip)|1 <i, <g, forall1 <v < p}. (48)

We thus define the multiplicity function ®, , : 7, , — {0, 1, ..., p}9 with
D, pUp) = Ay = (a1,a2,...,a4), where

a=I{1<v<pli,=I1}.

In many of our proofs, we use cancellations so that any I, which has an index
of multiplicity exactly 1 leads to a vanishing term.
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This leads to the definition of the “effective set” &, , by

Egp=Up €Ty, |Py Uy =A,=(ay,...,aq)
witha, # 1 forany 1 <v <gq.}

One has the following combinatorics result

Lemma 9 Assume that 1 < p < q. Then

L5 »

q PNP P pr p(D\2
& < ( ) < —e2 2(—) . 49
|q,p|_1_21(l) <15 J(L J> 171) =5eq? (3 (49)
Proof (Proof of Lemma 9) Pick any multi-index I, = (i, ...,ip) € & p and
write that [I,| = [{i1, ..., ip}|. Each element in I}, appears at least twice and

hence |1,| < | §].

If p =1, then &, , = ¥. The estimate (49) holds trivially. In the following
we assume that p > 2.

Denote I = [I,| which can be 1,2, ..., L%J. Consequently, one has by
summing all possible choices for |7, |

5]
Eq.pl =D Iy € Egpl Il = 1.

=1

For a fixed |I,| = [, there are (‘f) many choices of numbers [ from S =
{1,2,...,¢q} to compose I,.

Having already chosen those / numbers from S, without loss of generality
we may assume that /, as a set coincides with {1, 2, ..., /}. The total choices
of p-tuple I, can be bounded by /7 trivially since each i, has at most/ choices.

Remark that I <1 < | 5] < |4/, so that

@ - (L%J)

Hence one has

L5]

YEDY (‘j)ﬂ’ < (qu> (L21)"

=1

(S
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The last inequality in (49) is now ensured by Lemma 6, in particular the
following inequality

q Py gLy, D2
(ng) =elrlgblspThel

This finishes the proof of Lemma 9. O

4 Proof of Theorem 3
The goal here is to bound
_ I & N
/HM pvexp | 11;2:1 Y)Y ) | dx Y,

for any bounded i with vanishing average against p.

Since
— 1 2k
exp(A) <exp(A) +exp(—A) =2 Z @A ,
k=0 ’

it suffices only to bound the series with even terms

N
_ 1
fndeNexp = D Y)Y | dxXN

jl?jzzl
00 1 1 N 2k
_ ‘ | N
= 22(2k)!/1-[deN N Z Y, xj,) ¥ (1, xjy) dXx™,
k=0 j1.2=1
(50)
where in general the k-th even term can be expanded as
N 2k
1 _ 1 N
(2k)! /ndN vy 2 v v | dX
Jt.j2=1
R ) | -
B (2]()!W . Z i AN Y (X1, xj) - (X, Xjy) .
Jtees jak=1
(5D
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We divide the proof in two different cases: where k is small compared to N
and in the simpler case where k is comparable to or larger than N.

Case 4 < 4k < N First observe that for any particular choice of indices
J1, ..., Jjak, one has

fnm PN U (X1, X)) - Y (xr, x ) XY <yt (52)

The whole estimate hence relies on counting how many choices of multi-
indices (Ji, ..., jax) lead to a non-vanishing term. Denote hence Ny 4 the
set of multi-indices (ji, ..., jar) s.t.

/ AN Y1, xj) - P (xr, x ) XY #£ 0.

l-[dN

Denote by (ay, ..., ay) the multiplicity for (ji, ..., jak),
a={vefl,..., 4k}, j, =1}|.

If there exists [ # 1 s.t. ; = 1, then the variable x; enters exactly once in the
integration. Assume for simplicity that j; = [ then

/HdNﬁNw(xl,xjo---w(xl,xj4k>dXN
=/ Y(xr, xj,) - Y(xn, xjy) iz p(x;) dx;
d (N—1)
[ v dx =0,
Hd

by the assumption of vanishing mean average for i, provided | = j; # 1.
Recall the definitions of the overall set [see (48)] and the effective set

Eqp=UpeTyplar,...,aq) =Py p(Ip)
witha, # 1 forany 1 <v < g},

where (ay, ..., ay) denotes the multiplicity of the multi-index /,.
Therefore the integral

/ndN PN W (X1, xj) - P (xp, xjy,) XN

vanishes unless ji, ..., ja belongs to Ey ax (all multiplicities are different
from 1) or satisfies a; = 1 and every a; # 1 forl > 1.
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In that last case, we have to choose one index n s.t. j, = 1, with 4k possibil-
ities. The rest of the multi-index (ji, ..., ju—1, ju+1, - -, jar) must have all
multiplicities different from 1. This multi-index hence belongs to Ex—_1 4k—1.

Consequently,

NN 4kl < 1EN ak| + 4k |En—1,4k—1].
We now apply Lemma 9
Nk < (1 +4k) [En ar| < 10K* 2 N?* (2k)%F.

Using (52) , for I <k < [ ], we obtain

I 1

N
(2k)'ﬁ Z /dzv PN w(xl’le)“'w(xl’sztk)dXN
’ Jlsees Jak=1 n
110 (53)
< (2k)' sz 62k N2k (2k)2k ”w”i]go

ak 3 ak
Se™ k2 Yl e,

A

by Stirling’s formula for n = 2k.

Case 4k > N. In this case, we do not need to use any combinatorics. We
simply remark that there can be at most N** multi-indices. From (52), we
have for k > L%J

N
11 )
(2k)! N2k Z /;IdN PN W (x1, xj) - (xp, xjy,) XY
' Jlsees j4k=1 (54)
1 1 1
= Goi v VIV =k 2 ey

still by Stirling’s formula.

Conclusion of the proof. Combining (53), (54) and (50), we have that

N
_ 1 N
LdN PN €Xp N Z W(Xl,le)‘ﬂ(xl»sz) dX

Ji,j2=1
L¥] \ 00 1
<2 14> skl + )0 k2% Iyl
k=1 k= 1+1
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The proof of Theorem 3 is completed by

L4 . 00
5%k |yt <5a ) kk + Dokt
> !
2 (& I 10
=50 —~ Zak =5« = ‘ < 00,
da? l —« (1 —a)l
k=0
while
s 1 e 1
k3 22k 2k *h k _ 1
> Ayl <> 8 Ty
k=14 J+1 k=1
B
= — < 00,
1-8

where we recall

4
a=lvi)' <1 p=(V2elyl=) <1.

5 Proof of Theorem 4
We recall that our goal is to bound
_ 1 o N
/HM pvexp | — ,-,,2 ¢ (xi.x)) | dX

with the assumptions

f¢(x,z)ﬁ(x)dx=0 vz, f¢(x,z)ﬁ(z)dz=0 Vx. (55)
4 e

As in the proof of Theorem 3, one expands the exponential in series and only

needs to bound the even terms

N
_ I N
/ndeN exp | E ¢ (xi,x;) | dX

ij=1
o . . N 2k
<2y — oN |— X dx™.
< ;(2k)!/ndeN Nijz_1¢(xl xj)

(56)
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As in the proof of Theorem 3, we separate the proof into two cases: the case
where k is relatively small compared to N which requires a careful combinato-
rial analysis to take vanishing terms into account and the more straightforward
case when k is comparable to or larger than N.

Accordingly Theorem 4 is a consequence of the following two propositions.

Proposition 4 [f 4k > N, one has

2k

1 1 &

ij=1

2k
3 (662 qup 13002 8 z>|||Lp<,sdx))

p>1 V4

Proposition 5 For4 < 4k < N, one has

1 1 N 2k
(2k)! NN i Xj dxV
(2k)!fndN'°N Niji_:laﬁ(x, X))

%
< [ 1600 sup | sup, & (., D lLrsax
p>1 p

Let us give a quick proof of Theorem 4 assuming Proposition 4 and Proposi-
tion 5.

Proof (Proof of Theorem 4) By (56) and Proposition 4 and Proposition 5, one
has

N
_ 1 N
/HdN PN €Xp (N E ¢(xi,x;) | dX

2k
 lsup: (9. z>|||Lp<pdx)>
P

p=1 P

sup, ¢ (., z 5
§ (6 2 S Z Lp(pdx)>
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_ 2
We defined y = C (Suszl [l sup, |¢(.,IZ?)|HLP(/>dx)) < 1. One obtains, taking
C = 1600 + 36 ¢*,

0 dxV¥ <2 ,
fnd Pn exp Z¢><x ) Zy <0

ljl

completing the proof of Theorem 4. O

5.1 The case 4k > N: Proof of Proposition 4

For k > % the k-th even term can be estimated by

2k

ax™

1 N
5 2 Wi X))

ijfl

1 _
(2k)! /HM PN

1 1
<
- (2k)! N2

5 [ sl 1 sup i, ] dX”

P15 J1seesi2ks Jok =1
2k

_ 1 _ , N
= (Zk)!/nmmv (Esgpw(x,,zn) dx™.

Hence

N 2%
1 _ 1
o L=l 57
_ 1 COY o7
— (2k)! Z (a)!---(ay)! 4 an’
ar+tay=2k, N

a1>0,...any>0

where we denote

Mg, =f sup ¢ (x, 2)|“ p(x) dx
n z
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with the convention that M8 = 1. Remark that

ai
MY < a® ( sup | sup, [ (x, Dl Lr(pdx)
l p>1 P

a;
< a) (Sup | sup. 19 (x. z>|||Lp<Mx)>

p>1 p

where the last inequality n”* < e"'n! can be easily verified by Stirling’s formula.
Inserting it into (57), one obtains

N 2k
1 _ 1 N
@/HM'DN N.ZI¢(Xi’xj) dX
i,j=

2k
_ (Sup | sup, 16 (xi,. z)|||LWx)) > o

pzl p aj+---+ay=2k,
a1>0,...any>0

(58)

The quantity Y 4, +..+ay=2k | is equal to the cardinality of the set

a1>0,...any>0
{(ar,ap,...,aNn)|a1+---+ay =2k,a; =0forl <i < N}
or the cardinality of the following equinumerous set
{(b1,ba2,....,bN)ID1+---+by =2k+ N,b; > 1forl <i < N}.

Applying Lemma 7 in Sect. 3 by taking p = N and g = 2k + N, this cardinal
is exactly (Zk;;f n 1).
This expression can be simplified. Note thatifa > b/2 by Stirling’s formula

(a+ b)Y a7 < (1 +b/a)* (A + a/b)’

()= Ve

<391 4a/b)’.

Since (1 + %)5 < e for any s > 0, this gives

(" : ”) < Ge).
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Since 4k > N, (2]‘;\;1_\’ N 1) < 32k 02k and therefore from (58), one obtains that

N 2k
1 |1 N
—Qk)!fndeN = Y oG] ax
i,j=1 (59)

2%
< 3% 4 (up | sup, ¢ (x, D llLr(sdx)
p=1 p

This proves Proposition 4.

5.2 The case 4 < 4k < N: Proof of Proposition 5

In this case, the previous straightforward approach fails, even assuming that
¢ € L™ as we would only get

2k

1 Al N N2k 2k
o |~ Y ¢ x| dXN < —— gl
fndeN Nij_l¢>(x, D) = oo 117

I
(2k)!

which blows up when N goes to infinity. The key here, as is in the proof of
Theorem 3, is to identify the right cancellations in the expansion

2k
1

1 &
@/Wmv N,Z ¢, x| dxV
ij=1 (60)

N
1 1 _ N
= (2k)!W Z /l:[dN PN @ (Xiy, X)) - P (Xige, Xjpy) AX T

i1, j1e ik, jok=1

5.2.1 Notations and preliminary considerations

We denote by Iy = (i, ..., i) the i-indices and by Jor = (ji, ..., j2k)
similarly the j-indices, where all i, j, arein {1,2,..., N} for 1 <v < 2k.
We denote by (ay, az, ..., ay) the multiplicities of Iy,

al=|{1§v§2k|l1}=l}|v l=1729"'7N7
and by (by, ..., by) the multiplicities of Jox.
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For the study of cancellations, the critical parameter will be the number of
multiplicities which are exactly 1 in I, so that we denote

mp=\{laq=1}, np={lla> 1} (61)

Note that mj + nj is exactly the number of integers present in Iog: my+ny =
I a = 1}

We start by the following lemma which, for every I»x, identifies the only
possible Jy s.t. the integral does not vanish.

First we simplify the possible expression of />, which makes the counting
easier by using the natural symmetry by permutation of the problem. For any
T € Sy, we simply define 7 (/2¢) = (t(i1), ..., T(i2¢)). Thus 7 is a one-to-one
application on the /»; and moreover

LzZN 15N ¢(Xi1, le) t '¢(xi2ka szk) dXN
= /dN5N¢>(xr(i1),xr(j1))'--¢(Xz(i2k),xr(jzk))dXN-
m

Therefore to identify cancellations, we only need to consider one I5; in each
of the equivalence classes {t(/>;), VT € Sy}, leading to

Definition 3 A multi-index I; belongs to the reduced form set Ry ox iff
O<ar<a...<ayandayy| =---=any =0, withn =mjy + ny in (61).

Note that for any 54 there exists only one i2k € Ry .2k that belongs to the same
class, even thpugh there can be several t s.t. T(lr;) = I (as any repeated
index leaves I invariant under the corresponding transposition).

5.2.2 Identifying the “right” indices Joi

Remark that by the definition of m; and ny in (61), if Iox € Ry 2 is under its
reduced form, one has

aj =1 forl = 1,...,m1,

ap>1 forl=m;+1,...,m;+ny,

a=0 forl >m;+n;j.

Based on this simple structure, we can prove that

Lemma 10 For anym, n, define as J., the set of indices Jox with multiplic-
ities (b1, ..., bn) satisfying

—by=1foranyl=1...m;
— by £ 1foranyl > m + n.
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Then for any Iy € R 2 and any Joy & T, n,» one has that

/HM P e xj) - i ) AXN = 0.

This lemma identifies, for each Iy € Ry 2k, a relevant subset of indices
Jm;.n,; s in the sense that any multi-index Jox out of this set leads to a vanishing
integral and hence can be removed from our summation. Lemma 10 is not an
equivalence though: There can still be indices Jox € Jp,.n, giving a vanishing
integral. But the formulation above allows for simpler combinatorics and in
particular J,,, », only depends in a basic manner on [y through the two
integers my and ny.

Proof (Proof of Lemma 10) Choose any Ix € Ry 2k, up to a permutation, we
may freely assume that /5; has the following form

12k=(1,2,...,m1,m1+1,...,m1+1,...,m1+n1,...,m1+n1>.

Amp+1 Amp+ny

Choose any Jox € Jm; n,. That means that there exists [ < mj s.t. by = 0 or
that there exists [ > mj + nj s.t. by = 1. Each case corresponds to a different
cancellation in the integral.

The case by = 0 for some | < mj. By the definition of the reduced form,
a; = 1 and therefore the index / appears only once in />, and never in Jox
thus being present exactly once in the product inside the integral. Assume that
i, = [ for some v so

/I'IdN PN @ (Xiy, xjy) -+ P (Kigg, Xy ) dx¥

ON _
=/ (/ lp(xiv)¢(xiu’xju)dxiv> ey @ (xi 5 X)) Ty Ay
m e

aw-n pxi,)

Now it is enough to remark that for any i and j # i, as is the case here since
all j,r # 1,

/ p(xi) ¥ (xi, xj) dx; =0,
4
which is exactly the first assumption in (55).

The case b; = 1 for some | > mj + ny. By definition, this means that a; = 0.
The index [ appears only once in Jp; and never in Ip¢. Again it is present
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exactly once in the product inside the integral. Assume that j, = / for some v
SO

Ad;v PN ¢(Xi17xj1) e '¢(xi2k’xj2k) ax”

PN _
= / (/d p(x;) o (xi,, xj,,)dxj,,) Iy 2y (xiy,, xj,) Ty dxpr.
m m

aw-1 p(xj,)

The results then follows from the fact that for i # j
|, s d; =0,
nd
which is the second equality in (55). O

5.2.3 The cardinality of Tm.n

Our next step is to show that |7, ,| is much less than the total number of
multi-indices Jyg, namely N 2k,

Lemma 11 One has that for some universal constant C
|u7m n| < Ck Nk*m/z kk+m/2,

where C can be chosen as 512 e or roughly 1400.

Proof (Proof of Lemma 11) A multi-index J belongs to J,, , iff by > 1 for
Il <mandb; =0, 2, 3,...forl > m+ n. Let us distinguish further between
those I > m + n where b; = 0 and those for which b; > 2.

Choose first p = 0,1, ..., LZkZ_mJ and choose then p indices [y, ...,[,
between m + n + 1 and N which exactly correspond to b; > 2. There are
(N _;1_" ) such possibilities.

Once these /1, ..., 1, have been chosen, the set of possible multiplicities
for Jox € Jm,n 18 given by

Buvnpittdy = { B N b1 b 2 1, by by, 22,

p

by=0ifl >m+nandl £1,,....1,. andb1+b2+---+bN:2k}.
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After the multiplicities are known it is straightforward to obtain the number
of Jok in Jpn », using Lemma 8. Decomposing all the possible J according
to those possibilities, one hence finds

| 25 |

(2k)!

p=0 I,...Ip=m+n+1,..,N (b ,...,bN)EBm,n,le,_mlp

Note that since by, ..., blp >2and by, ...,b, > 1onehasthatm + 2p <
by + -+ 4+ by = 2k, leading to the upper bound p < k —m/2.

Furthermore using the invariance by permutation, one may immediately
reduce this expression by assuming thatly = m +n+ 1, L =m +n+2...
Denoting the partial sums s, = by +---+by, and s, = by ypi1+-+bminip,
one has

k—m/2 2k—2p

Tnal= 3 (N"”‘”) ) )

p=0 p Sm=m by ..byp>1, by+---+byp=sny
2k—sp,

2 2

$n=2p bmtn+1,eesbmintp=2, bpnt1+-+bmintp=sn

(2k)!
) b

bi!---b !
b1 sbim+n >0, by 1+-+bytn =2k —Sm—sn ! m+n+p

Using the standard multinomial summation (47), one can easily calculate the
last sum to obtain

2k—2p 2k—sm 11 2k=Sm—sn

Z Z Z 2k — 5 — sp)!

Sm=m by ..bypy>1, bi+-+byp=sm Sn=2p

(2k)!
2

bil---by!b .. b I
bm+n+l7~-~,bm+n+p227 bm+n+l+"'+bm+n+p:sn ! " mtntl m-tn+p
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Now bound the sum on b ... b, by the sum starting at by, ..., b,, = 0 and
similarly for the sum on by, 141 .. . byynp to Obtain

k—m/2

N—m—n
YOEDS ( )
p=0 P
2k=2p 2k—sm

(2k)! n2k=Sm—=>5n y,5m psn
Z Z 2k — Sy — Sp) S sp!

Sm=m §,=2p
We recall the obvious bound (Z) < 2% g0 that

(2k)! B 2k — s;)! (2k)!
2k — s — sp)! 83! 5! - Rk — s — sp)!sp! Qk — sp)! 5!

_ (2k> (Zk — sm> <%
Sm Sn

Furthermore by Lemma 6, (N _;1 _”) < eP NP p~P. Thus

k—m/2 2k—=2p 2k—s;,
4k P ATD 2k —S8pm—Sn sn )4
|Tm.nl <2 e’ N n m’n
Sm=m s,=2p

Note that 2k — s, — s, > 0ands, — p > 0andm, n, p < 2k so

n2k—sm—sn psn—p msm < (2k)2k—p‘

Therefore finally
k—m/2
|Tnnl < 2% 52002 Y NPIHP
p=0

S 26k ek (2k)2ka—m/2 kk+m/2 S (29€)k Nk—m/2 kk+m/2’

since N > k, the maximum of N? k%—P is attained for the maximal value of
p. i
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5.2.4 Conclusion of the proof of the Proposition 5

Observe that for a particular choice of Ir; and Jox

./ndzv PN @ (Xiy, Xjy) -+ @ (Xiggs Xy ) dx®
< pn T12K sup [ (x;,, 2)] dXV (62)
4N z

= /HdN AN (sup | (x1, 2D ... (sup|o (xn, 2) DY dxVN

As one readily sees this bound only depends on the multiplicity in I5.
We use the cancellations obtained in Lemma 10 to deduce from (62),

1 2% wx
/HdN /ON)NUX_:IQWM,X]')’

1
s o 2 W Wkl @v (o) = (@, an))

ay+---+ay=2k,
alzo ..... aNZO.

~/HM pn (sup | (1, DU ... (sup | ey, D)) dX Y,

where we denote my = me,,.ay) = W a1 = 1}, ng = ney,.ay) =
[{{ | a; > 1}| and we recall that @y 24 (I2x) is the multiplicity function associ-
ating to each I the vector (ay, ..., ay) of multiplicities.

Remark that

/HM pn (supl(x1, )™ ... (sup | (xy, D™ dxV

2k
su 4 5
§e2k<sup” p. ¢ ( >|||Lp<pdx>> alant

p=1 p

since a? < e%al.
On the other hand by Lemma 8
(2k)!
{ ok | DN ok (l2k) = (ay, ..., an)}| £ ———,
ay!---apy!
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which implies that

L LS " axy
(2k)! /HM‘)N ‘N,Zl‘p(x”xf)‘
i,j=
2% _
e I sup, [@ (., D Lr(5ax)\2*
< e (sup z » X)> Z | Ty |-
p=l p

ay+---+ay=2k,
a1>0,...,any>0.

We apply Lemma 11

N 2k
1 R % o e
(2k)! /lpr‘N,Z ld’(x"’xf)‘ AXT = T
i,j=

2k
' (Sup | sup I (., Z)|||Lp<ﬁdx)> I
4

= p art-Fay=2k,
a1>0,...,any>0.

Consider any (ay, ..., ay) with exactly p coefficients @ > 1. Up to (1[\; )
permutations, we can actually assume thatay, ..., a, > 1. All the other g; are
0. Since we have m, +n, = pandm, +2n, < 2k thenm, > 2 (p — k). As
N > k then

Nk—ma/2 gkAma/2 o nk—=(p=K)+ pk+(p—h)+

Hence

Z Nkfmg/Z kk+ma/2
aj+---an=2k

_ (N ) > k== et (p—k)
1

p= p atp,..., ap>1, ay+--+ap=2k
XN [2k— 1
3 ( ) ( - ) NA= (=R k(b
p=1 \P/ AP -1
by Lemma 7. Since (2;__11) < 2%k and for p <k, (1;’ ) is maximum when p = k,
KOUNN (2 — 1 N
—\p/\p-1 N k N ’
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by Lemma 6. Still by Lemma 6 for p > k,

(N> Nk=(p=k)+ ph+(p—h)+ <eP NP p~P NZk=p pp <eP N2k
p
Hence again

2k

Z (N> <2k — 1) Nk_(p_k)+ kk+(p_k)+ < k22k€2kN2k < l(8€z)k N2k.
p=kt1 NP/ AP -1 2
Finally,

1 1 Y %
m/HMPN|ﬁ.Z ¢(xi7xj)| dX

i,j=1

2%
< 8400 [ sup I sup, | (., DlLrsax
p=1 p

2k
< 8002k sup ” sup, |¢(7 Z)l”Ll’(ﬁdx) ’
p=1 p

concluding the proof of Proposition 5.

6 Conclusion

We have presented a new approach to the mean-field limit based on relative
entropies at the level of the Liouville equations. While the role of the entropy
had long been recognized (for example in [36] and later in [40,66]), our method
allows to quantitatively estimate the convergence of each marginal at the opti-
mal rate N ~1/2. The key for the technical argument is a large deviation bound

N
sup f B eV Li=1 905 5 dxN <0, (63)
N JIT

for a modified potential ¢ that is not the potential of the dynamics and that is
not continuous.

While this allows us to treat a large class of interaction kernels, there are
many questions left open by the present work that we mention briefly below.

— Going from the case with periodic boundary conditions to non-compact set-
tings or boundary condition. Choosing to study the dynamics in the torus
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19, as we did here, is convenient but somewhat artificial. The main diffi-
culty to extending our theory to more realistic domains are the assumption
inf p > Oin Theorem 1 and log p € BM O (more precisely when oy = o)
in Theorem 2.

inf p > 0 is simply not compatible with any unbounded domain (and
keeping finite mass), while logp € BM O would limit the application
to slowly decaying (polynomially) densities. A possible solution would
involve introducing appropriate weights in the relative entropy.

The case of smooth bounded domains £2 ¢ R¢ depends much on the pre-
cise boundary condition that is imposed; Reflective and incoming boundary
conditions for example are generally compatible with our relative entropy
method. But we may still sometimes have difficulties with the previous
assumption inf p > 0, if for instance the incoming density vanishes.

— Extending the large deviation estimate. It is not clear to us at this point
what would be an optimal assumption on ¢ for (63) to hold. An important
issue is how important a lower bound on ¢ is and whether we need less on
¢_ (the negative part) than on ¢ . For the classical large deviation result
for example if ¢ is continuous, then the smallness of ¢ is enough. Clearly
the negative part of ¢ only helps in (63) but our combinatorial analysis
does not easily allow us to differentiate between ¢ and ¢_.

— Gradient flow dynamics. Theorems 1 and 2 do not perform well for gradient
flows: This is due to the assumptions div K in W= ®or L IfK = —VV
then this almost imposes K € L™ or W1 in that case. If the dynamics is
attractive then some difficulties are expected. The repulsive case is however
connected to the previous remark as ¢ in (63) includes a div K term: If
we did not need to impose conditions on ¢_ then we would not need to
impose conditions either on div K. We would then be able to derive the
Keller-Segel equations, i.e. the Poisson case.

— Better use of the energy of the dynamics. We are not employing in this
article the energy or other dissipated or invariant quantities of the system,
which could obviously be useful.

In particular, [26,82,83] recently introduced a relative entropy method at
the the level of the empirical measure based on the energy of the system.
This allows to obtain quantitative estimates, in particular for deterministic
settings, with quite singular interactions of Riesz potential form.

We should also mention here the techniques developed by [79,81] for non-
convex setting. For the case of hydrodynamics for Ginzburg-Landau spin
systems, we also refer to [28] for a quantitative convergence results of
relative entropy of particles systems towards its counterpart in the scaling
limit.

— Is it possible to make fluctuations explicit? This would for example mean
making explicit the O(N) term in our relative entropy estimates. In the
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smooth case (K € W), large deviations from the limiting PDE were
notably established in [23]. In the framework developed here, this would
likely require being more precise than the bound (63) and so impose more
regularity on ¢ and then K . There are several applications of entropy bounds
and super-exponential estimates in scaling limits for instance [47].

There are nevertheless results on fluctuations for singular kernels, in partic-
ular [33] where a large deviation estimate is obtained from the limiting law
for systems introduced in [21], i.e. stochastic interacting particle systems
in 1D with K(x) = 1/x.

— Other settings: Collisional models, quantum systems... The notion of prop-
agation of chaos is of course critical in many other frameworks. First come
to mind the collisional regime, with Boltzmann or Landau equations. While
Theorem 1 allows for kernels K leading to collision dynamics, this requires
a fully non-degenerate diffusion and a different scaling.

The stochastic particles approximation of the Boltzmann equation had been
studied in [46]. The propagation of chaos for the Landau equation was
obtained in [15,35], with the so-called Nanbu particles investigated in [38].
We also refer to the review [78] for a discussion of the role of exchange-
ability and entropy for systems of particles in a larger context; to [39] more
specifically for a thorough discussion derivation of the Boltzmann equation
from deterministic (Newton) particles dynamics and to the recent [9] for
the derivation of Brownian dynamics from hard spheres in realistic time
scales.

The discussion of the mean-field limit for many particles quantum systems
would of course deserve a review of its own. The Von Neumann entropy is
the direct equivalent of the relative entropy that we are using, but it is not
clear to us how the strategy of the present paper could be extended to that
setting.

We do note that quantitative estimates and rates of convergence are well
known for quantum systems with singular interactions such as in [42,60,
75].
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