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Statistical Estimation of Malware Detection Metrics
in the Absence of Ground Truth

Pang Du, Zheyuan Sun, Huashan Chen, Jin-Hee Cho,Senior Member, IEEE, and Shouhuai Xu

Abstract— The accurate measurement of security metrics is a
critical research problem, because an improper or inaccurate
measurement process can ruin the usefulness of the metrics.
This is a highly challenging problem, particularly when the
ground truth is unknown or noisy. In this paper, we measure
five malware detection metrics in theabsenceof ground truth,
which is a realistic setting that imposes many technical challenges.
The ultimate goal is to develop principled, automated methods
for measuring these metrics at the maximum accuracy possible.
The problem naturally calls for investigations into statistical
estimators by casting the measurement problem as astatistical
estimationproblem. We propose statistical estimators for these
five malware detection metrics. By investigating the statistical
properties of these estimators, we characterize when the esti-
mators are accurate, and what adjustments can be made to
improve them under what circumstances. We use synthetic data
with known ground truth to validate these statistical estimators.
Then, we employ these estimators to measure five metrics with
respect to a large data set collected from VirusTotal.

Index Terms— Malware detection, security metrics, security
measurement, ground truth, estimation, statistical estimators.

I. INTRODUCTION

THE importance of security metrics has been well appre-
ciated, despite the slow progress towards the ultimate

goal. However, the measurement of security metrics is little
understood. This fact may be attributed to the deceptive
simplicity of the problem that one may get at a first glance.
Under the premise that the ground truth is known (e.g., which
files are malicious or benign), it is indeed straightforward to
obtain the values of security metrics.
However, in practice, we often encounter situations in which

the ground truth is either unknown or noisy. The lack of
ground truth has been recognized as a tough hurdle that
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prevents security metrics from being measured accurately.
For example, machine learning (or data mining) based cyber
defense approaches often need to train defense models from
datasets with known ground truth. In order to obtain the
ground truth, two approaches have been widely used. The
first approach relies on the manual examination by human
experts. However, this approach is not scalable because limited
numbers of human experts often need to examine a much
larger number of objects. This approach is also error-prone
due to the cognitive limitations in dealing with a large work-
load and/or inherent judgment errors. The second approach
depends on third-party information, such as a list of blacklisted
websites [1], [2]. However, the third-party information may be
outdated, as evidenced by the practice that researchers would
have to vet such information by some means [3], [4]. Indeed,
this approachonly defers the problem to the third party and
thus does not resolve the fundamental issue.
As a consequence, it has become a popular practice to derive
apretendedground truth by conducting some kinds of voting
by a set of sources (e.g., detectors). However, the validity and
reliability of thisrule-of-thumb practiceis little understood.
This is particularly true in the context of malware detection,
where a set of files (or objects) are labeled by multiple
malware detectors [5]–[7].
Kantchelianet al.[8] appear to be the first to investigate this
problem. Specifically, they investigate both unsupervised and
supervised learning approaches to the aggregation of the labels
given by multiple malware detectors into a single one. The
setting in their unsupervised learning approach is similar to the
one considered in the present paper. They propose using the
naïve Bayes method and treat the unknown ground truth labels
as hidden variables, using the Expectation-Maximization (EM)
approach [9], [10] to estimate the metrics (e.g., false positive
probabilities), and using the estimated metrics to infer the
hidden ground truth labels. Their work [8] makes the following
assumptions: (i) a detector has the same false positive prob-
ability with respect to any benign file and the same false
negative probability with respect to any malicious file; (ii) the
detectors label samples independent of each other; (iii) the
fraction of malicious samples is centered around 0.5; and
(iv) the detectors have low false positive probabilities and high
false negative probabilities. Note that assumptions (iii) and (iv)
are imposed by their choice of prior distributions, which is a
necessary step in any Bayesian statistical analysis (i.e., these
two assumptions are inherent to the approach they adopt). In
the present paper, we initiate the investigation of the problem
with adifferentapproach, which only makes two of those four
assumptions, namely assumptions (i) and (ii).
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A. Key Contribution

We make the following contributions in this work:

1) We bring up the research problem of measuring security
metrics in the absenceof ground truth.We propose
formulating the measurement ofsecurity metrics as a
statistical estimationproblem. As a first steptowards
ultimately tackling this problem, we investigate the
measurement of malware detection metrics in the setting
where each file is examined by multiple malware detec-
tion tools(ordetectorsfor short), which may have
different capabilities in detecting malware.This is the
de facto practice introduced by VirusTotal [11].
In order to solve the statistical estimation problem
with heterogeneousmalware detectors, we propose a
statistical methodology with three steps: (i) design
naïve estimatorsto estimate security metrics in ques-
tion; (ii) investigate the statistical properties of these
estimators, including their asymptotic distributions and
bias; and (iii) design adjusted estimators while charac-
terizing their applications.

2) In order to demonstrate the usefulness of the method-
ology, we propose statistical estimators for measuring
the following  malware detection  metrics: (i) the
percentage of malicious files in a population; (ii) the
false positive probability of a  malware detector;
(iii) the false negative probability of a malware detector;
and (iv) the trustworthiness of a malware detector
defined by a pair of metrics, including the Bayesian
detection probability (i.e., the probability that a file is
malicious when a detector detects it as malicious) and
the negative predictive probability (i.e., the probability
that a file is benign when a detector detects it as benign).
Using a large, real dataset provided by VirusTotal,
we measure these metrics corresponding to the simple
method of majority votingby malware detectors.
The following findings are identified in this paper: (i)
A defender should use as many detectors as possible as
long as these detectors do more good than harm (i.e.,
their false positive and false negative probabilities are
smaller than 0.5). (ii) A defender can use a few (e.g., 5)
“very good” detectors (i.e., their false positive and false
negative probabilities are smaller than 0.1). However,
our analysis of the real dataset shows thatnoneof the
detectors, including popular ones, satisfies this condi-
tion. (iii) Given a relatively small number of detectors
whose qualities (i.e., false positive and false negative
probabilities) are not known, a defender should use
adjusted estimators rather than naïve estimators.

This paper is structured as follows. Section II describes
the statistical estimation problem. Section III presents statis-
tical estimators for the realistic setting of heterogeneous
detectors and validates these estimators using synthetic data
with known ground truth. Section IV discusses how the
methodology is applied to analyze a real-world dataset.
Section V discusses several important issues, including real-
world implications and limitation of the present study.
Section VI reviews related work. Section VII concludes

the paper and discusses open future research problems.
For better readability, we defer proofs of theorems and
some algorithm details to the Appendix. The code that was
used to produce the experimental results is available at
https://github.com/Chenutsa/trustworthiness.
Notations:We summarize the notations as follows:

• I: The indicator function
•Pr: The probability function
•m: The number of files (or objects) in an experiment
•n: The number of (malware) detectors in an experiment
•I0,I1: The index sets of the benign and malicious files
among them files (|I0|=m0,|I1|=m1), respectively

•π1: The fraction of malicious files (π1=m1/m)
• ,̃̂: For a parameter (e.g.,π1),̃and̂respectively represents
its naïve and adjusted estimators (i.e.,̃π1andπ̂1)

•ai: The unknown,true label(i.e., ground truth) of thei-
th file (or filei):ai=0 means benign andai=1 means
malicious

• Xij: The label assigned to thei-th file by thej-th
detector (or detectorj)

•Yi:Thevoted labelof thei-th file by thendetectors
•μ1,σ

2
1: The asymptotic mean and variance of̃π1

• p+j,p−j: The false positive and false negative probabil-
ities of thej-th detector, respectively.

•q+j,q−j: The trustworthiness of thej-th detector;q+j
is known asprecisionorBayesian detection probability,
whileq−jis known asnegative predictive probability.

• pab: The probability thevoted labelof a file isbunder
the condition that the file’s unknown,true labelisa.

• Z
(ab)
ij : The indicator variable that thei-th file has avoted
label aand a labelbassigned by thej-th detector

• pc,ab,j: The probability that a file has avoted label aand
a labelbassigned by thej-th detector under the condition
that the file’s unknown,true labelisc

•μc,ab,j,σ
2
c,ab,j: The mean and variance of the number of

files, each of which has atrue label c,avoted label a,
and a labelbassigned by thej-th detector

•ρc,ab,ab,j: The co-variance between (i) the random vari-
able representing the number of files, each of which has a
true label c,avoted label a, and a labelbassigned by the
j-th detector, and (ii) the random variable representing
the number of files, each of which has atrue label c,
avoted label a, and a labelb assigned by the j-th
detector

II. PROBLEMSTATEMENT AND AGENERIC
CHARACTERIZATION

A. Problem Statement

Suppose there arenmalware detectors, called detectors
for short, and there arem unlabeled files (or objects).
In the context of malware detection, detectors label files as
benign or malicious. Letaibe the unknown,true label(i.e.,
ground truth) of thei-th file,withai=0indicating a benign
fileandai=1indicating a malicious file.Let

I0={1≤i≤m:ai=0} and I1={1≤i≤m:ai=1}

denote the set of the indices of the ground-truth benign and
malicious files, respectively. Letm0andm1denote the number
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of ground-truth benign and malicious files, respectively, where
m0=|I0|,m1=|I1|,andm0+m1=m.
Denote byXijthe label assigned to thei-th file by thej-th

detector, whereXij=0 indicates that thei-th file is detected
by thej-th detector as benign andXij=1 indicates that the
i-th file is detected by thej-th detector as malicious. Denote
byYithevoted label, namely the label assigned to thei-th
file through a voting method by thendetectors.
In this paper, we focus onmajorityvoting, namely thatYi
is determined by

Yi= I

⎛

⎝
n

j=1

Xij≥
n

2

⎞

⎠, 1≤i≤m,   (1)

where I(·) is the indicator function. Note that when
n
j=1Xij = n/2, we setYi= 1 rather thanYi= 0.

The treatment of settingYi= 0 instead is similar because
of the symmetry. As shown in Section III, this choice has
no significant side-effect because the estimators are accurate.
Recall thatYi=0 means thei-th file is treated as benign and
thatYi= 1 means thei-th file is treated as malicious. That
is,Y1,...,Ymare the voting results, which are not necessarily
the same as theground truth a1,...,am.
Definition 1 (Malware detection metrics): We  are inter-

ested in the following malware detectionmetrics:
•π1: This is the unknown portion of malicious files among
the m files, defined asπ1=m1/m=|I1|/m.

• p+jand p−j: These are theunknownfalse positive
probability p+jand the false negative probability p−j
of the j -th (1≤ j≤n) detector.

•q+jand q−j: These refer to thetrustworthinessof the
j-th (1≤ j≤n) detector.

Remark 1: Note that q+jis also calledpositive predictive
valueorprecisionorBayesian detection rate, while q−jis also
callednegative predictive value. These two metrics capture
the following: A defender cares about the trustworthiness of
a decision made by a detector, namely the probability that a
file is indeed malicious (or benign) when a detector says it
is malicious (or benign), respectively. Metrics p+j,p−j,q+j,
and q−jare defined in aprobabilisticfashion, rather than
the popularempiricalfashion [12], [13], for two reasons: (i)
Probabilistic metrics reflect the intrinsic capabilities of the
detectors, which areinvariantof the datasets in question;
whereas, empirical definitions are specific to datasets and may
vary from one dataset to another; and (ii) statistical estimators
make sense only with respect to fixed quantities (e.g., proba-
bilities), anddo not work for random empirical quantities.
Theresearch problemis to estimate the malware detection

metrics,π1,p+j,p−j,q+j,andq−j, given a set ofm files
andndetectors. To simplify the measurement of metricsp+j,
p−j,q+j,andq−j, we make the following assumption:
Assumption 1 (Mistake Probabilities of Individual Detec-

tors): For a specific detector j ,1≤ j≤n, we assume

Pr(Xij=1|ai=0)is the same∀i∈I0,   (2)

Pr(Xij=0|ai=1)is the same∀i∈I1,   (3)

Eq.(2)says that the j -th detector has the same false positive
probability when classifyinganybenign file as malicious.
Eq. (3)says that the j -th detector has the same false

negative probability when classifyinganymalicious file as
benign.
Under Assumption 1mentioned above,p+j,p−j,q+jand

q−jare obtained by

p+j= Pr(Xij=1|ai=0), ∀i∈I0,

p−j= Pr(Xij=0|ai=1), ∀i∈I1,

q+j= Pr(ai=1|Xij=1),

q−j= Pr(ai=0|Xij=0).

Remark 2: Assumption 1 implies that benign files have the
same probability to be mislabeled by aspecificdetector as
malicious. Similarly, malicious files have the same probability
to be mislabeled by aspecificdetector as benign. This may
not be universally true because some detectors may have a
greater capability in detecting some types of malware than
detecting other types of malware. Therefore, this assumption
needs to be further investigated in the future.

B. A Generic Characterization

For detectors j= 1,...,nwith respective false positive
probabilities p+jand false negative probabilities p−j,let
us look at the probability that the majority voting method
correctly labels a file when the file is indeed malicious. Define
this probability for anyi,1≤i≤m,as

p11=Pr(Yi=1|ai=1)=Pr

⎛

⎝
n

j=1

Xij≥
n

2
ai=1

⎞

⎠, (4)

where p11is independent ofibecause, under Assumption 1,
theXij’s do not depend on the specificity of a malicious file.
Let p−max be the maximum false negative probability
among thendetectors, namelyp−max = max{p−j: 1≤
j≤n}. Then,p11can be given by

p11≥Pr(Y≥
n

2
)=

n

k= n/2

n

k
(1− p−max)

kpn−k−max, (5)

whereYis a Binomial(n,p−max)random variable and x is
the ceiling function.
Similarly, letp−minbe the minimum false negative proba-

bility among thendetectors, namelyp−min=min{p−j:1≤
j≤n}. Then,p11can be given by

p11≤

n

k= n/2

n

k
(1− p−min)

kpn−k−min.   (6)

C. The Case of Homogeneous p+j’s and Homogeneous
p−j’s

In order to draw insights into the majority voting method,
we consider the special case of homogeneousdetectors with
the same false negative probabilityp−, namelyp−= p−1=
...= p−n. In this case, we can obtainp11by

p11=

n

k= n/2

n

k
(1− p−)

kpn−k− .   (7)

Fig. 1 demonstrates the values of p11 with varying
n and p−. The preceding discussion indicates that these
numbers provide the lower bound (i.e.,p−max) and the upper
bound (i.e.,p−min)forthep11’s of the majority voting method
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Fig. 1.  Examplep11of the majority voting method withnhomogeneous
detectors of false negative probabilityp−.

withheterogeneousdetectors of different false negative proba-
bilities. The findings are highlighted as the following insights,
while noting that similar insights can be drawn regarding p00.
Insight 1: In the special case of homogeneous p−j’s,

•the majority voting method with n≥20“good” detectors
that have a small false negative probability p−<0.2is
almost perfect in detecting malware.

•the majority voting method with “fair” detectors (0.2≤
p− < 0.5) can still be almost perfect in detecting
malware, as long as the number of such detectors is large
enough (e.g., n≥50for p−=0.3).

•the majority voting method with “poor” detectors ( p−≥
0.5) is useless in detecting malware,no matterhow many
detectors are used.

The preceding insights are equally applicable to the false
positive probability because of the symmetry in the definitions.

III. ESTIMATORS FORHETEROGENEOUSp+j’S ANDp−j’S

A. Methodology

We propose the following methodology to cope with the
more realistic setting of heterogeneous p+j’s andp−j’s.

•Step 1: Design naïve estimators ofπ1,p+j,p−j,q+jand
q−j, respectively denoted bỹπ1,̃p+j,̃p−j,̃q+jandq̃−j.

•Step 2: Investigate the statistical properties of these naïve
estimators, especially their asymptotic distributions for
characterizing their bias (i.e., the expected difference
between the estimated value and the true value).

•Step 3: Design adjusted estimators to incorporate correc-
tions to their bias.

Each step of the methodology is elaborated below.

B. Designing Naïve Estimators

We define the naïveestimators ofπ1,p+j,p−j,q+j,and
q−jas:

π̃1=
m
i=1I(Yi=1)

m
=

m
i=1Yi

m
,   (8)

p̃+j=
m
i=1I(Xij=1andYi=0)

m
i=1I(Yi=0)

,   (9)

p̃−j=
m
i=1I(Xij=0andYi=1)

m
i=1I(Yi=1)

,   (10)

q̃+j=
m
i=1I(Xij=1andYi=1)

m
i=1I(Xij=1)

,   (11)

q̃−j=
m
i=1I(Xij=0andYi=0)

m
i=1I(Xij=0)

.   (12)

C. Investigating Statistical Properties of Naïve Estimators

In order to examine the bias of thenaïveestimators given
by Eqs. (8)-(12), we need to investigate their asymptotic distri-
butions. For this purpose, we make the following assumption:
Assumption 2 (Independence of Decisions): We assume that
the detectors independently make their decisions,namely

Pr(Xij=c and Xij=c)=Pr(Xij=c)·Pr(Xij=c)

for all i,i= 1,...,m,and j,j= 1,...,n with(i,j)=
(i,j). Note that the independence applies when two different
detectors are applied to the same file (i.e., i=iand j= j)
and when the same detector is applied to two different
files (i.e., i=iand j= j).
1) Statistical Properties of ̃π1:Similar to the definition
of p11in Eq. (4) under Assumption 1, we can define the
probability that the voted label of a file isbunder the condition
that its unknowntrue labelisaas

pab=Pr(Yi=b|ai=a) for a,b∈{0,1}.

Ifai=1 (i.e., the ground truth is that thei-th file is malicious),
then theXij’s are independent Bernoulli(1− p−j)random
variables for 1≤ j≤n. Hence theYi’s are independent and
identically distributed (IID) Bernoulli random variables with
the following probability parameter

p11=Pr

⎛

⎝
n

j=1

Xij≥
n

2
ai=1

⎞

⎠.

Similarly, ifai=0, theXij’s are independent Bernoulli(p+j)
random variables and theYi’s are IID Bernoulli random
variables with the following probability parameter

p01=Pr

⎛

⎝
n

j=1

Xij≥
n

2
ai=0

⎞

⎠.

Now we present Theorem 1, with its proof deferred to
Appendix A for better readability.
Theorem 1: When m0→ ∞ and m1→ ∞ ,̃π1asymptoti-
cally follows the Normal distribution with the following mean
and variance:

μ1= π1p11+(1−π1)p01,

σ21=
π1p11(1− p11)+(1−π1)p01(1− p01)

m
.

Remark 3: Theorem 1implies that the asymptotic bias of
estimatorπ̃1isμ1−π1= π1(p11−1)+(1−π1)p01.This
bias is small in magnitude (i.e., an absolute value) when the
majority voting method results in a high p11and a low p01,
but can be large when p11is small or p01is large.
2) Statistical Properties ofp̃+j,̃p−j,̃q+j, and̃q−j:Denote

byZ
(ab)
ij the indicator variable (i.e., a random variable) that

the voted label of thei-th file isaand the label assigned to
thei-th file by thej-th detector isb, namely

Z
(ab)
ij = I(Xij=b and Yi=a) for a,b∈{0,1}.

Intuitively, theZ(ab)ij ’s partition themfiles into four groups: the

files withZ
(01)
ij = 1, which are voted as benign but labeled
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as malicious by thej-th detector; the files withZ(00)ij = 1,
which are voted as benign and also labeled as benign by the
j-th detector; the files withZ

(10)
ij = 1, which are voted as

malicious but labeled as benign by the j-th detector; and the
files withZ(11)ij = 1, which are voted as malicious and also
labeled as malicious by thej-th detector.
Under Assumption 2, we can obtain

Z(01)ij = I(Xij=1 and Yi=0)

= I(Xij=1)·I

⎛

⎝
n

k=1,k=j

Xik<
(n−2)

2

⎞

⎠,

Z
(00)
ij = I(Xij=0 and Yi=0)

= I(Xij=0)·I

⎛

⎝
n

k=1,k=j

Xik<
n

2

⎞

⎠,

Z
(10)
ij = I(Xij=0 and Yi=1)

= I(Xij=0)·I

⎛

⎝
n

k=1,k=j

Xik≥
n

2

⎞

⎠,

Z(11)ij = I(Xij=1 and Yi=1)

= I(Xij=1)·I

⎛

⎝
n

k=1,k=j

Xik≥
(n−2)

2

⎞

⎠.(13)

Note that fora,b∈{0,1},wehave

I(Yi=a)

= I(Xij=1andYi=a)+I(Xij=0andYi=a)

= Z(a1)ij +Z
(a0)
ij ,and

I(Xij=b)

= I(Xij=bandYi=1)+I(Xij=bandYi=0)

= Z(0b)ij +Z
(1b)
ij .

Hence Eqs. (9)-(12) can be respectively rewritten as

p̃+j=

m
i=1Z

(01)
ij

m
i=1Z

(01)
ij +

m
i=1Z

(00)
ij

,   (14)

p̃−j=

m
i=1Z

(10)
ij

m
i=1Z

(10)
ij +

m
i=1Z

(11)
ij

,   (15)

q̃+j=

m
i=1Z

(11)
ij

m
i=1Z

(11)
ij +

m
i=1Z

(01)
ij

,   (16)

q̃−j=

m
i=1Z

(00)
ij

m
i=1Z

(00)
ij +

m
i=1Z

(10)
ij

,   (17)

where Z(ab)ij are defined in Eq. (13).
Denote by pc,ab,jthe probability that a file has a voted
labelaand a labelbassigned by thej-th detector under the
condition that the file’s unknown true label isc.Thatis,

pc,ab,j=Pr(Z
(ab)
ij =1|ai=c) for a,b,c∈{0,1}.

Ifai=1, then theXij’s are independent Bernoulli(1− p−j)
random variables for 1≤ j≤n. According to Assumption 2,
for each  fixed triple (a,b,j), the Z

(ab)
ij ’s  are IID

Bernoulli random variables with the probability p1,ab,j.
The probabilitiesp1,ab,j’s are obtained by

p1,01,j= Pr(Z
(01)
ij =1|ai=1)

= (1− p−j)·Pr

⎛

⎝
n

k=1,k=j

Xik<
(n−2)

2
ai=1

⎞

⎠,

p1,00,j= Pr(Z
(00)
ij =1|ai=1)

= p−j·Pr

⎛

⎝
n

k=1,k=j

Xik<
n

2
ai=1

⎞

⎠,

p1,10,j= Pr(Z
(10)
ij =1|ai=1)

= p−j·Pr

⎛

⎝
n

k=1,k=j

Xik≥
n

2
ai=1

⎞

⎠,

p1,11,j= Pr(Z
(11)
ij =1|ai=1)

= (1− p−j)·Pr

⎛

⎝
n

k=1,k=j

Xik≥
(n−2)

2
ai=1

⎞

⎠.

Therefore, we obtain⎛

⎝

i∈I1

Z
(01)
ij ,

i∈I1

Z
(00)
ij ,

i∈I1

Z
(10)
ij ,

i∈I1

Z
(11)
ij

⎞

⎠,

which follows a multinomial distribution with parameters
m1 and  (p1,01,j,p1,00,j,p1,10,j,p1,11,j).   Actually,
the components in this multinomial random vector respectively
count the numbers of malicious files belonging to the
aforementioned four groups determined byZ

(ab)
ij ’s.

Ifai=0, theXij’s are independent Bernoulli(p+j)random
variables for 1≤ j≤ n. Similarly, for each fixed triple
(a,b,j),theZ

(ab)
ij ’s are IID Bernoulli random variables with

p0,01,j= Pr(Z
(01)
ij =1|ai=0)

= p+j·Pr

⎛

⎝
n

k=1,k=j

Xik<
(n−2)

2
ai=0

⎞

⎠,

p0,00,j= Pr(Z
(00)
ij =1|ai=0)

= (1− p+j)·Pr

⎛

⎝
n

k=1,k=j

Xik<
n

2
ai=0

⎞

⎠,

p0,10,j= Pr(Z
(10)
ij =1|ai=0)

= (1− p+j)·Pr

⎛

⎝
n

k=1,k=j

Xik≥
n

2
ai=0

⎞

⎠,

p0,11,j= Pr(Z
(11)
ij =1|ai=0)

= p+j·Pr

⎛

⎝
n

k=1,k=j

Xik≥
(n−2)

2
ai=0

⎞

⎠.

Accordingly, we have
⎛

⎝

i∈I0

Z
(01)
ij ,

i∈I0

Z
(00)
ij ,

i∈I0

Z
(10)
ij ,

i∈I0

Z
(11)
ij

⎞

⎠,
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which follows a multinomial distribution with parametersm0
and(p0,01,j,p0,00,j,p0,10,j,p0,11,j). Similarly, the compo-
nents in this random vector respectively count the numbers
of benign files belonging to the four groups determined by
Z
(ab)
ij ’s.
From Assumption 2, we know that the random vectors
⎛

⎝

i∈I1

Z
(01)
ij ,

i∈I1

Z
(00)
ij ,

i∈I1

Z
(10)
ij ,

i∈I1

Z
(11)
ij

⎞

⎠ and

⎛

⎝

i∈I0

Z(01)ij ,

i∈I0

Z(00)ij ,

i∈I0

Z(10)ij ,

i∈I0

Z(11)ij

⎞

⎠

are independent random variables. Hence, we have the
following Theorem 2, with its proof deferred to Appendix A.
Theorem 2: For a,b,a,b,c∈{0,1}, we define

μc,ab,j= mcpc,ab,j,

σ2c,ab,j= mcpc,ab,j(1− pc,ab,j), and

ρc,ab,ab,j= −mcpc,ab,jpc,ab,j.

When m0→ ∞ and m1→ ∞ , the following can be obtained:

1)The false positive probability estimator ̃p+jasymptot-
ically follows the Normal distribution with mean and
variance being respectively

μ+j=
μ1,01,j+μ0,01,j

μ1,01,j+μ1,00,j+μ0,01,j+μ0,00,j
,

σ2+j= d
2
1σ
2
1,01,j+2d1d2ρ1,01,00,j+d

2
2σ
2
1,00,j

+d21σ
2
0,01,j+2d1d2ρ0,01,00,j+d

2
2σ
2
0,00,j,

where

d1=
(μ1,00,j+μ0,00,j)

(μ1,01,j+μ1,00,j+μ0,01,j+μ0,00,j)2
,

d2= −
(μ1,01,j+μ0,01,j)

(μ1,01,j+μ1,00,j+μ0,01,j+μ0,00,j)2
.

2)The false negative probability estimator ̃p−jasymptot-
ically follows the normal distribution with mean and
variance being respectively

μ−j=
μ1,10,j+μ0,10,j

μ1,10,j+μ1,11,j+μ0,10,j+μ0,11,j
,

σ2−j= d
2
3σ
2
1,10,j+2d3d4ρ1,10,11,j+d

2
4σ
2
1,11,j

+d23σ
2
0,10,j+2d3d4ρ0,10,11,j+d

2
4σ
2
0,11,j,

where

d3=
μ1,11,j+μ0,11,j

(μ1,10,j+μ1,11,j+μ0,10,j+μ0,11,j)2
,

d4= −
μ1,10,j+μ0,10,j

(μ1,10,j+μ1,11,j+μ0,10,j+μ0,11,j)2
.

3)The positive predictive value estimator ̃q+jasymptoti-
cally follows the Normal distribution with the following
mean and variance

υ+j=
μ1,11,j+μ0,11,j

μ1,01,j+μ1,11,j+μ0,01,j+μ0,11,j
,

δ2+j= e
2
1σ
2
1,01,j+2e1e2ρ1,01,11,j+e

2
2σ
2
1,11,j

+e21σ
2
0,01,j+2e1e2ρ0,01,11,j+e

2
2σ
2
0,11,j,

where

e1=
μ1,01,j+μ0,01,j

(μ1,01,j+μ1,11,j+μ0,01,j+μ0,11,j)2
,

e2= −
μ1,11,j+μ0,11,j

(μ1,01,j+μ1,11,j+μ0,01,j+μ0,11,j)2
.

4)The negative predictive value estimatorq̃−jasymptoti-
cally follows the Normal distribution with the following
mean and variance, respectively

υ−j=
μ1,00,j+μ0,00,j

μ1,00,j+μ1,10,j+μ0,00,j+μ0,10,j
,

δ2−j= e
2
3σ
2
1,00,j+2e3e4ρ1,00,10,j+e

2
4σ
2
1,10,j

+e23σ
2
0,00,j+2e3e4ρ0,00,10,j+e

2
4σ
2
0,10,j,

where

e3=
μ1,10,j+μ0,10,j

(μ1,00,j+μ1,10,j+μ0,00,j+μ0,10,j)2
,

e4= −
μ1,00,j+μ0,00,j

(μ1,00,j+μ1,10,j+μ0,00,j+μ0,10,j)2
.

Remark 4: None of the means of the asymptotic distribu-
tions in Theorem 2 matches the true value of the corresponding
metric, meaning that these naïve estimators are biasedand
their biases have more complicated forms than that of̃π1.

D. Designing Adjusted Estimators

1) Adjustingπ̃1tôπ1:From Theorem 1, we know that the
asymptotic mean ofπ̃1isμ1=π1p11+(1−π1)p01.Bythe
method of moments[14], we can set up the following equation
to obtain a new estimator ofπ1:

π̃1=π1p11+(1−π1)p01.   (18)

By replacingp11andp01with their respective estimators ̃p11
andp̃01, which can be obtained by the Monte Carlo method
described in Section III-D4 withp+j=p̃+jandp−j=p̃−j
forj=1,...,n, we can solve Eq. (18) to obtain an adjusted
estimator ofπ̂1as follows:

π̂1=
π̃1−̃p01

p̃11−̃p01
, (19)

which has the bias removed. The adjusted estimator ̂π1is then
used to compute

m̂1=[mπ̂1] and  ̂m0=m−̂m1,

where[x]is the rounding function (i.e., it returns a rounded
integer ofx). The estimatorsπ̂1,m̂1andm̂0will be used in
the estimator adjustments ofp+j,p−j,q+j,andq−j.

2) Adjustingp̃+jandp̃−jRespectively to ̂p+jandp̂−j:
The adjustments of ̃p+jandp̃−jfollow the same principle
as, but are more complicated than, the adjustment of ̃π1
becausep̃+jandp̃−jare related to all of the other estimators.
We adjust one estimator jat a time.
For adjusting ̃p+jandp̃−j, we define the following condi-
tional probabilities that are conditioned onai=1andai=0:

α1j= Pr

⎛

⎝
n

k=1,k=j

Xik<
(n−2)

2
ai=1

⎞

⎠,

α2j= Pr

⎛

⎝
n

k=1,k=j

Xik<
n

2
ai=1

⎞

⎠,

β1j= Pr

⎛

⎝
n

k=1,k=j

Xik<
(n−2)

2
ai=0

⎞

⎠,
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β2j= Pr

⎛

⎝
n

k=1,k=j

Xik<
n

2
ai=0

⎞

⎠.

For a fixed detector j, these conditional probabilities are in
regard to the other(n− 1)detectors. Under the condition
thatai= 1 (i.e., the ground truth is that fileiis malicious),
α1jis the probability that no more than(n−2)/2 detectors
other thanjdetect fileias malicious;α2jis the probability
that no more thann/2 detectors other than jdetect file
ias malicious. Correspondingly,β1jandβ2jare condition
probabilitiesunder the condition thatai= 0. We stress that
these conditional probabilities are independent ofibecause,
under Assumption 1, these probabilities arethe same forany
i. These conditional probabilities can be estimated by their
Monte Carlo estimators α̃hjandβ̃hj, whereh= 1,2 with
p+k=p̃+kandp−k=p̃−kfork= j. By Theorem 2, we can
set up the following

p̃+j

=
m̂1(1− p−j)̃α1j+̂m0p+j̃β1j

m̂1(1−p−j)̃α1j+̂m1p−j̃α2j+̂m0p+j̃β1j+̂m0(1−p+j)̃β2j
,

p̃−j

=
m̂1p−j(1−̃α2j)+̂m0(1− p+j)(1−β̃2j)

m̂1p−j(1−̃α2j)+̂m1(1− p−j)(1−̃α1j)

+̂m0(1− p+j)(1−β̃2j)+̂m0p+j(1−β̃1j)

.

Some algebraic manipulation reduces these equations to the
following linear equations ofp+jandp−j:

a11 −a12

a21 −a22

p+j

p−j
=
b1

b2
(20)

where

a11=m̂0β̃1j(1−̃p+j)+̂m0β̃2j̃p+j,

a12=m̂1̃α1j(1−̃p+j)+̂m1̃α2j̃p+j,

a21=m̂0(1−β̃2j)(1−̃p−j)+̂m0(1−β̃1j)̃p−j,

a22=m̂1(1−̃α2j)(1−̃p−j)+̂m1(1−̃α1j)̃p−j,

b1=m̂0β̃2j̃p+j−̂m1̃α1j(1−̃p+j),

b2=m̂0(1−β̃2j)(1−̃p−j)−̂m1(1−̃α1j)̃p−j.

The adjusted estimators forp+jandp−jare then the solution
(̂p+j,̂p−j)to Eq. (20).

3) Adjustingq̃+jandq̃−jRespectively to ̂q+jandq̂−j:
Note that the positive and negative predictive valuesq+jand
q−jare related to the false positive and negative probabilities
p+jandp−jthroughπ1as

q+j=
π1(1− p−j)

π1(1− p−j)+(1−π1)p+j
,   (21)

q−j=
(1−π1)(1− p+j)

(1−π1)(1− p+j)+π1p−j
.   (22)

Given the adjusted estimators π̂1,p̂+jand ̂p−j, we can
compute the adjusted estimators forq+jandq−jas

q̂+j=
π̂1(1−̂p−j)

π̂1(1−̂p−j)+(1−̂π1)̂p+j
,   (23)

q̂−j=
(1−̂π1)(1−̂p+j)

(1−̂π1)(1−̂p+j)+̂π1p̂−j
.   (24)

Algorithm   1   Monte   Carlo   Computation   of

Pr n
j=1Xij≤M  for Some IntegerM

1:Input: A sequence of probabilities{pj,j=1,...,n},N=
10,000

2:Output: Pr n
j=1Xij≤M  where Xij∼Bernoulli(pj)

1:set a counterk← 0.
2:for =1toN do
3: generate(x1,...,xn)such thatxj∼Bernoulli(pj).
4: if n

j=1xj≤M then
5: k← k+1.
6: end if
7:end for
8:Outputk/N as the final result.

4) Monte Carlo Computation ofPr( n
j=1Xij≤ M):

Note that Pr n
j=1Xij≤M  is the probability thatthe total

number of detectors that say that thei-th file is malicious is no
greater thanM,whereM is a given parameter.The calculation
of the adjusted estimators requires one to estimate probabilities
involving the sum of some of theXij’s, such as the probability
estimatorsp̃11,̃p10,α1j,α2j,β1j,andβ2j. Although theXij’s
are independent Bernoulli random variables, the parameters
of their distributions are different because the detectors’ false
positive probabilities and/or false negative probabilities can be
different from each other (e.g.,p+j= p+jwhere j= j).
This means that the sum of these variables doesnotfollow
any standard distribution. In this section, we describe a Monte
Carlo method for evaluating probabilities involving such a
form of variables. Without loss of generality, we present an

algorithm for computing  Pr n
j=1Xij≤M  for anyM.

The computation of the other probabilities involving the sum
of someXij’s is similar.

E. Numerical Experiments
Here we present numerical experiments by using synthetic
data with known ground truth to examine the accuracy of the
estimators mentioned above. We consider two settings of false
positive probabilities p+j’s and false negative probabilities
p−j’s:slight heterogeneityandtrue heterogeneity.
1) Experiments With Slightly Heterogeneous p+j’s and
p−j’s:In the first set of numerical experiments, we consider
n= 5,10,15,25,35 detectors, whosep+j’s andp−j’s are
slightly heterogeneous, by choosing them uniformly from the
range[, +0.1],where =0,0.1,0.2,...,0.7. We fixm=
50,000 andπ1=0.2 in this set of numerical experiments.
For each fixed pair of parameters(n,), we generate 1,000
samples as follows (see Algorithm 2 in Appendix B for
details). We first randomly generate a set ofp+j’s andp−j’s,
each of sizen, from the Uniform(, + 0.1)distribution.
We then generate 1,000 data samples for each pair (n,).
To make the results comparable across the samples, we use
the samep+j’s andp−j’s to generate the 1,000 data samples.
Within each sample, we randomly generate the ground truth
labels for the 50,000 files with exactly 50,000×0.2=10,000
malicious files and 50,000−10,000=40,000 benign files.
Then, the labels are assigned by the detectors and the voted
labels are generated as in Section III-E1.
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Fig. 2.  Average biases (over the 1,000 data samples) of the estimators ofπ1,p+j,q+jin the numerical experiments with slightly heterogeneousp+j’s and
p−j’s respectively chosen from the ranges as indicated (Section III-E1), wherej∈[1,n]and|bias|represents the absolute value of bias. (a)|bias|ofπ̃1.
(b)|bias|ofp̃+j.(c)|bias|ofq̃+j.(d)|bias|ofπ̂1.(e)|bias|ofp̂+j. (f)|bias|ofq̂+j.

Fig. 2 plots the biases of the naïve and adjusted estimators
respectively forπ1,p+jandq+j, and shows that the naïve and
adjusted estimations are approximately the same. The results
of the estimators forp−jandq−jare similar and thus omitted.
We draw the following insights.
Insight 2: In the case ofslightly heterogeneousp+j’s and
p−j’s,
•a small number (e.g., n= 5) of “very good” detectors
(i.e., p+j<0.1and p−j<0.1) can make the biases of
naïve and adjusted estimators close to zero, meaning that
majority voting is almost perfect in detecting malware.

•a large number (e.g., n=15) of “good” detectors (i.e.,
0.1≤ p+j< 0.2and0.1≤ p−j< 0.2)can makethe
biases of both the naïve and adjusted estimators close to
zero, meaning that majority voting is almost perfect in
detecting malware.

•a larger number (e.g., n= 35) of “fair” detectors (i.e.,
0.2≤ p+j≤ 0.5and0.2≤ p−j≤ 0.5) make the
biases of both the naïve and adjusted estimators close
to zero, meaning that majority voting is almost perfect
in detecting malware. Moreover, the adjusted estimators
have lower biases, or are more accurate, than their
corresponding naïve estimators.

•when the detectors are “poor” (i.e., p+j≥ 0.5and
p−j≥0.5), neither the naïve estimators nor the adjusted
estimators are reliable because their biases are high.

2) Experiments With Truly Heterogeneous p+j’s and p−j’s:
In the second set of numerical experiments, we consider
m = 100,000 files with a ground-truth portion of mali-
cious filesπ1= 0.58579, which is chosen according to the
π1derived from a preliminary analysis of the real dataset.
We also generate synthetic data according to the adjusted

estimators derived from the preliminary analysis. The prelim-
inary analysis is not reported here, but its results are very
similar to the analysis reported in Section IV. The intent
is to make the synthetic data mimic the real data, but for
the synthetic data we know the ground truth. Since the real
dataset contains 47 detectors, we considern= 47 simulated
detectors. To accommodate heterogeneity, we choose p+j
from the range of(0.000617,0.256)andp−jfrom the range
of(0.00238,0.998),wherej∈[1,47]. To see the impact of
“poor” detectors whosep−j’s are greater than or equal to 0.5,
we consider 8 “poor” detectors whose p−j’s are respectively
0.515, 0.606, 0.648, 0.718, 0.732, 0.828, 0.921, and 0.998.
We rank the n= 47 simulated detectors according to their
p−j’s in the decreasing order, which leads to afixedlist of
simulated detectors named 1,2,...,47.
In order to see the impact of the number of detectors
that are used in the majority voting method, we consider a
sequence of experiments that respectively use thefirstκ=
5,15,25,35,47 detectors on the list of the 47 simulated
detectors. This means, for example, that simulated detector
43 will be encountered only when we considerκ = n=
47 detectors, but detector 33 will be encountered when we
considerκ = 35< n= 47 andκ = n= 47 detectors.
For a fixedκ∈{5,15,25,35,47},weusetheseκdetectors’
p+j’s andp−j’s to generateN=1,000 data samples. Within
each sample, we randomly generate the ground truth labels for
m=100,000 files with exactly 100,000×0.58579=58,579
malicious files and 100,000−58,579=41,421 benign files.
Then each detector is applied to thesem files. When the true
label of a file is 1 (malicious), the label assigned by thej-th
detector is randomly generated according to the Bernoulli(1−
p−j)distribution. When the true label of a file is 0 (benign),
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Fig. 3.   Relative absolute bias (RABs, in %) of portion estimators of
malicious files (π1=0.58579)obtained in numerical experiments with truly
heterogeneousp+j’s andp−j’s (Section III-E2).

the label assigned by thej-th detector is randomly gener-
ated according to the Bernoulli(p+j)distribution. Once all
thendetectors are applied to all the files, the voted label
for a file is determined according to the majority voting
method.
In this setting, the values of each metric can vary over a

wide range. This makes a direct comparison of their biases
less revealing since the scale of the bias depends on the scale
of the true metric value. Therefore, for ease of comparison
we define the followingRelative Absolute Bias(RAB) for the
j-th estimator, 1≤ j≤n:

RAB(j)

=
|average bias of the estimator over all the samples|

true value of the parameter being estimated
,

(25)

which measures how accurate the estimator is relative to the
true parameter value.
Table I summarizes the RABs of the other estimators for

detectorsj=3,13,23,33,43 as examples. Fig. 3 summarizes
the RABs of theπ1estimators. It is worth mentioning that the
RABs for the false positive probabilities (p+j) of detectors
3 and 13 are high. This is because they have really smallp+j,
namelyp+3= 0.000617 andp+13= 0.00938. Although the
scales of the biases are small, they are relatively largebecause
the actual true values are very small.Overall, we can draw the
following insight from Fig. 3 and Table I.
Insight 3: In the case oftruly heterogeneousp+j’s and
p−j’s,

•majority voting can be ruined by the presence of a
significant number of “poor” detectors.

•both the naïve estimators and the adjusted estimators can
be accurate when the number of detectors is large. For
example, when n= 47detectors, the RABs of the two
sets of estimators are the same, implying that majority
voting achieves perfect accuracy and there is no room
for further improvement over the adjusted estimators.

•when using n<47detectors, most RABs of the adjusted
estimators are substantially lower than the RABs of the

naïve estimators, implying that the adjusted estimators
can indeed achieve a better accuracy.

IV. APPLICATION

A. Dataset

Our dataset consists of 10,738,585 files collected from
VirusTotal in 2015, involving 62 malware detectors in total.
Since some files are not analyzed by every detector, we omit
the detectors that labeled less than 100,000 files. Among the
remaining detectors, TrendMicro and TrendMicro-HouseCall
are apparently from the same vendor (i.e., TrendMicro) and
McAfee and McAfee-GW-Edition are apparently from the
same vendor (i.e., McAfee). Because two detectors from
the same vendor would use some common technology (i.e.,
not independent of each other) and our statistical estima-
tors assume that the detectors are independent of each
other, we eliminate TrendMicro-HouseCall and McAfee-GW-
Edition. Then, we further eliminate the files that are not
labeled by all of the remaining detectors. As a result, we have
9,428,997 files that are labeled by 47 malware detectors,
leading to a matrixXijwith 9,428,997 rows and 47 columns.
These files correspond to 5 months in 2015: 3,760,291 (May),
2,430,201 (June), 344,067 (July), 1,918,299 (November), and
976,139 (December). This prompts us to analyze the entire
dataset as a whole and analyze the corresponding 5 smaller
datasets individually as well.

B. Experimental Design

For the entire dataset and each of the 5 datasets, we consider
the following sequence of experiments with different sets of
detectors, which conduct the majority voting in each case.

•Experiment 1: We considern=4 handpicked detectors,
namely Kaspersky, McAfee, Microsoft, and Symantec,
because they are widely used in the real world.

•Experiment 2: In addition to the preceding 4 detectors,
we randomly select 6 of the remaining detectors, leading
ton=10 detectors in the experiment.

•Experiment 3: In addition to the preceding 10 detectors,
we randomly select 10 of the remaining detectors, leading
ton=20 detectors in the experiment.

•Experiment 4: In addition to the preceding 20 detectors,
we randomly select 10 of the remaining detectors, leading
ton=30 detectors in the experiment.

•Experiment 5: In addition to the preceding 30 detectors,
we randomly select 10 of the remaining detectors, leading
ton=40 detectors in the experiment.

•Experiment 6: We consider all of then=47 detectors.

C. Estimating Metrics p+j,p−j,q+j,q−j

Fig. 4 plots the estimation ofp+j,p−j,q+j,q−jfor each
of the 47 detectors with respect to the entire (i.e., “All”)
and July datasets. Due to space limitations, we omit the
May, June, and November datasets because they exhibit a
phenomenon similar to the entire dataset as plotted in Fig. 4a,
and we omit the December dataset because it exhibits a
phenomenon similar to the July dataset as plotted in Fig. 4b.
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TABLE I

RELATIVEABSOLUTEBIAS(RABS,IN%) OF THE ESTIMATORS OFp+j,p−j,q+j,q−jOBTAINED INNUMERICALEXPERIMENTSWITHTRULY
HETEROGENEOUSp+j’S ANDp−j’S(SECTIONIII-E2). NOTETHATDETECTORjISENCOUNTEREDONLYWHENκ≥ jBECAUSE FOR AN

EXPERIMENTWITHPARAMETERκ,ONLY THEFIRSTκ(κ≤n)DETECTORSPARTICIPATE INVOTING

We make the following observations. First, corresponding to
the entire dataset, none of the detectors isvery good(i.e., false
positive and false negative probabilities are both smaller than
0.1). Therefore, 8 detectors whose false negative probabilities
are greater than 0.5. More specifically, corresponding to the
entire (thus, the May, June, and November) datasets, namely
Fig. 4a, we observe that the false positive probabilities of the
detectors, namely the red-coloredp̃+j’s and̂p+j’s, fall into the
interval[0,0.3]. Indeed, the adjusted minimum and maximum
false positive probabilities are respectively 0.0006 (for a
detector with a false negative probability of 0.8239) and
0.2756 (for a detector with a false negative probability
of 0.0086). These two examples would manifest two different
philosophies in designing detectors: trading a high false posi-
tive (negative) probability for a low false negative (positive)
probability. Moreover, the Bayesian detection probabilities,
namely theq̃+j’s and̂q+j’s, fall into a relative small interval of
[0.8,1]. For the July (thus, the December) datasets, a similar
phenomenon is exhibited by the Bayesian detection proba-
bilities, but not by the false positive probabilities. However,
the detectors’ false negative probabilities, namely thep̃−j’s
and ̂p−j’s, and negative predictive probability, namely the
q̃−j’s and̂q−j’s, vary substantially.
Figs. 5 and 6 plot the estimation ofp+j,p−j,q+j,q−jfor

Kaspersky, McAfee, Microsoft, and Symantec, with respect to
the entire and July datasets and with respect to the sequence of
experiments ofn= 4,10,20,30,40,47 detectors mentioned
above. We omit the May, June, and November datasets because
they exhibit a phenomenon similar to the entire dataset
in Fig. 5, and we omit the December dataset because it exhibits
a phenomenon similar to the July dataset in Fig. 6. We make
the following observations.
First, malware detectors achieve different trade-offs between

their false positive probability and their false negative prob-
ability. Consider the case ofn = 47 detectors with the

Fig. 4.  Estimation ofp+j,p−j,q+j,q−jforj∈[1,47]when using the
47 detectors to the entire dataset. (a) All (i.e., the entire dataset). (b) The
July dataset.

entire (thus, the May, June and November) dataset as shown
in Insight 3, we observe that the naïve estimators are almost
the same as their adjusted estimators. This means that the
estimators give accurate results. Kaspersky has a false posi-
tive probabilityp̃+j≈ ̂p+j= 0.18632, a false negative
probability ̃p−j≈ ̂p−j= 0.04286, a Bayesian detection
probabilityq̃+j≈̂q+j= 0.87382 (i.e., when the Kaspersky
detector says a file is malicious, the trustworthiness of the
claim is only 87.382%), and a negative predictive probability
q̃−j≈ q̂−j= 0.93370 (i.e., when the Kaspersky detector
says a file is benign, the trustworthiness of the claim is
93.370%). Notice that Kaspersky’s false positive probability
p̂+jis almost 4 times of its false negative probabilityp̂−j.
A similar phenomenon is exhibited by McAfee. On the other
hand, Symantec has a smaller false positive probability and
a larger false negative probability, namely ̃p+j≈ ̂p+j=
0.06956< p̃−j≈ ̂p−j= 0.21011. Moreover, Symantec
has a larger Bayesian detection probability ̃q+j≈ q̂+j=
0.93869, and a smaller negative predictive probability, namely
q̃−j≈ q̂−j= 0.76661. These observations are consistent
with n= 10,20,30,40,47 detectors, but not necessarily for
n=4 detectors, meaning that using the 4 popular detectors for
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Fig. 5.  Estimation ofp+j,p−j,q+j,q−jfor Kaspersky, McAfee, Microsoft, and Symantec when usingn= 4,10,20,30,40,47 detectors to the entire
dataset. (a) Kaspersky. (b) McAfee. (c) Microsoft. (d) Symantec.

Fig. 6. Estimation ofp+j,p−j,q+j,q−jfor Kaspersky, McAfee, Microsoft, and Symantec when usingn=4,10,20,30,40,47 detectors to the July dataset.
(a) Kaspersky. (b) McAfee. (c) Microsoft. (d) Symantec.

majority voting can substantially and incorrectly underestimate
the false positive probabilities of Kaspersky and McAfee.
These observations invalidate the rule-of-thumb that anti-
malware vendors often trade high false negative probabilities
off for low false positive probabilities [8].
Second, Fig. 6 shows that for the July (thus, the December)

dataset, Kaspersky and McAfee also exhibit relatively low
false negative probabilities, but very high false positive proba-
bilities (e.g., ̂p+j= 0.4 for Kaspersky and ̂p+j= 0.4for
Kaspersky p̂+j= 0.56 for McAfee whenn = 47). This
justifies that during different periods of time, the detectors’
detection capabilities can vary. When considering the entire
dataset, the variation gets weighted down because the July and
December datasets are much smaller than the datasets of
the other months. Moreover, the adjusted estimators outper-
form their respective naïve estimators in most cases. This is
because the naïve estimators have a large bias, as predicted
by Theorem 2 that a large false positive probability p+j
introduces a significant bias into the estimators.

D. Estimating the Fraction of Malicious Filesπ1

Fig. 7 plots ̃π1and ̂π1(they-axis) with respect to the
numbernof detectors (thex-axis). We make the following
observations. First, the fractions of malicious files in the
5 monthly datasets are different. Moreover, theπ̃1of the entire
dataset (i.e., the lines corresponding to “All” in Figure 7) is a
weighted average of the ̃π1’s of the monthly datasets, based
on the definition ofπ̃1in Eq. (8). Note that this linear relation
does not hold for the adjusted estimators.
Second, for the entire dataset and the May, June, and

November datasets, ̃π1is almost identical toπ̂1, meaning
that they can be used as reliable estimators of the ground
truthπ1. However, for the July and December datasets, there
is a significant difference betweenπ̂1andπ̃1, meaning that
π̂1is a more accurate estimation of the ground truthπ1.Note
that Eq. (19) indicates that the difference betweenπ̂1and
π̃1is determined byp01andp11. The discrepancy between

Fig. 7.   Plots of ̃π1(dotted lines) andπ̂1(dashed lines) with different
datasets, where “all” means the entire dataset and two lines of the same color
corresponds to the same dataset.

π̂1andπ̃1for the July and December datasets is caused by,
as shown in Section IV-C, the fact that p01is large and
p11≈ 1 for these two months. In contrast, for the entire
dataset and the other three months, the discrepancy is small
becausep01≈0andp11≈1. It is also interesting to note that
despite the discrepancy betweenπ̂1andπ̃1for the July and
December datasets, the discrepancy for the entire dataset is
almost negligible because the July and December datasets are
substantially smaller than the three other months.
Third, Insight 3 implies that when the number of detectors
is sufficiently large, the estimated value is almost the ground
truth value. This means that for the entire dataset, we have
π1≈ ̃π1= ̂π1= 0.58580. Nevertheless, Fig. 7 exhibits
a drop of bothπ̃1andπ̂1when n= 20. Our retrospective
investigation shows that 5 of the 10 detectors that are newly
added to Experiment 3 have medium-to-high false negatives,
namely 0.998, 0.733, 0.447, 0.363, and 0.296 after rounding
to 3 decimals. As a consequence, the voting result of these
20 detectors generates a lot more benign labels than the
voting result of the 10 detectors in Experiment 2. Nevertheless,
as more detectors are used, the converging trend of the
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estimators resumes. This further confirms the robustness of
the majority voting method.

E. Insights

First, we observe thatπ1≈ π̃1= π̂1= 0.57413 when
n = 47 detectors are used, and that the quite inaccurate
π̂1= 0.63588 is obtained when only using the 4 popular
detectors (i.e., Kaspersky, McAfee, Microsoft, and Symantec).
The same phenomenon is observed by the other estimators as
well. For example, the false positive probability of Kaspersky
in the case of using 47 detectors isp̂+j= 0.18686, which
can be treated as the ground truth value; whereas, it isp̂+j=
0.05763 when only using the 4 popular detectors only. This
leads to:
Insight 4: The defender should use as many detectors as

possible, rather than using a few popular detectors.
This insight justifies the service paradigm of VirusTotal.
Second, once p̂+j,̂p−j,j = 1,...,n, are available,
the probabilityp11and the probabilityp00can be respectively
estimated using the Monte Carlo method in Section III-D4 as

p̂11= Pr

⎛

⎝
n

j=1

Xij≥
n

2
|ai=1

⎞

⎠,where

Xij∼ Bernoulli(1−̂p−j),

p̂00= Pr

⎛

⎝
n

j=1

Xij<
n

2
|ai=0

⎞

⎠,where

Xij∼ Bernoulli(1−̂p+j).

These two probabilities can also be combined to compute

Pr(Yi=ai)=̂π1p̂11+(1−̂π1)̂p00,   (26)

which is the estimated average probability that the voted label
of a file matches its true label. For example, in our application,
when all the 47 detectors are used, we havep11=1andp00=
1 by using the Monte Carlo method withN=5,000,000 (i.e.,
the voted label of a file is indeed its true label). This leads to:
Insight 5: When the number of detectors are sufficiently

large (e.g., n= 47), the estimated metrics can be used to
further compute theprobability that the voted label matches
the corresponding true label according to Eq.(26).

V. DISCUSSION

A. Real-World Implications

The insights mentioned above highlight some real-world
application scenarios. Insights 1-3 indicate (i) how many “very
good” (i.e.,p+ < 0.1andp− < 0.1), “good” (i.e., 0.1≤
p+<0.2and0.1≤ p−<0.2), or “fair” (i.e., 0.2≤ p+<0.5
and 0.2≤ p−<0.5) detectors are needed in order to achieve
almost perfect malware detection, and (ii) the use of “poor”
(i.e.,p+ ≥ 0.5orp− ≥ 0.5) detectors can critically hurt
the malware detection capability (i.e., such detectors should
be avoided). For example, even if the detectors are “very
good,” at least 5 detectors are needed. However, we showed in
Section IV that none of the 47 detectors is “very good.” These
insights also imply that the economic benefit of developing a
smaller number of high quality detectors (i.e., “good” or “very

good”) may need to be reconsidered when the cost of lowering
their false positive and false negative probabilities may not be
linearly proportional to the gainin their detection capability.
In summary, we have:
Insight 6: If the detectors have (almost) identical p+j

and (almost) identical p−j, then 5 “very good” detectors can
lead to (almost) perfect voting results. If the detectors have
slightly different p+’s and slightly different p−j’s, 5 “very
good” detectors and 15 “good” detectors can lead to (almost)
perfect voting results. It is better to remove “poor” detectors
in order to achieve more trustworthy results and then follow
the guidelines in the identical and slightly heterogeneous cases
to achieve trustworthy results.

B. Further Comparison With [8]

As mentioned in the Introduction, Kantchelian et al.[8]
investigate both  unsupervised and supervised learning
approaches to the aggregation of the labels given by multiple
malware detectors into a single one. The setting in their unsu-
pervised learning approach is similar to the one considered
in the present paper. However, they make 4 assumptions.
In contrast, we only make 2 (of the 4) assumptions, which
is made possible because we use a different approach. To
be specific, [8] uses a Bayesian approach, in which all
of the model parameters are considered as random quan-
tities following certain distributions. In order to estimate
a parameter (i.e., the mode of the parameter’s distribution,
namely the point having the highest probability), one needs to
specify a prior distribution for the parameter, which essentially
forces one to make further assumptions about the parameter.
If the true parameter matches the assumed prior distribution,
the Bayesian approach works well; otherwise, the Bayesian
approach may fail to converge orit convergesto some
absurd estimator. Due to this reason, they have to assume the
following prior distributions of the parameters:π1is around
0.5; and both true positive and false positive probabilities are
low. In contrast, we take aFrequentist approach,in which
the model parameters are not considered to be random. The
estimator of a parameter is generally the optimizer of an
objective function,representingthe probability of seeing the
data that has been observed. As such, no prior distributions
on these parameters need to be assumed.
Now we present a numerical comparison between the esti-
mators of [8] and ours. We apply their method to the synthetic
data in the first experiment in Section III-E1 withπ1= 0.2,
= 0.1,0.4andn= 5,15,35. That is, the false positive
probabilities p+jand the false negative probabilitiesp−j
of thendetectors are randomly selected from the interval
[, + 0.1]. Recall that a bias isdefined as anaverage
deviation of an estimator from the true value of the parameter
in question, meaning thatthebias can be positive or negative
depending on which value is greater. For ease of comparison,
we consider the absolute value of the bias, called absolute
bias,which isdenoted by|bias|. The closer the absolute bias
of an estimator is to zero, the more accurate the estimator.
Fig. 8 plots the comparison between the absolute biases
of their estimators and the absolute biases of our estimators,
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Fig. 8.  Compare the absolute biases of the estimators ofπ1,p+j,p−jin [8] (indicated by “Ref” in the figures) and the adjusted estimatorŝπ1,̂p+j,̂p−j
in the present paper. (a)|Bias|ofπ1.(b)|Bias|ofp+j.(c)|Bias|ofp−j.

Fig. 9.  Absolute biases of our adjusted estimatorsπ̂1,̂p+j,̂q+j,whereδ=0 corresponds to the data without “perturbing” the values ofp+jandp−jover
the individual files (i.e., Assumption 1 holds), andδ=0.2 corresponds to the data after “perturbing” the values ofp+jandp−jwith a range of±0.2(i.e.,
Assumption 1 is violated). (a)|Bias|ofπ̂1.(b)|Bias|ofp̂+j.(c)|Bias|ofq̂+j.

while noting that they do not have results on q+jandq−j.
We observe that when   = 0.1, all of the detectors have
p+jandp−jbetween 0.1 and 0.2. We also observe that the
absolute biases of both their estimators and ours are very close
to0(i.e.,< 0.01). Therefore, both their estimators and ours
are accurate whenp+jandp−jaresufficiently small (i.e.,
0.1≤ p+j,p−j≤0.2).
When   = 0.4, all of the detectors are fair ones with
p+j,p−j∈ (0.4,0.5), which violates the lowp+jassumption
made in [8]. For every fixed nexcept forn = 10, their
method becomes erratic for estimating at least one of the three
parameters. For example, whenn = 5, their estimator for
p−jhas an absolute bias over 0.5; whenn=15 or 25, their
estimator forπ1has absolute biases around 0.6; whenn=35,
their estimator forπ1has an absolute bias of about 0.8, and
their estimator forp+jhas an absolute bias close to 0.5. The
only stable case for their method is forn=10, in which case
the estimator forp+jhas a slightly smaller absolute bias than
that of our adjusted estimator; still, our estimators forπ1and
p−jhave slightly smaller absolute biases than theirs. On the
other hand, our estimators have consistently small biases for
all the cases. In summary, our estimators have lower absolute
biases than theirs in most cases. Even when our estimators
have slightly larger absolute biases thantheirs, the differences
are all small.
We draw the following conclusion. The estimators in [8] are

very sensitive to the assumption that all detectors have low
false positive probabilities. When this assumption is violated,
their estimators can become erratic and completely unreliable.
On the other hand, our estimators are robust even when the
detectors have high false positive probabilities.

C. Are Our Estimators Sensitive to Assumption 1?
Assumption 1 is made in both [8] and the present paper.
This assumption is needed for thetheoretical derivation to
be sound. The assumption says that a detector has the same
false positive probability when classifying any benign file;
and it has the same false negative probability when classi-
fying any malicious file. This assumption can be relaxed by,
as shown in Section IV, dividing the files according to their
time-stamps, which is reasonable because the false positive
and false negative probabilities indeed vary with the smaller
datasets.
Now we explore whether Assumption 1 is absolutely neces-
sary or not. We conduct experiments to see how sensitive our
estimators are to the assumption. For this purpose, we first
generatep+j’s andp−j’s according to the first experiment in
Section III-E1 withπ1= 0.25,  = 0,0.1,0.2,0.3,0.4and
n= 5,10,15,25,35. However, when generating the label of
an individual fileiwith respect to detector j,weuseafalse
positive probability and a false negative probability randomly
generated from the uniform distribution over[p+j−δ,p+j+δ]
and[p−j−δ,p−j+δ], respectively. That is, we make the
file-wise false positive and false negative probabilities vary
in the range of 2δ. When the resulting probabilities are too
close to 0 or 1, meaning that the probability interval would
fall out of[0,1], we truncate them to smaller intervals that are
respectively centered atp+jandp−jwhile fitting into[0,1].
We then apply our estimators to the resulting dataset. If the
biases of the estimators corresponding to the perturbed data
are not significantly different from the biases of the estimators
corresponding to the unperturbed data, we can claim that the
estimators are not sensitive to Assumption 1.
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We conduct simulations with δ= 0.01, 0.02, 0.03, 0.04,
0.05, 0.1, 0.15, 0.2. The larger theδ, the bigger the devia-
tion from the estimators of the unperturbed data. Therefore,
we only report the results forδ=0.2hereinFig.9.Notethat
δ=0 corresponds to the case of unperturbed data. We observe
that the largest difference between the biases corresponding
to the perturbed data and the biases corresponding to the
unperturbed data is observed forπ̂1andq̂+jwhenn=15 and
the ranges ofp+jandp−jare[0.3,0.4]or[0.4,0.5]. When
p+jandp−jare in these ranges, their perturbed versions at
each file can take any values from a range of width 0.4 by our
data generation method. However, even the largest difference
between the biases is smaller than 0.05, while the true value
isπ1= 0.2 and the range of the true values ofq+jis also
between 0.2 and 1. Thisimpliesthat the differenceshows
a high tolerance against the assumption, concluding thatour
estimators are not sensitive to Assumption 1.

D. Limitations

Our study has the following limitations. First, we need
to validate, weaken, or eliminate the assumptions. Assump-
tion 1 says that an individual detector has the same capability
in detecting all types of malware. However, some malware
detectors may be particularly better at detecting some types
of malware than others [5], [8]. Assumption 2 assumes that
all detectors make their decisions independent of each other.
This may not be universally true because Android malware
detectors appear to have a weak correlation [15].
Second, we were able to quantify the bias of ̂π1, but not

able to quantify the bias of estimatorsp̂+j,̂p−j,̂q+j,and̂q−j
completely. Fully quantifying the biases of these estimators is
a challenging task, but deserves a full investigation.
Third, we investigated the unweighted voting method.

In practice, some detectors may be known to perform better
than others. Therefore, one can investigate a weighted majority
voting method.

VI. RELATEDWORK

In addition to the most closely related prior work [8],
we briefly review less related prior studies. Gu et al.[16]
investigate alert fusion methods in the context of intrusion
detection systems, called the fusion of decisions based on the
alerts of multiple detectors, while assuming that the detectors
are independent of each other. Byconsidering the associated
cost, they use the Neyman-Pearson detection theory and the
Likelihood Ratio Test (LRT) [17] to identify the optimal
fusion that incurs the minimum cost. However, they assume
that the false positive probabilityp+jand false negative
probabilityp−jof thej-th detector are given (e.g., computed
from the known ground truth [16]). Their study and ours
are complementary to each other inthe following sense: Our
work is to accurately estimate parameters (including p+jand
p−j)withoutknowing the ground truth; in contrast, their work
assumes thatp+jandp−jare given.
There are studies for dealing with inconsistent labels

in the context of crowd-sourced labeling [10], [18]–[21].
However, these studies assume that some portions of the

ground truth (e.g., the value ofaifor somei’s,p+jfor
j= 1,...,n,orp−jforj= 1,...,nwhen putting in the
terminology of the present paper) are known. In contrast, these
metrics are exactly what we aim to estimate.
Sebastianet al.[22] investigate how to automatically clas-
sify malware samples into different families. This problem is
different from the one we study because of the following:
Malware detectors can be seen as having two tasks: (i) decide
whether a sample is a malware or not; and (ii) if the sample
is a malware, to which malware family it belongs. We study
problem (i), whilenotassuming the ground truth is known;
they study problem (ii), while assuming that a sample that is
detected as malware is indeed malware (i.e., the ground truth
is known).
Hurier et al.[23] define a set of metrics to characterize
the discrepancy between malware detectors while treating the
voting resultas the ground truth, namely the problem (i)
mentioned above. In contrast, we differentiate the voting result
fromthe ground truth, and aim to quantify the distance
between the voting result and the unknown ground truth.

VII. CONCLUSION

We motivated and formulated the measurement of malware
detection metrics in theabsenceof ground truth as astatistical
estimationproblem. We presented a statistical methodology
to tackle this problem by designing naïve estimators and
adjusted estimators. We validated these estimators based on
numerical experiments of synthetic data with known ground
truth. We learned useful insights in terms of the accuracy (or
usefulness) of these estimators in various parameter regimes.
We applied these estimators to analyze a real dataset.
We also discussed the three limitations of the present study
and correspondingly derived the following future research
directions: (i) eliminating or weakening the assumptions; (ii)
quantifying the bias of adjusted estimators; and (iii) developing
an optimally weighted voting mechanism.

APPENDIXA
PROOFS OF THETHEOREMS

Theorem 1:Note that m
i=1Yi= i∈I1

Yi+ i∈I0
Yi.

The Yi’s in i∈I1
Yiare IID Bernoulli(p11)random vari-

ables. Therefore, we have i∈I1
Yi∼ Binomial(m1,p11).

When  m1 →  ∞ , this distribution can be approx-
imated  by  Normal(m1p11,m1p11(1 − p11)).  Similarly,

i∈I0
Yi∼ Binomial(m0,p01), which can be approximated

by Normal(m0p01,m0p01(1− p01)).
Note that i∈I1

Yiand i∈I0
Yiare independent of each

other by our Assumption 2. Hence their sum m
i=1Yiasymp-

totically follows the Normal distribution with meanm1p11+
m0p01 and variancem1p11(1− p11)+ m0p01(1− p01).
Therefore, the asymptotic distribution for ̃π1is

μ1=
m1p11+m0p01

m
=π1p11+(1−π1)p01,

σ21=
m1p11(1− p11)+m0p01(1− p01)

m2

=
π1p11(1− p11)+(1−π1)p01(1− p01)

m
.
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Algorithm 2 Data Generation for Simulation of Detectors
With Slightly Heterogeneous False Positive and Negative
Probabilities
INPUT: the number of detectorsn, the lower bound of the
probability range,m=50,000,π1=0.2,N=1,000.
OUTPUT: N datasets, each containing them × n matrix
X of detector assigned labels, the size-n vector of voted
labelsY, the true malicious portionπ1and the true metrics
p+j,p−j,q+j,q+j,j= 1,...,nwith p+j,p−j∈(, +
0.1).

1:m← 50,000
2:π1← 0.2
3:m1← mπ1
4:forj=1tondo
5: generatep+jandp−jsuch thatp+j∼Uniform(, +
0.1)andp−j∼Uniform(, +0.1)

6: q+j← π1(1− p−j)/(π1(1− p−j)+(1−π1)p+j)
7: q−j← (1−π1)(1−p+j)/((1−π1)(1−p+j)+π1p−j)
8:end for
9:for =1toN do
10: samplem1indices from{1,2,...,m}to form the index

setI1.
11: fori=1tom do
12: ifi∈I1then
13: ai← 1.
14: else
15: ai← 0.
16: end if
17: end for
18: forj=1tondo
19: fori=1tom do
20: ifai=1then
21: generateXijsuch thatXij∼Bernoulli(1− p−j).
22: else
23: generateXijsuch thatXij∼Bernoulli(p+j).
24: end if
25: end for
26: end for
27: fori=1tom do
28: if n

j=1Xij≥
n
2then

29: Yi← 1.
30: else
31: Yi← 0.
32: end if
33: end for
34:end for
35:Output N data sets as the final result.

This completes the proof.
Theorem 2:We prove the result for estimator p̃+j.Bythe

multivariate normal approximation to a multinomial distribu-
tion, we have⎛

⎝
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Z
(01)
ij ,

i∈I1

Z
(00)
ij ,

i∈I1

Z
(10)
ij ,

i∈I1

Z
(11)
ij

⎞

⎠

approx
∼  N(µ1j, 1j),

⎛
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⎞
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approx
∼  N(µ0j, 0j),

where forc∈{0,1},µcj= (μc,01,j,μc,00,j,μc,10,j,μc,11,j)
and

cj=
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According to Assumption 2, the two random vector compo-
nents ofZare independent of each other. Hence we have

Z
approx
∼  N (µ1j,µ0j),

1j 0
0 0j

.

For a vectorx= (x1,x2,...,x8), consider functiong(x)=
(x1+ x5)/(x1+ x2+ x5+ x6).Thenp̃+j= g(Z).There-
fore, using the multivariate delta method top̃+jyields the
asymptotic distribution in the first part of the theorem. This
completes the proof of the result for estimatorp̃+j. Proofs for
the other estimators are similar and thus omitted.

APPENDIXB
ALGORITHM FORGENERATING THESYNTHETICDATA

See Algorithm 2.

ACKNOWLEDGMENTS

The authors would like to thank the reviewers for their
constructive comments that guided the authors in improving
the paper, VirusTotal for providing them the dataset, Moustafa
Saleh and John Charlton for pre-processing the dataset, and
Lisa Ho and John Charlton for proofreading the paper.

REFERENCES

[1] L. Invernizzi and P. M. Comparetti, “Evilseed: A guided approach to
finding malicious Web pages,” inProc. IEEE Symp. Secur. Privacy,
May 2012, pp. 428–442.

[2] J. Zhang,  Z.  Durumeric,  M. Bailey,  M. Liu, and  M.  Karir,
“On the mismanagement and maliciousness of networks,” inProc.
NDSS, Feb. 2014, pp. 1–12.

[3] L. Xu, Z. Zhan, S. Xu, and K. Ye, “Cross-layer detection of malicious
websites,” inProc. ACM CODASPY, 2013, pp. 141–152.

[4] M. Kührer, C. Rossow, and T. Holz, “Paint it black: Evaluating the
effectiveness of malware blacklists,” inProc. RAID, 2014, pp. 1–21.

[5] A. Mohaisen and O. Alrawi, “Av-Meter: An evaluation of antivirus scans
and labels,” inProc. DIMVA, 2014, pp. 112–131.

[6] R. Perdisci and M. U, “VAMO: Towards a fully automated malware
clustering validity analysis,” inProc. ACSAC, 2012, pp. 329–338.

[7] J. A. Morales, S. Xu, and R. Sandhu, “Analyzing malware detection effi-
ciency with multiple anti-malware programs,” inProc. ASE CyberSecur.,
2012, pp. 56–66.

[8] A. Kantchelianet al., “Better malware ground truth: Techniques
for weighting anti-virus vendor labels,” inProc. ACM AIS, 2015,
pp. 45–56,



2980 IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 13, NO. 12, DECEMBER 2018

[9] A. P. Dawid and A. M. Skene, “Maximum likelihood estimation of
observer error-rates using the EM algorithm,”J. Roy. Statist. Soc. C,
Appl. Statist., vol. 28, no. 1, pp. 20–28, 1979.

[10] V. C. Raykaret al., “Supervised learning from multiple experts: Whom
to trust when everyone lies a bit,” inProc. ICML, 2009, pp. 889–896.

[11] (2017).Virus Total. [Online]. Available: https://www.virustotal.com
[12] A. Milenkoski, M. Vieira, S. Kounev, A. Avritzer, and B. D. Payne,

“Evaluating computer intrusion detection systems: A survey of common
practices,”ACM Comput. Surv., vol. 48, no. 1, p. 12, 2015.

[13] M. Pendleton, R. Garcia-Lebron, J.-H. Cho, and S. Xu, “A survey on
systems security metrics,”ACM Comput. Surv., vol. 49, pp. 62:1–62:35,
Dec. 2017.

[14] G. Casella and R. L. Berger,Statistical Inference. Scituate, MA, USA:
Duxbury Press, 2002.

[15] I. Martín, J. A. Hernández, S. de los Santos, and A. Guzmán,
“POSTER: insights of antivirus relationships when detecting Android
malware: A data analytics approach,” in Proc. ACM CCS, 2016,
pp. 1778–1780.

[16] G. Gu, A. A. Cárdenas, and W. Lee, “Principled reasoning and practical
applications of alert fusion in intrusion detection systems,” inProc. ACM
ASIACCS, 2008, pp. 136–147.

[17] P. K. Varshney,Distributed Detection and Data Fusion. Springer, 2012.
[18] R. Subramanian, R. Rosales, G.Fung, and J. Dy. (2016). “Evaluating

crowdsourcing participants in the absence of ground-truth.” [Online].
Available: https://arxiv.org/pdf/1605.09432.pdf

[19] G.  Ramakrishnan,  K.  P.  Chitrapura,  R.  Krishnapuram,  and
P. Bhattacharyya, “A model for handling approximate, noisy or
incomplete labeling in text classification,” inProc. ICML, 2005,
pp. 681–688.

[20] J. Whitehill, T.-F. Wu, J. Bergsma, J. R. Movellan, and P. L. Ruvolo,
“Whose vote should count more: Optimal integration of labels from
labelers of unknown expertise,” inProc. Adv. Neural Inf. Process. Syst.,
2009, pp. 2035–2043.

[21] Q. Liu, J. Peng, and A. T. Ihler, “Variational inference for crowd-
sourcing,” inProc. Adv. Neural Inf. Process. Syst., 2012, pp. 692–700.

[22] M. Sebastian, R. Rivera, P. Kotzias, and J. Caballero, “AVclass: A tool
for massive malware labeling,” inProc. RAID, 2016, pp. 230–253.

[23] M. Hurier, K. Allix, T. F. Bissyandé, J. Klein, and Y. Le Traon,
“On the lack of consensus in anti-virus decisions: Metrics and insights
on building ground truths of Android malware,” inProc. DIMVA, 2016,
pp. 142–162.

Pang Du received the B.S. and M.S. degrees in
mathematics from the University of Science and
Technology of China in 1996 and 1999, respectively,
the M.A. degree in mathematics and the M.S.E.
degree in computer science from Johns Hopkins
University in 2002, and the Ph.D. degree in statis-
tics from Purdue University in 2006. He joined
the Department of Statistics, Virginia Tech, as an
Assistant Professor, in 2006, and was promoted to
Associate Professor with tenure in 2012, which is
the position he currently holds. His current research

interests include cybersecurity data analytics, analysis of functional and
complex data, analysis of survival data and non-detects data, and statistical
learning in high dimensional data.

Zheyuan Sun received the M.S. degree in applied
mathematics from the Illinois Institute of Tech-
nology. He is currently pursuing the Ph.D. degree
with the Department of Computer Science, Univer-
sity of Texas at San Antonio. His research interests
include cybersecurity data analytics.

Huashan Chen received the M.S. degree from
the Institute of Information Engineering, Chinese
Academy of Sciences, in 2016. He is currently
pursuing the Ph.D. degree with the Department
of Computer Science, University of Texas at San
Antonio. His primary research interests are in cyber-
security, especially moving target defense and secu-
rity metrics.

Jin-Hee Cho  (SM’14) received the M.S. and
Ph.D. degrees in computer science from Virginia
Tech in 2004 and 2008, respectively. She is
currently a Computer Scientist with the U.S. Army
Research Laboratory, Adelphi, MD, USA. She has
authored or co-authored over 90 peer-reviewed tech-
nical papers in leading journals and conferences
in the areas of trust management, cybersecurity,
network performance analysis, resource allocation,
uncertainty reasoning and analysis, information
fusion/credibility, and social network analysis. She

received the Best Paper Award at IEEE TrustCom’2009, BRIMS’2013, IEEE
GLOBECOM’2017, and 2017 ARL’s publication award. She was a recipient
of the 2015 IEEE Communications Society William R. Bennett Prize in
the field of communications networking. In 2016, she was selected for the
2013 Presidential Early Career Award forScientists and Engineers, which is
the highest honor bestowed by the U.S. Government on outstanding scientists
and engineers in the early stages of their independent research careers.

Shouhuai  Xu received the Ph.D. degree in
computer science from Fudan University. He is the
Founding Director of the Laboratory for Cyberse-
curity Dynamics. He is also a Full Professor with
the Department of Computer Science, University
of Texas at San Antonio. He pioneered the Cyber-
security Dynamics Framework for modeling and
analyzing cybersecurity from a holistic perspective
(http://www.cs.utsa.edu/ shxu/socs). He co-initiated
the International Conference on Science of Cyber
Security (SciSec) in 2018 and the ACM Scalable

Trusted Computing Workshop. He is/was the Program Committee Co-Chair
of SciSec’18, ICICS’18, NSS’15, and Inscrypt’13. He was/is an Associate
Editor of the IEEE TDSC, the IEEE T-IFS, and the IEEE TNSE.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


