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#### Abstract

We present a method for the creation and control of cold molecules that involves coherently combining Feshbach resonances and stimulated Raman adiabatic passage. We present analytical and numerical results showing how to optimize this process that can be implemented using techniques readily available in standard experimental setups. This will provide a link in the chain from atoms to ground-state molecules and can serve as a building block towards more complex processes in coherent ultracold chemistry.
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## I. INTRODUCTION

Ultracold molecules have many potential uses in prominent areas such as quantum computation [1], control of chemical reactions [2-5], fundamental measurements [6], and few-body collision physics [1,2]. Their rich internal energy structure that makes them useful in these applications is the same property that makes these objects difficult. One standard method for creating ultracold molecules involves using resonance processes such as magnetoassociation, which makes use of a Feshbach resonance (FR) [7-11] to form vibrationally high-energy molecules from ultracold atoms. Once this process finishes, stimulated Raman adiabatic passage (STIRAP) [ $1,3,12,13]$ transfers the molecules to their ground state. One of the side effects of this methodology is that the intermediate state, vibrationally hot molecules, waits for the resonance process to end before undergoing STIRAP [14-16]. This opens the door to lose population through environmental factors, such as collisions or decay to outside states. Taking inspiration from double STIRAP procedures [2,6], we look to coherently combine the process of magnetoassociation and STIRAP in an attempt to minimize the time these molecules remain in this unstable state. By chaining these two processes together in a coherent manner we create a toolkit for true deterministic and coherent ultracold chemistry. In this paper we describe how we approach this task and the numerical optimization that goes into creating an ideal case. Ideally this technique can be used to chain together other elementary processes in this building-block-type coherent fashion.

## II. MODEL DESCRIPTION

Our model describes a single coherent process from ultracold, separated atoms into ultracold molecules. Starting with separate atoms, we sweep through a Feshbach resonance to create a Feshbach molecule, i.e., a molecule in a highly excited vibrational state of the electronic ground state $[14,16]$.

Then we apply STIRAP to the resulting molecule to transfer the molecule into a lower energy state. The key factor that makes this method useful compared to standard techniques is the coherent nature of the process. While common experimental techniques involve storing the Feshbach molecules in an optical trap and then performing STIRAP to cool them, our method is done in one continuous sweep to reduce the time the molecule spends in unstable intermediary states. Figure 1 shows a visualization of this process.

## A. Model construction

Figure 2 is a visualization of the level scheme for this combined FR into STIRAP process: $|1\rangle$ represents the state of separated ultracold atoms, $|2\rangle$ represents the state of the newly combined Feshbach molecules, $|4\rangle$ represents the state of ground-state molecules, and $|3\rangle$ represents the intermediate molecular state of a standard STIRAP procedure. From this we get the following Hamiltonian for our four-level system:

$$
H=\hbar\left[\begin{array}{cccc}
\Delta_{1} & \Omega_{1} & 0 & 0  \tag{1}\\
\Omega_{1} & \Delta_{2} & \Omega_{2} & 0 \\
0 & \Omega_{2} & \Delta_{3} & \Omega_{3} \\
0 & 0 & \Omega_{3} & 0
\end{array}\right] .
$$

The $\Delta_{i}$ are detunings of levels from their bare atomic resonances. With three transitions in the system, one of the levels ( $|4\rangle$ in this case) can be set to zero (cf. Refs. [18,19]). $\Omega_{1}$ is related to the width of the Feshbach resonance, while $\Omega_{2}$ and $\Omega_{3}$ are the pump and Stokes pulses, respectively, in a standard three-level STIRAP procedure. This model does not take into account any of the inefficiencies associated with standard magnetoassociation processes, so population numbers reflect only the percentage of Feshbach molecules that are actually created via the initial magnetic field sweep, which typically is about $20 \%$ of the ultracold atom population. We also neglect to include decay from $|3\rangle$ out of the system. As usual in


FIG. 1. General overview of the process, working from right to left. A collection of ultracold atoms goes through a Feshbach resonance to create ultracold molecules. Then, without storing these high-energy molecules, we coherently apply STIRAP to take the molecule into a more stable ground-state level. Picture inspired by Ref. [17].

STIRAP systems, the population spends negligible time in $|3\rangle$ and thus we choose to ignore additional decays from this level.

## B. Feshbach resonance and rapid adiabatic passage

The major shift in framework we make is viewing the magnetoassociation process through the lens of the wellunderstood coherent process of rapid adiabatic passage (RAP) [4,5,20-22]. With that shift, we attempt to find a suitable dark state for this process and optimize accordingly. The energylevel anticrossings of typical (magnetic) Feshbach resonances under a changing magnetic field are analogous to the anticrossings of the dressed states of RAP, i.e., when the field is chirped. Thus the magnetic field in FR is analogous to the detuning in RAP and the strength of the FR is analogous to the coupling strength, i.e., Rabi frequency of the RAP field (see the Appendix for details). The Hamiltonian for a coupled two-channel model of FR is [9]

$$
H_{t c}=\left[\begin{array}{cc}
H_{b g} & W(r) \\
W(r) & H_{c l}(B)
\end{array}\right]
$$

where the diagonal elements represent the Hamiltonians of the two scattering channels in the hypothetical absence of any coupling and the off-diagonal elements represent the coupling between the two channels with $r$ representing the distance between the atom pair. The standard Hamiltonian for RAP is

$$
H_{\mathrm{RAP}}=\hbar\left[\begin{array}{cc}
0 & \Omega \\
\Omega & \Delta(t)
\end{array}\right]
$$

According to Ref. [9] we can reduce the diagonal elements of $H_{t c}$ to just the difference between the entrance and closed channels of the system, i.e., $H_{b g} \rightarrow 0$ and $H_{c l} \rightarrow$ $\left(H_{c l}(B)-H_{b g}\right)$. The optical detuning $(\Delta)$ of a RAP process is analogous to the magnetic detuning $(B)$ in magnetoassociation, while the Rabi frequencies $(\Omega)$ in RAP serve the same purpose as the level couplings $(W(r)$ ) of magnetoassociation


FIG. 2. Energy-level scheme for the four-level model of the system. The $\gamma$ 's represent the only decays we included in our calculation in the form of Lindblad operators.
in determining the width of the resonance. With RAP's dependence on $\Delta$ and magnetoassociation's dependence on a changing magnetic field $B$, both processes are time dependent. This analogy allows us to describe the complicated process of magnetoassociation in language similar to that used to describe STIRAP. With this translation from magnetoassociation to RAP, we can easily combine it with standard models of STIRAP and begin performing analysis on a joint FR-STIRAP system.

## III. QUALITATIVE ANALYSIS

Our goal is to maximize the coherent transfer of population from $|1\rangle$ into $|4\rangle$. An easy way to do this is to find a dark state of the Hamiltonian that has components of both $|1\rangle$ and $|4\rangle$. Then we can adiabatically manipulate the parameters of our system such that the state initially is aligned along $|1\rangle$ and ends fully aligned along $|4\rangle$. This is the bare minimum we are looking for at first. Once those conditions are satisfied we would like to impose further conditions of minimizing the amount of population that is in $|2\rangle$ and $|3\rangle$ throughout the process, as those states are assumed to be the most unstable and prone to decays out of the system. The first step in finding a dark state is looking at the determinant of the Hamiltonian of Eq. (1):

$$
\begin{equation*}
\operatorname{det} H=\hbar^{2}\left(\Omega_{1}^{2} \Omega_{3}^{2}-\Delta_{1} \Delta_{2} \Omega_{3}^{2}\right) \tag{2}
\end{equation*}
$$

This is not identically zero, so no dark state exists a priori in this system. To move forward we artificially create one by enforcing certain relations between parameters, for example, by imposing the following condition:

$$
\begin{equation*}
\Omega_{1}^{2}=\Delta_{1} \Delta_{2} \tag{3}
\end{equation*}
$$

With Eq. (3) the determinant of the Hamiltonian becomes zero and the following dark state appears:

$$
\begin{equation*}
|\Psi\rangle=\frac{1}{\Phi^{2}}\left(\Omega_{1} \Omega_{3}|1\rangle-\Delta_{1} \Omega_{3}|2\rangle+\Delta_{1} \Omega_{2}|4\rangle\right) \tag{4}
\end{equation*}
$$

where $\Phi^{2}=\sqrt{\left(\Omega_{1} \Omega_{3}\right)^{2}+\left(\Delta_{1} \Omega_{3}\right)^{2}+\left(\Delta_{1} \Omega_{2}\right)^{2}}$. As desired this dark state has components along $|1\rangle$ and $|4\rangle$. While there is an additional component along $|2\rangle$, there is no component along $|3\rangle$. Getting this dark state to initially line up with $|1\rangle$ is difficult primarily because of the dark state condition (3). Our approximation is to start with $\Omega_{1}$ and $\Omega_{2}$ equal to zero, with


FIG. 3. A typical time evolution of the population in each of the four bare states throughout the process.
$\Omega_{3}$ and $\Delta_{2}$ both nonzero. $\Delta_{3}$ plays no significant role in this discussion, and $\Delta_{4}$ is already zero by assumption. To show this meets our criterion of initially aligning with $|1\rangle$ we solve Eq. (3) for $\Delta_{1}$ and plug the result into Eq. (4):

$$
|\Psi\rangle \propto \Omega_{3} \Delta_{2}|1\rangle-\Omega_{1} \Omega_{3}|2\rangle+\Omega_{1} \Omega_{2}|4\rangle
$$

With $\Omega_{1}$ and $\Omega_{2}$ as the small parameters, we see that $|2\rangle$ is first order in these small parameters and $|4\rangle$ is second order. Thus in the limit that these small parameters go to zero our state is initially lined up with $|1\rangle$. At the end of our process $\Omega_{3}$ and $\Delta_{2}$ are the small parameters, so looking at Eq. (4) we see that similarly this state ends in $|4\rangle$ with $|1\rangle$ and $|2\rangle$ both first order in the small parameters, while $|4\rangle$ is zero order.

Throughout this procedure it will be useful to look at the coupling strengths between our dark state and other states in which we wish to avoid large populations. First we move into an adiabatic basis. We choose our dark state as defined in Eq. (4) and the excited state $|3\rangle$ as two of the new basis vectors. We then use Gram-Schmidt orthogonalization to get the remaining two basis states, which will be "bright states," coupling to the excited state $|3\rangle$. The transformation matrix $R$


FIG. 4. Rabi frequencies ( $\Omega$ 's) for time evolution in Fig. 3.


FIG. 5. Relevant level detunings for time evolution presented in Fig. 3.
then becomes

$$
R=\left[\begin{array}{cccc}
\frac{\Delta_{1}}{\Phi_{1}^{2}} & \frac{-\Delta_{1} \Omega_{1} \Omega_{2}}{\Phi_{2}^{2}} & 0 & \frac{\Omega_{1} \Omega_{3}}{\Phi^{2}} \\
\frac{\Omega_{1}}{\Phi_{1}^{2}} & \frac{\Delta_{1}^{2} \Omega_{2}}{\Phi_{2}^{2}} & 0 & \frac{-\Delta_{1} \Omega_{3}}{\Phi^{2}} \\
0 & 0 & 1 & 0 \\
0 & \frac{\left(\Delta_{1}^{2}+\Omega_{1}^{2}\right) \Omega_{3}}{\Phi_{2}^{2}} & 0 & \frac{\Delta_{1} \Omega_{2}}{\Phi^{2}}
\end{array}\right]
$$

where columns 1 and 2 are the bright states, column 3 is the excited state, and column 4 is our dark state. For normalization, $\Phi_{1}^{2}=\sqrt{\Delta_{1}^{2}+\Omega_{1}^{2}}, \quad \Phi_{2}^{2}=$ $\sqrt{\Delta_{1}^{2} \Omega_{1}^{2} \Omega_{2}^{2}+\Delta_{1}^{4} \Omega_{2}^{2}+\Omega_{3}^{2}\left(\Delta_{1}^{2}+\Omega_{1}^{2}\right)^{2}}$, and $\Phi^{2}$ is as defined previously. Since the parameters in this matrix are time dependent, the Hamiltonian transforms into

$$
\begin{equation*}
H^{\prime}=R H R^{\dagger}-i R^{\dagger} \dot{R} \tag{5}
\end{equation*}
$$

The coupling between the dark state and the excited state is identically zero in this transformation. Therefore, in our adiabatic considerations we focus on the coupling between the dark state and the two constructed bright states. By minimizing this coupling we should be able to keep our system state closely aligned with the dark state even in the presence of incoherent processes in the system [23].

## IV. NUMERICAL RESULTS

In order to give typical examples of this combined coherent process, we assume appropriate pulse forms in order to demonstrate the power of this procedure compared to traditional experimental setups. The switching on and off of the field can be described in terms of an arctangent function:

$$
\Omega_{i}(t)=\frac{\Omega_{\mathrm{mag}}}{\pi}\left(\frac{\pi}{2} \pm \arctan \left(\frac{t-t_{0}}{\tau}\right)\right)
$$

where $\Omega_{\text {mag }}, t_{0}$, and $\tau$ are the numerical parameters that form the search space. The form is such that for $-(+)$ the $\Omega$ 's start (end) at zero and end (start) at $\Omega_{\text {mag }}$. We also take a similar form for $\Delta_{2}$, where $\Delta_{2}$ starts near its maximal value and ends near zero. $\Delta_{1}$ is numerically determined by the dark state condition (3).

For simplicity we define a decay rate $\Gamma_{0}$ which we use to set the units for all our relevant parameters. Setting the decay rates $\gamma_{f}=\gamma_{\text {out }}=2 \Gamma_{0}$ and $\gamma_{s 1}=\gamma_{s 2}=20 \Gamma_{0}$, we found a typical evolution, represented by Fig. 3.


FIG. 6. Time evolution of populations with FR and STIRAP as separate processes when the decay of state $|2\rangle$ is not vanishingly small $\left(2 \Gamma_{0}\right)$. This was optimized in a similar way as Fig. 3, using the same decay rates but varying the strength and time scale of the Rabi frequencies and level detunings.

Figures 4 and 5 show the Rabi frequencies and detunings, respectively, needed to achieve this result. Note that the decay rates are near the magnitude of the Rabi frequencies needed to achieve this result.

This is a considerably better result than what can be achieved by treating the same four-level system as two separate coherent processes of RAP followed by STIRAP, as seen in Fig. 6. This is a massive improvement for a mediumstrength decay out of the system. While very strong decay out of the system will, up to now, produce similar results, this alternative method shows much improvement over treating these two processes independently. Note that with more unfavorable decay rates and Rabi frequencies than presented in Ref. [16] our calculations yield similar or better results.

Results for different combinations of system parameters (in particular, different strengths of decay out of state $|2\rangle$ ) are shown in the Appendix.

## v. CONCLUSION

This work provides an alternative and easily testable framework for the creation of ultracold molecules. In addition, this coherent combination of the two steps can, in principle, be inserted anywhere needed in a chain of steps, joining together any resonant and STIRAP processes. Current experimental setups should be able to incorporate these ideas fairly easily, as the proposed method does not call for new equipment, merely an adjustment of standard techniques by adjusting to time-dependent Rabi frequencies and detunings. One issue this work does not address yet is the relative inefficiency of the resonant process, in our case the Feshbach resonance. Due to the coherent nature of the STIRAP procedure, any combination of Feshbach resonance and STIRAP can only be used once, since repeated applications would empty the final state at the same rate as it would be filled. Further study into multiple iterations of this pulse scheme could mitigate that particular issue, altering this method to facilitate multiple runs that will capture more ground-state molecules than are destroyed. This will be subject of an upcoming publication. Further improvement on the method presented here could be achieved by taking advantage of the strong coupling between the intermediate levels $|2\rangle$ and $|3\rangle$ [24].
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## APPENDIX

Here we give the entries from the transformed matrix $H^{\prime}$ mentioned in Eq. (5):

$$
\begin{aligned}
& H_{11}^{\prime}=\Delta_{1}+\frac{\Omega_{1}^{2}}{\Delta_{1}}, \\
& H_{22}^{\prime}=0, \\
& H_{33}^{\prime}=\Delta_{3}, \\
& H_{44}^{\prime}=0, \\
& H_{12}^{\prime}=\frac{i \Delta_{1} \Omega_{2}\left(\Delta_{1} \dot{\Omega}_{1}-\dot{\Delta}_{1} \Omega_{1}\right)}{\sqrt{\Delta_{1}^{2}+\Omega_{1}^{2}} \sqrt{\left(\Delta_{1}^{2}+\Omega_{1}^{2}\right)\left(\Omega_{1}^{2} \Omega_{3}^{2}+\Delta_{1}^{2}\left(\Omega_{2}^{2}+\Omega_{3}^{2}\right)\right)}}, \\
& H_{13}^{\prime}=\frac{\Omega_{1} \Omega_{2}}{\sqrt{\Omega_{1}^{2}+\Omega_{2}^{2}}}, \\
& H_{14}^{\prime}=\frac{i \Omega_{3}\left(\Omega_{1} \dot{\Delta}_{1}-\Delta_{1} \dot{\Omega}_{1}\right)}{\sqrt{\Delta_{1}^{2}+\Omega_{1}^{2}} \sqrt{\Omega_{1}^{2} \Omega_{3}^{2}+\Delta_{1}^{2}\left(\Omega_{2}^{2}+\Omega_{3}^{2}\right)},} \\
& H_{23}^{\prime}=\frac{\sqrt{\left(\Delta_{1}^{2}+\Omega_{2}^{2}\right)\left(\Omega_{1}^{2} \Omega_{3}^{2}+\Delta_{1}^{2}\left(\Omega_{2}^{2}+\Omega_{3}^{2}\right)\right)}}{\Delta_{1}^{2}+\Omega_{1}^{2}}, \\
& H_{24}^{\prime}=\frac{i\left(\Delta_{1} \Omega_{1} \Omega_{2} \Omega_{3} \dot{\Omega}_{1}+\Delta_{1}^{3}\left(\Omega_{2} \dot{\Omega}_{3}-\dot{\Omega}_{2} \Omega_{3}\right)-\Omega_{1}^{2}\left(\Delta_{1} \Omega_{3} \dot{\Omega}_{2}+\Omega_{2}\left(\Omega_{3} \dot{\Delta}_{1}-\dot{\Omega}_{3} \Delta_{1}\right)\right)\right)}{\sqrt{\Omega_{1}^{2} \Omega_{3}^{2}+\Delta_{1}^{2}\left(\Omega_{2}^{2}+\Omega_{3}^{2}\right)} \sqrt{\left(\Delta_{1}^{2}+\Omega_{1}^{2}\right)\left(\Omega_{1}^{2} \Omega_{3}^{2}+\Delta_{1}^{2}\left(\Omega_{2}^{2}+\Omega_{3}^{2}\right)\right)}} \\
& H_{34}^{\prime}=0 .
\end{aligned}
$$

TABLE I. Explicit parameter values.

|  | Parameters | Fig. 3 | Fig. 7 | Fig. 8 |
| :---: | :---: | :---: | :---: | :---: |
| $\Omega 1$ | $\Omega 1_{\text {mag }}\left[\Gamma_{0}\right]$ | 1 | 1 | 1 |
|  | $\Omega 1_{\text {offset }}\left[\Gamma_{0}{ }^{-1}\right]$ | 89 | 89 | 89 |
|  | $\Omega 1_{\tau}\left[\Gamma_{0}{ }^{-1}\right]$ | 0.5 | 0.5 | 0.5 |
| $\Omega 2$ | $\Omega 2_{\text {mag }}\left[\Gamma_{0}\right]$ | 14 | 14 | 14 |
|  | $\Omega 2_{\text {offset }}\left[\Gamma_{0}{ }^{-1}\right]$ | 66 | 66 | 66 |
|  | $\Omega 2_{\tau}\left[\Gamma_{0}{ }^{-1}\right]$ | 0.5 | 0.5 | 0.5 |
| $\Omega 3$ | $\Omega 3_{\text {mag }}\left[\Gamma_{0}\right]$ | 1 | 1 | 0.5 |
|  | $\Omega 3_{\text {offset }}\left[\Gamma_{0}{ }^{-1}\right]$ | 90 | 90 | 90 |
|  | $\Omega 3_{\tau}\left[\Gamma_{0}{ }^{-1}\right]$ | 0.5 | 0.5 | 0.5 |
| $\Delta 2$ | $\Delta 2_{\text {mag }}\left[\Gamma_{0}\right]$ | 18 | 18 | 18 |
|  | $\Delta 2_{\text {offset }}\left[\Gamma_{0}{ }^{-1}\right]$ | 81 | 81 | 81 |
|  | $\Delta 2_{\tau}\left[\Gamma_{0}{ }^{-1}\right]$ | 6 | 6 | 6 |
| $\Delta 3$ | $\Delta 3_{\text {mag }}\left[\Gamma_{0}\right]$ | 10 | 10 | 10 |
|  | $\Delta 3_{\text {offset }}\left[\Gamma_{0}{ }^{-1}\right]$ | 0 | 0 | 0 |
|  | $\Delta 3_{\tau}\left[\Gamma_{0}{ }^{-1}\right]$ | 0 | 0 | 0 |
|  | $\gamma_{f}\left[\Gamma_{0}\right]$ | 2 | 2 | 2 |
|  | $\gamma_{S 1}\left[\Gamma_{0}\right]$ | 20 | 20 | 20 |
|  | $\gamma_{S 2}\left[\Gamma_{0}\right]$ | 20 | 20 | 20 |
|  | $\gamma_{\text {out }}\left[\Gamma_{0}\right]$ | 2 | 0.2 | 20 |

We also list here the explicit parameter values (Table I) and give results for different combinations of system parameters in Figs. 7, 8, and 9. One thing of note from Fig. 9 is how robust this procedure is with regards to the decay from $|2\rangle$ into $|1\rangle$. The only thing that changes from Fig. 3 is removing the decay from $|2\rangle$ to outside of the system, yet the improvement in performance is quite noticeable.


FIG. 7. Populations in the levels with $\gamma_{f}$ and $\gamma_{\text {out }}$ an order of magnitude smaller than the figures presented in the main body of the paper.


FIG. 8. Populations in the levels with $\gamma_{f}$ and $\gamma_{\text {out }}$ an order of magnitude larger than the figures presented in the main body of the paper.


FIG. 9. This is a similar run to what is presented in Fig. 3 but with $\gamma_{\text {out }}$ set to zero.

Finally, we also include RAP and Feshbach resonance energy structure in Fig. 10.


FIG. 10. Plot of the energy eigenvalues of a two-level RAP system. These are similar in structure to what is presented in Fig. 13 in Ref. [11]. Treating the magnetic field as a function of time, we can translate from magnetic field on the $x$ axis [11] to time on the $x$ axis, as we have plotted here.
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