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A spectral version of the Moore problem for
bipartite regular graphs

Sebastian M. Cioaba, Jack H. Koolen & Hiroshi Nozaki

ABSTRACT Let b(k, 0) be the maximum order of a connected bipartite k-regular graph whose
second largest eigenvalue is at most 0. In this paper, we obtain a general upper bound for b(k, 0)
for any 0 < @ < 2v/k — 1. Our bound gives the exact value of b(k, ) whenever there exists a
bipartite distance-regular graph of degree k, second largest eigenvalue 6, diameter d and girth
g such that g > 2d — 2. For certain values of d, there are infinitely many such graphs of various
valencies k. However, for d = 11 or d > 15, we prove that there are no bipartite distance-regular
graphs with g > 2d — 2.

1. INTRODUCTION

Let I' = (V, E) be a connected k-regular simple graph with n vertices. For 1 < ¢ < n,
let A;(T") denote the i-th largest eigenvalue of the adjacency matrix of T'. The eigen-
values have close relationships with other graph invariants. The smallest eigenvalue
An(T) is related to the diameter, the chromatic number and the independence number
(see [8, Chapter 4] or [9] for example). The second eigenvalue A2(T") plays a fundamen-
tal role in the study of expanders [2, 3, 8, 20]. Let v(k, §) denote the maximum order
of a connected k-regular graph I' with Ao(T") < 6. For 6§ < 2v/k — 1, from work of Alon
and Boppana, and Serre, we know that the value v(k, 6) is finite (see [10, 25]). In [10],
we obtained the following upper bound for v(k, 8). Let T'(k, t, c) be the ¢ x ¢ tridiag-
onal matrix with lower diagonal (1,1,...,1,¢), upper diagonal (k,k —1,...,k — 1),
and with constant row sum k. If  is the second largest eigenvalue of T'(k,t,c), then

k(k —1)t2

t—3
(1) v(k,0) < 1+Zk(kf1)i+ -

i=0
Equality holds in (1) if and only if there is a distance-regular graph of valency k with
second largest eigenvalue 0, girth g and diameter d satisfying g > 2d. For d > 6, there
are no such graphs [12]. However, for smaller values of d, there are infinitely many
values of k and 6 where the above inequality gives the exact value of v(k, ).
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In this paper, we improve the above results from [10] for bipartite regular graphs.
Let b(k,0) denote the maximum order of a connected bipartite k-regular graph T
with A\o(T) < 6. Bipartite regular graphs I' with A3(T') < 6 have been classified for
0 =+/21[29], 0 = /3 [22], and 0 = 2 [23]. We obtain a general upper bound for b(k, 6)
for any 0 < € < 2¢/k — 1. Our bound gives the exact value of b(k,8) whenever there
exists a bipartite distance-regular graph of degree k with second largest eigenvalue
0, diameter d and girth g such that g > 2d — 2. For certain values of d, there are
infinitely many such graphs of various valencies k. When d = 11 or d > 15, we
prove the non-existence of bipartite distance-regular graphs with ¢ > 2d — 2. Our
results generalize previous work of Hgholdt and Justesen [19] obtained in their study
of graph codes and imply some results of Li and Solé [24] relating the second largest
eigenvalue of a bipartite regular graph to its girth. The degree-diameter or Moore
problem for graphs [26] is about determining the largest graphs of given maximum
degree and diameter. Given the connections between the diameter and the second
largest eigenvalue of bipartite regular graphs (see [9] for example), our Theorem 4.1
can be interpreted as a spectral version of the Moore problem for bipartite regular
graphs.

In Section 2, we describe some sequences of orthogonal polynomials and develop
the preliminary results and notation that will be used in the paper. In Section 3, we
improve the linear programming bound from [27] for the class of bipartite regular
graphs. In Section 4, we obtain the following upper bound for b(k,0). Let B(k,t,c)
be the ¢ x t tridiagonal matrix with lower diagonal (1,...,1,¢, k), upper diagonal
(k,k—1,...,k—1,k—c), and constant row sum k. If 6 is the second largest eigenvalue
of B(k,t,c), then

(2) b(k,0) <2 (ti:(k, _ 1)i n (k — 1)t—3 N (k — l)t_2> .

: c C
=0

We show that equality happens in (2) when there is a bipartite distance-regular graph
of degree k, second largest eigenvalue 6 having g > 2d — 2. Inequality (2) generalizes
some results of Hgholdt and Justesen [19] (see Corollaries 4.8 and 4.9), and of Li and
Solé [24] (see Corollary 4.11). At the end of Section 4, we prove that the bound (2) is
better than (1) for any k and 6. In Section 5, we prove the non-existence of bipartite
distance-regular graphs with g > 2d—2 for d = 11 and d > 15. We conclude the paper
with some remarks in Section 6.

2. PRELIMINARIES

In this section, we describe some useful polynomials that will be used to prove our

main result. For any integer k > 2, let (Fi(k))@() be a sequence of orthogonal polyno-
mials defined by the three-term recurrence relation:

@) =1, F@)=e @)=k
and
(3) FP (@) = 2F ) () = (k= DE (@)
for 4+ > 3. The notation Fi(k) is abbreviated to F; for the rest of the paper. Let

g = Vk —1. The polynomials (F;);>0 form a sequence of orthogonal polynomials
with respect to the positive weight

v

w(zx) = 2 2
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on the interval [—2¢,2q] (see [21, Section 4]). The polynomials F;(qy)/q" in y are
called Geronimus polynomials [16, 17]. It follows from (3) that

(4) Fi(a) = (¢ = 2k + 2)Fi_s(x) — (k - 1)°Fi_4(a)

for i > 5. Note that for any ¢ > 0, Fy;(x) and Fy;41(x) are even and odd functions of
x, respectively.

For i > 0, let %y ,(x) = Fo;(Vz) and F1 ;(x) = Foip1(v/)//x. It follows that
2€Z i(2?) = Faipe(x) for € € {0,1}. By (4), the polynomials %y ;(x) and Fy ;(x)
satisfy the following properties:

jo@(d?) = 17 ﬂo,l(x) =T — k, ﬁog(ﬂ?) = 1'2 - (3k - 2)1‘ + k(k - 1)7
Fipolx) =1, Fra(z) =2z — (2k - 1),

and
(5) ﬂévi(lﬂ) = (l‘ — 2k -+ 2)};71‘_1(%) — (k‘ — 1)23?6’1'_2(‘%)

for any i > 3 if e = 0, and @ > 2 if ¢ = 1. Note that k% ;(k?) = Faipe(k) =
k(k — 1)%71e = (k — 1)%71%¢ 4+ (K — 1)%"F¢ for 2i + € # 0. For € € {0,1}, the
polynomials (% ;)i>o form a sequence of orthogonal polynomials with respect to the

positive weight
z Y2\ /42 — &

we(@) = k2 —x

on the interval [0,4q¢?].
For i > 0, let G;(x) = ZJU,_/(?J F;_5;(x). A simple calculation implies that
Fiya(x) — (k = 1)*Fi(2)
22 _ k2
for ¢ > 1. From Lemmas 3.3 and 3.5 in [11], the polynomials (G;);>0 form a sequence of

orthogonal polynomials with respect to the positive weight (k? —2?)w(z) = \/4q¢% — 22
on the interval [—2¢, 2q]. From (3), we deduce that

GZ(LL') = xGi,1($) — (/C — 1)Gi,2($)

(6) Gi(xr) =

for i > 2.
Let 9. ;(x) denote the polynomial

(7) Geilw) = ) Fej(x).
3=0

It follows that z¢9Y. ;(z%) = Gajie(x). Using (6), the polynomial ¥. ;(z) can be ex-
pressed as

Feiri(@) — (k=127 ;(x)
8 Y. i(x) = — :
) ) e
for any i« > 2if ¢ = 0, and ¢ > 1 if ¢ = 1. From Lemmas 3.3 and 3.5 in [11], for
e € {0, 1}, the polynomials (%, ;);>o form a sequence of orthogonal polynomials with
respect to the positive weight (k? —z)w.(z) = x¢~/2,/4¢2 — x on the interval [0, 4¢?].

LEMMA 2.1. Let pi (i, §) be the coefficients in %, ;(x)Fe ;(x) = liig+epl(i,j)ﬁo7l(x).
Then we have py(i,j) = kFei(k*)8;;, and p(i,j) = 0 for any l,i,j. Moreover

pi(i,5) >0 if and only if |i — j| <I<i+j+e.
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Proof. We have that

i+j+te i+j+e
Faive(@)Fajye(r) =a* Fei(a®) Fe j(2®) = > pili, ) Fos(a®) = Y pi(i, j)Fulw).
l

=0 =0
By Theorem 3 in [27], we obtain that po(l,j) = F2i+e(k)5i,j = k6§57i(k2)5i7j, and
pi(i,7) = 0 for any 1,4, j. Moreover p;(i,5) > 0ifand only if |i — j| < I <i+j+e O

Let I be a connected regular bipartite graph. The adjacency matrix A of I' can be

expressed by
O N
A= <NT O) )

where N ' is the transpose matrix of IN. The matrix IN is called the biadjacency
matriz of T'. Tt is not hard to see that
Foi(NNT) o)
Fy(A) = ’ .
(9) 2 ( ) ( o j{)’i(NTN)

Since each entry of Fy;(A) is non-negative [28], each entry of % (NN ") is also
non-negative.

3. LINEAR PROGRAMMING BOUND FOR BIPARTITE REGULAR GRAPHS

In this section, we give a linear programming bound for bipartite regular graphs. For
general regular graphs, a linear programming bound was obtained by Nozaki [27].

THEOREM 3.1. Let I' be a connected bipartite k-regular graph with v wvertices. Let
{£70,...,x7a} be the set of distinct eigenvalues of T, where 19 = k. If there exists
a polynomial f(x) = 22:0 fiZ0,i(x) such that f(k*) > 0, f(r7) < 0 for each i €
{1,...,d}, fo >0, and f; >0 for each j € {1,...,t}, then

, < 202

fo
Equality holds if and only if for each i € {1,...,d}, f(r?) = 0 and for each j €
{1,..,t}, to(f;:Z0,;(NNT)) = 0, and tr(f;-Fo;(N'N)) = 0, where N is the bi-
adjacency matriz of T'. If equality holds and f; > 0 for each j € {1,...,t}, then the
girth of T is at least 2t + 2.

(10)

Proof. From the spectral decomposition INN T= ZLO 2 E;, we deduce that
(11)
t

d t
FEYEy+> fGHE; = f(NNT) =Y fi70 (NN") = fol + Y _ fiF0 i (NN"),

i=1 i=0 i=1
where I is the identity matrix, Eg = (2/v)J, and J is the all-ones matrix. Taking
traces in both sides of (11), we get that

d
F(k?) = tr(f(k*) Eo) > tr (f(kz)Eo +) f(TiQ)Ei>

=1

t
=i (I + Y LA (NNT) | > u(pn) = 20
j=1
Therefore, v < 2f(k?)/fo. By using % j(N'N), we can obtain the same bound

as (10).

Algebraic Combinatorics, Vol. 2 #6 (2019) 1222



A spectral version of the Moore problem for bipartite regular graphs

If equality holds in (10), then for each i € {1,...,d}, f(7?) = 0 and for each
je{l,...,t} tr(f;-Zoj(NNT)) =0 and tr(f; %o, (NTN)) = 0. For the adjacency
matrix A, the (u,v)-entry of F;(A) is the number of non-backtracking walks of length
j from u to v [28]. Since (9) and f; > 0 for each j € {1,...,t}, there is no non-
backtracking walk of length 2j from wu to v for each j € {1,...,t}. Since I is bipartite,
the girth of ' is at least 2t + 2. O

4. UPPER BOUND FOR BIPARTITE GRAPHS WITH GIVEN SECOND
EIGENVALUE

In this section, we obtain an upper bound on b(k, ) using the bipartite linear pro-
gramming bound given by Theorem 3.1. Let ¢ > 0 be a real number and ¢ > 4 be an
integer. Let B(k,t, ¢) be the ¢ xt tridiagonal matrix with lower diagonal (1,...,1,¢, k),
upper diagonal (k,k—1,...,k — 1,k — ¢), and constant row sum k. Let

0k O
B(k,3,1)=|10k—1
0k O
THEOREM 4.1. If 0 is the second largest eigenvalue of B(k,t,c), then
t—4
;L (k=13 (k—1)2
b(k,0) < M(k,t,c) =2 kE—1) .
(k.0) < M(k,t,c) (ZO( )+

Equality holds if and only if there exists a bipartite distance-regular graph whose
quotient matriz with respect to the distance-partition from a vertex is B(k,t,c) for
1<e<korB(k,t—1,1) forc=k.

Proof. We first calculate the characteristic polynomial of B(k,t,c). The polynomials
F;, G;, %#;, and %; are defined in Section 2. Note that F;(x) is the characteristic
polynomial of the principal 7 X ¢ matrix formed by the first ¢ rows and ¢ columns of
B(k,t,1) for t > i+ 1. By this fact and equations (4) and (6), we can compute

‘II*B(k,t,C”
z —k
-1z —(k—-1)
- 1z —(k-1)
—c = —(k—c¢)
—k x
r —k x —k
-1z —(k-1) -1z —(k-1)
:k .. .. —i—x '.. .. ..
-1 x 0 -1 x —(k—1)
—c—(k—¢) —-c =

—k(k — ¢)Fi—o(x) + x(xFi—2(x) — c(k — 1) Fi_3(x))
=c(Fia(2) — (k — 1)°Fi_4(z)) + (2 — k*) Fi_s()
= C((1‘2 — k2)Ft_4(3§‘) + Ft_4(33) — (k‘ - 1)2Ft—6(x)) + (1’2 — k‘2)Ft_2(.I‘)

L(t—4)/2]
= (1’2 — k2) & Z Ft_4_2i(l’) + Ft_Q(x)
=0

Algebraic Combinatorics, Vol. 2 #6 (2019) 1223
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Note that
[(t—4)/2]
Z Fi_y_oi(z) + Fi_o(x) = (¢ — 1)Gi—a(x) + Gi—a(x).

Since the zeros of % ;_1 and ¥,  interlace on (0,4(k —1)), each zero of (¢c—1)%. s_1+
“. s is simple and belongs to (0,4(k — 1)) except for the smallest zero. For ¢ = k the
smallest zero is equal to 0 because (k — 1)% s_1(0) + % s(0) = 0 by (5) and (7). For
¢ > k, the smallest zero is negative. From x¢(z? — k?)((c — 1)%. s—1(2%) + 9. 5(2?)) =
(2% — k?)((c — 1)Gas—21c(7) + Gasye(2)), each non-zero real eigenvalue of B(k,t,c)
has multiplicity 1, and if ¢ > k, then B(k,t,c) has imaginary eigenvalues.

Let f1(x) be the polynomial

fila) = (gl L e Zfszol

We show that fa(z) = ZE;S’ fi#,i(x) satisfies the condition of the linear programming
bound from Theorem 3.1 for bipartite graphs. Note that f2(k?) = §1(k) > 0, and
f2(A2) = f1(A) < 0 for each A € [—6,6]. It suffices to show that f; > 0 for each
ie€q{0,1,...,t—3}.

The polynomial f;(z) can be expressed by

[t/2]—2
c—1)Gy_ +G
fl(l'):( ) tx4(_)62 t— 2 Z Ft . 21 +Ft 2( )
c—1)¥%. o)+ 9. _q(2? Lt/21 -2
:x26( )%e.1/2] ;2(_)02 Lt/2)-1(27) c Z 95,i($2)+95,u/2j—1($2) ,
i=0

where e = 0 if ¢ is even, and € = 1 if ¢ is odd. Thus,

2|—2
(=Y 11y2)—2(x) + D [1)2) -1 ( WZJ: 7.,

fg(.’L‘):l‘ Tz — p2

r) + Fe 1)2)-1()

By Proposition 3.2 in [11], g(x) = ((¢c — D)9 |t/2)—2 + Y |t/2)-1)/(x — 6?) has
positive coefficients in terms of % o, % 1,...,% |¢/2)—2- This implies that g(x) has
positive coefficients in terms of F¢ o, #c1,..., % |1/2)—2- Therefore f; > 0 for each
i={0,1,...,t — 3} by Lemma 2.1.

The polynomial g(x) can be expressed by g(z) = ZZLL/OQJ -2 giF. (). By Lemma 2.1,
we have

[t/2]—2
fo= Z ckegia@’e’i(kQ) = ck€g(k2).
i=0
By applying Theorem 3.1 to the polynomial fo(x), we have
[t/2]—2
2o (k2
bk, 0) < 220 _ope [0 5 (02) + By (82)
0 i=0
t—4
. (k _ 1>t—3 (k‘ _ 1)75—2
=2 k—1) .
P

By Theorem 3.1, the bipartite graph attaining the bound M (k,t,c) has girth at
least 2t —4, and at most ¢ distinct eigenvalues. Since the diameter is at most ¢t — 1, the
graph satisfies g > 2d—2, where g is the girth and d is the diameter. By g > 2d—2, the
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graph becomes a distance-regular graph [1, Theorem 4.4], [29], and it must have the
quotient matrix B(k,t,c) for 1 < ¢ < k, or B(k,t—1,1) for ¢ = k (see Proposition 4.6
below). Conversely the distance-regular graph with the quotient matrix B(k,t,c)
clearly attains the bound M (k, ¢, c¢). O

Note that T' is a distance-regular graph with the quotient matrix B(k,d + 1,¢) if
and only if T" is a connected bipartite k-regular graph that has only d + 1 distinct
eigenvalues, and whose girth is at least 2d — 2. Table 1 shows the known examples
attaining the bound M (k,d + 1, ¢) [7, Section 6.11].

EXAMPLE 4.2. Recall that v(k, ) denotes the maximum order of a connected (not
necessarily bipartite) k-regular graph whose second largest eigenvalue is at most 6.
We have v(3,1) = 10, which is attained by the Petersen graph [10] and b(3,1) = 8
from Table 1, which is attained by the bipartite incidence graph of the symmetric
(4,3,2)-design.

The following is the bipartite version of Theorem 5 in [27].

COROLLARY 4.3. Let ' be a bipartite distance-reqular graph of order n with quotient
matriz B(k,t,c) with respect to the distance-partition from a vertex. Then Ay(T') <
A2(TY) for any bipartite k-regular graph T of order n.

Proof. Assume that there exists a graph I" of order n such that A2(I") < Ag(T).
Then IV also attains the bound from Theorem 4.1. This implies that I must have
the eigenvalue A\o(T"), which is a contradiction. O

Let ) (resp. AU)) denote the largest zero of Fj(x) (resp. G;()).

PROPOSITION 4.4. For each 0 € [0,2vk — 1), there exist t,c such that 0 is the second
largest eigenvalue of B(k,t,c).

Proof. Note that AU) < pl) for j > 1 because G,(z) = Z}i/oﬂ F;_2;(z) > 0 for
x > pU). The second eigenvalue Ay(t,c) of B(k,t,c) is equal to the largest zero of
(c=1)Gt_4(w) +Gi_2(x). Since the zeros of ¥, |;/2)—2 and ¥, |;/2)—1 interlace, A\2(t, c)
is a monotonically decreasing function in c. In particular, lim. o, A2(t,¢) = A=)
with t > 5, Aao(t,1) = A#=2 | and lim. 0 Aa(t,¢) = p*=2). The largest zero () of
Gj(z) + G;_1(x) can be expressed by 7)) = 2/k — 1cosa, where 7/(j + 1) < a <
7/j [6, Section IIL3]. For A¥) = 2\/k — 1 cos 3, it follows from (/) < \9) that f <
a < 7/j. This implies that the possible value As(t, ¢) is between lim. 5 A2(4,¢) =0
and lim;_, o A2(t,1) = 2v/k — 1. Therefore for each 6 € [0,2vk — 1), there exist ¢, ¢
such that A is the second eigenvalue of B(k,t,c). O

Note that for § € (A\(*=2) 4(*=2)] 0 is the second eigenvalue of both B(k,t,¢;) and
B(k,t+ 2, c) for some c1, co with 0 < ¢; < 1, ¢ > 0. By the following proposition,
we may assume ¢ > 1 in Theorem 4.1 to obtain better bounds.

PROPOSITION 4.5. Let 6 € (A2 u(t=2)]. Suppose ¢, and cy satisfy that 0 < c; < 1,
¢a > 0 and the second largest eigenvalues of B(k,t,c1) and B(k,t+2,c2) are 8. Then
we have M (k,t,c1) > M(k,t + 2, ¢ca).

Proof. Since (¢1 — 1)Gt—4(0) + G¢—2(0) = 0 holds, we have

~ Gi2(0) — Gi-4(0) F;_5(0)

Gi-4(0) T Ga(0)

C1 =

Algebraic Combinatorics, Vol. 2 #6 (2019) 1225
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TABLE 1. Known bipartite graphs meeting the bound M (k,d + 1, ¢)

k 9 b(k, 6) d ¢ Name

2 2 cos(2m/n) n (even) n/2 1 n-cycle Cp,

k 0 2k 2 1 Complete bipartite graph Ky, ;,

k k—T1 20+ k(k—1)/7) 3 T Symmetric (v, k, 7)-design

r?—r+1 r 22+ ) x (P —r+1) | 4 | (r=12|pg(r> —r+ 1,72 —r+1,(r —1)?)

q NG, 24> 4 qg—1 AG(2,q) minus a parallel class
q+1 v2q 23000 4 1 GQ(q,9)
q+1 V3 2304 6 | 1 GH(q,q)

6 2 162 4 2 pg(6,6,2)

AG(2,q): affine plane, GQ(q, q): generalized quadrangle, GH (¢, q): generalized hexagon,
pg: partial geometry, ¢: prime power, r: power of 2,
We use the bipartite incidence graph of an incidence structure.
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Similarly cy = —F;(0)/G;_2(6) holds. By > A2 we have F;_o(0) = —c1G;_4(0) <
0 and Fy(0) = —caGy—_2(0) < 0. It therefore follows that

M(k,t,cr) — M(k,t+2,c0) = 2k(k — 1)12 (1 -1- l(lc - 1)2)

= 2k(k—1)"? (—ZG{_;*((Z)) —1+ (k- 1)2G}t(29()9)>
Gia(0)

= 2kt~ (-2 + - 0

_ 2k(k — 1)172Gy_2(0) (= Fi(0) + (k — 1)2Ft72(9))
)

F,_2(0)F,(0)
_ 2k(k = )2 (K — 0%)Gy s (0)?

Fi 2 (0)F,(0) > 0. |

For 6 € (\®=9 X(t=3)] 9 is the second eigenvalue of both B(k,t,c;) and B(k,t —
1,¢9) for some ¢, ¢y with ¢; > 1, ¢ > 1. Tt follows that

1 Gia(®) Gis(0) AGis(8) = (k= DGy_u(6)

— = = - +1= +1
C1 Ft,2<9) Ft,g(é‘) thg(e)
AGi—3(0) k-1
= — — + ]_7
Ft_g(o) C1
and hence
k AGi—35(0)
12) o = Foa0)

for ¢ > 4. Thus, if # = A¢=3)_ then ¢; = k. This implies that k < ¢;. By the following
proposition, we may assume 1 < ¢ < k in Theorem 4.1 to obtain better bounds.

PROPOSITION 4.6. Let 8 € (A*=D XE=3]. Suppose ¢1 and co satisfy that k < c1,
co = 1 and the second largest eigenvalues of B(k,t,c1) and B(k,t—1,c¢3) are 8. Then
we have M (k,t,c1) = M(k,t — 1,¢c2). Moreover, equality holds if and only if ¢; = k
and co = 1.

Proof. From co = —F;_3(0)/Gt—5(0) and (12), we have
M(k,t,e1) — M(k,t — 1, ¢9) e BN VS W

2(]{: — l)t_4 =1+ C1 C1 Co Co
1 k 1

- Gt75(0) th,g(G) Gt,5(0)
=1+ 7Ft—3(9) + (k— 1) (— Ft_g(e) +1+ Ft_3(9)>
_ Gis(0) (k—1)? Fy_4(0)Gi—3(0)

Fy3(0) Fy2(0)F—3(0)
_ Gi—3(0)
= m(ﬂﬂ(a) — (k= 1)*F,_4(0))
_ kz)Gt—3(9)Gt—4(9) 0.

Fy_3(0)Fi—2(0)
This implies the proposition. 0

The above results imply the following theorem.
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THEOREM 4.7. Let \U) be the largest zero of Gj(z) for j>=1. Then

U A9 NG = (0,2vE - 1).
j=1
If t > 4 satisfies \t=3) < 0 < NE=2) | then
t—4
) (k _ 1)t73 (k _ 1)t72
0) < M(k,t,c) =2 k—1) ,
b(F,6) < M(k,1,c) (g jo i B

where ¢ = —F;_5(0)/G—4(0).
The following results in [18, 19] are obtained as corollaries of Theorem 4.7.

COROLLARY 4.8 ([18]). Let I" be a bipartite n-reqular graph with 2m nodes. If A2(T') <

vn —1, then

n(n —1)
"= (1)

2
2 > mn —n®
M) =

Proof. This is immediate by Theorem 4.7 for ¢ = 4. Indeed, since A(!) is the largest

m< 1+

or, equivalently,

zero of Gi(x) = x, we have A1) = 0. Since A is the largest zero of Ga(z) =
22 — (n — 1), we have A(? = /n — 1. Since ¢ = —F»(0)/Go(0) = n — 62, we have
M(n,4,¢)/2=1+n(n—1)/(n— 0?). O

COROLLARY 4.9 ([19, Theorem 4]). Let T' be a bipartite n-regular graph with 2m nodes.

If vVn— 1 < M) < /2(n— 1), then

Proof. This is immediate by Theorem 4.7 for t = 5. Indeed, since A(?) is the largest
zero of Gy(x) = 22 — (n — 1), we have A?) = \/n — 1. Since A is the largest zero
of G3(z) = z(z% — 2(n — 1)), we have A\®) = /2(n — 1). Since ¢ = —F3(0)/G1(0) =
2n — 0% — 1, we have
M(n,5,¢)/2=n+n(n—1)/(2n — 6% —1).
O

For 0 < 0 < vk — 1, the inequality b(k,0) < 2(0* + 6% + 1) was obtained by
Teranishi and Yasuno [29, Proposition 7.1]. This bound is improved as follows.
COROLLARY 4.10. If k'/* < 0 < VE — 1, then

_ _ 2
b(k,9)<2<1+ b1 +(k D )<2(94+02+1).

k— 62 k — 62

Proof. Note that we have A1) =0, \?) = /E —1, and ¢ = —F»(0)/Go(0) = k — 6.
By Theorem 4.7, for 0 < 8 < vk — 1, we have
b(k,0) <2(1+ (k—1)/(k — 0*) + (k —1)%/(k — 6%)).

The inequality 1+ ::912 + (Z:élz < 0* 4 6% 41 holds if and only if k'/* < 6 < VEk — 1.
The assertion therefore follows. O

By Theorem 4.1, the following is immediate.
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COROLLARY 4.11. Let T" be a connected bipartite k-regular graph of order v. If 0 is the
second largest eigenvalue of B(k,t,c) and v = M(k,t,c), then Aa(I") > 6 holds.

Li and Solé [24, Theorems 3 and 5] showed that if T" is of girth g = 2I, then A2(T) >
2 cos(r/1). Corollary 4.11 improves this result because we have v > M (k,l+1, 1) when
g =2l and 6 = 2cos(n/l) for B(k,l +1,1).

We prove that the bound (2) is better than the bound (1) for any k and 6. For (1)
we have a similar theorem to Theorem 4.7. For j > 0, denote G;(z) = Y_7_, F;().

THEOREM 4.12 ([10]). Let 7U) be the largest zero of G;(x) for j > 1. Then
U;‘;l(r(j), rUtD] = (=1,2vk — 1). If t > 3 satisfies r*=2) < 0 <=V then

t—3 B ‘o
v(k,0) < N(k,t,c) =1+ > k(k—1)" + Rk — 1)

c
i=0
where ¢ = —F;_1(0)/G:—2(0).

THEOREM 4.13. Let k > 2 be an integer. For 0 € (0,2vk —1), let M(k,t1,c1) and
N(k,t2,co) be defined as in Theorems 4.7 and 4.12, where ¢y = —Fy, _2(0)/ Gy, —4(6),
co=—Fy, 1(0)/Gr,—2(0), \6=3) <0 < ANB1=2) and r(2=2) < 9 < r(2=D), Then

M(k,tl,cl) g N(k7t2702).
Equality holds only if ty =ta =t +1,0 = A0~ ¢, =1, and ¢y = k.

Proof. Note that A#=2) < (=1 < \(t=1) hecause G;_1(z) = Gy_1(z) + Gy_o(x) for
any t > 3.

Because 6 € (0,2vk — 1) = U;53(A0=2 AG=D] there is t > 3 such that 6 €
(AE=2) =Dy (rE=D XE=D]. We consider each of the two possible cases A#~2) <
0 <7D and r=1 < g < A1) geparately.

Suppose A(*72) < 9 < =1 Then t; = t + 1 and t» = ¢. From Theorem 4.12, a
simple calculation yields that

to—3 _
. k(k —1)272
Nltaye) =2 57 (k= 1) 4 (b — 1y 4 HEZ U2
i=0 €2
and therefore,
k 2k
N(k,t,co) — M(k,t+1,¢1) = (1 + = - ) (k—1)2
C2 C1

[ kGes(0) | 2KGis(0)\ s
(1 Fa(0) T F(0) )(k Y
(o KGis(6) —kGis(0) s
‘(1 Gir(0) — Cos(0) >(k DT

Because the zeroes of Gi_s and G;_1 interlace, we get that Gy_1(0) < 0 < Gy_3(0).
Thus, G¢—1(0) — Gi—3(8) < 0. If G4_2(0) — G¢—3(0) > 0, then it is clear that
N(k,t,c2) > M(k,t+1,c1). Otherwise, if G;_2(6) — G_3(0) < 0, then

kG1—2(0) —kGi—3(0)| = [Gi-1(0) = Gi—3(0)| = (k — 1)G1—5(0) + Gi—1(0) — kGi—2(0)
= (0 — k)Gy—2(0) < 0

which implies that N(k,ta,co) > M(k, t1,c1).
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Suppose =1 < § < A*=D . Then t; =t + 1 and ty = t + 1. Thus we have

N(k,t+1,c0) — M(k,t+1,¢1) = (k+ 1+ k(kcigl) - ilf) (k—1)2
k(k — 1)G_1(8)  2kGi_5(6) -
F0) Frr (0) ) (k=1)

k(k—1)(Gi=1(0) + Gi—2(0)) | 2k(Gi—1(0) — Fi—1(0))

0 * Fr1(0) ) (k=1

(

( k(k— 1)Gor(6)  2kGoa(0) Cis(0)

(R sty e (k) e
_ <k(k DG 1(0)  2kGi1(0) (k- 1)9Gt_1(9)> o 12

(

(

F(9) Fi_1(0) F(9)
kEy(0) — k(k —1)Fi—1(6) | kFy(0) —0(k — 1) Fi—1(0)
Fi(0)F_1(0) Fy(0)F,—1(60)

k(0 —k)Gi—1(0) . (0% — k)G _o(0)
Fi(0)F,1(0) Fi(0)F, 1 (6)
B (kgt—1(9) + (0 + k)Gi—2(0)

B Fy(0)F;_1(0)

) (k —1)""2Gy_1(0)

) (k —1)'"2Gy_1(9)

) (k—1)""2(0 — k)Gy_1(0) > 0.

Equality holds only if G;_;(6) = 0 meaning that § = A1 Since ¢; = _G}:*_‘;((;)) =

Gi—3(0)=Gi—1(0) _ Gi-1(9) _ —F0) _ _Gi2(0)=Gi(0) _ kGi—2(0) ;
G = LT e M e = 50 T G 010, a0 — Glam 0 this
means that ¢; = 1, and ¢y = k.

5. NON-EXISTENCE OF CERTAIN DISTANCE-REGULAR GRAPHS

In this section, we prove the non-existence of the graph that attains the bound in
Theorem 4.1 for ¢t > 15 and ¢t = 12. Namely we prove the following.

THEOREM 5.1. Let k and c be two integers such thatk > 3 and1 < c < k—1. Ifd=11
or d > 15, there is no distance-regular graph T with the quotient matriz B(k,d+1,c¢).

We prove Theorem 5.1 by the manner given by Fuglister [14]. Let =z = (¢t +
1/t)v/k — 1. The polynomial G;(z) can be expressed by
(k—1)
t(t2 —1)
The characteristic polynomial of B(k,d+1,¢) is (#* —k?)((c—1)Ga—3(x) + G4-1(z)),
and we have the expression
Fa(x) = (¢ = 1)Gg—3(z) + Gg_1(x)

(k—1)"1 [ og, c=1 555 c—1,

Gi(z) = (242 — 1),

k-1 k-1
Let 6 be an eigenvalue of I that is not £k. Put § = (7+1/7)vk — 1 for some complex
number 7. Let n be the order of I'. The multiplicity my is given by
_— nck(k — c)(k —1)4-2
TR = 6%).74(6) far (0)°
where .j(z) is the derivative with respect to z, fg—1 = (x — 14+ ¢)Gg_2+ (x — k +
¢)Ga—3 — (k —1)Gy—4 and G_1 = 0. From .#4(0) = 0, we can obtain
L2d-2 _ (c—1)12+k—1
(k=172 4c—1"
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Then we may calculate that

ek —c)\/(k—1)4-2
S A2 (k-2 e 1)

fa-1(0) =
and

2y (k= DA 1) (k= D(e—D)(r! +1) + (d(k—1)° + (d—2)(c~1)*)7*]

7= G (CERVEEE

From these equations, the multiplicity mg can be expressed by

nk(k—1)(r2 = 1)*((c—D)r*+k—1)((k =172 +c—1)

o= 202 — k)72 [(d—1)(k—1)(c—D(*+ 1) + (d(k —1)2+4(d—2)(c— 1)2)72}
- nk(0* — 4(k — 1)) ((c — 1) + (k — ¢)?)
2002 —k2)[(d—1)(c—1)02 + d(k — ¢)2 4+ 2(c — 1)(k — ¢)]

(13)

_ nk(k—1)(¢ —4)((c—1)(k — 1) + (k — ¢)?)
2((k—1)¢p — k2)[(d —1)(c — 1)(k — )¢ + d(k — ¢)> + 2(c — 1)(k — )]’

where 02 = (k—1)¢. Unless (k,c) = (2, 1), expression (13) gives a non-trivial rational
quadratic polynomial in ¢.
Set
Fa(x)
zey/(k — l)d—s—e’
where € = 1 if d is even, and € = 0 if d is odd. Let z = 22 /(k — 1). For u = t2, we have
z=(t+1/t)> =u+1/u+ 2. We compute

H2m+1—6(z) = (C - 1)Pm—176(z) + (k - 1)vae(z),

Hgy(z) =

where
u2i+176 -1

u = (u+1)¢(u—1)

Pi,e(z) =
Note that P; .(z) satisfy the recurrence relation
Pie(2) = (2 =2)Pi1.e(2) = Pia.c(2)

with the initial conditions Py ((z) = 1—¢, P11(2) = 1 and P o(z) = z—1. This implies
that P; .(z) is a monic polynomial of degree ¢ with integer coefficients. Table 2 shows
some useful identities involving polynomials P; (z). By (13), the polynomial Hy(%)
must split over the rationals into factors of degree at most 2.

TABLE 2. Identities involving P; .(z)

d=2m+1—¢

Prnc(2) = (w? — D)/ (u— Du+ 1)°

Pr1.c(2) = (wi2 = 1) /um= 1= (u— 1) (u + 1)°
Pr1,e(2) + Ppe(z) = (u+ DY (u?t — 1) /u™(u— 1)
—Pp1.e(2) + Ppe(2) = (™t + 1) /um < (u + 1)°
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5.1. CASE ANALYSIS MODULO 2. Let ¢/ = ¢—1 and k' = k — 1. If ¢/ and %’ have
a factor in common, we may still factor out the content of Hy(z). Call the resulting
polynomial Hy(z). For Hy(z) modulo 2, there are three cases A~C, which are listed in
Table 3. For natural numbers n and «a, let ord, (a) be the non-negative integer s such
that @ = n°b and b is an integer that is not divisible by n. Suppose ord,, (0) = co.

TABLE 3. Hy(z) modulo 2, w € {1,3,5}

Cases | Conditions Hy(2) (mod 2) d

A orda(c’) > orda (k') | Pm.e(2) d=2"w

B orda(c) < orda(K') | Prm—1,(2) d—2=2"w
C orda(c) = orda (k') | Pn—1,e(2) + Pe(2) | d—1=2"w

Each root of Hy(z) is a root of one of the three irreducible polynomials of degree
at most 2 over GF(2), which are listed in Table 4. There are also listed the results of
the substitution z = u+ 1/u + 2, as well as the multiplicative orders modulo 2 of the

roots of the polynomials in u.

TABLE 4. Irreducible polynomials over GF(2)

f(z) z=u+1/u+2 order of u
z (u+1)%/u 1
z+1 (w2 +u+1)/u 3
P2tz+1| (W +ud+ut+ut+1)/u? |5

If an expression u’ — 1 occurs as a factor of H’d(z) modulo 2, then we must have
i = 2"w for w € {1,3,5}. From the identities in Table 2, we can obtain the possible

values for the diameter d in Table 3.

5.2. CASE ANALYSIS MODULO 3. For Hy(z) modulo 3, there are three cases a-d,
which are listed in Table 5. If ords(¢’) = ords(k’) = m, then let ¢/ = ¢//3™ and

k' =k/3™.

TABLE 5. Hy(z) modulo 3, w € {1,2,4,5,8,10}
Cases | Conditions Hy(z) (mod 2) d
a ords(c’) > ords (k') +P, (2) d=3"w
b ords(c¢’) < ords (k') P 1.(2) d—2=3"w
c ords(c’) =ords(k’), ¢’ =k" (mod 3) |£(Pm—1,(2)+Pne(2))|d—1=3"w
d ords(c’) =ords(k’), ¢’ =—k" (mod 3) | £(Pn—1,e(2) — Pm.e(2))|2d — 2 = 3"w

There are six irreducible polynomials of degree at most 2 over GF(3), which are
listed in Table 6. We can obtain the possible values for the diameter d in Table 5 by
a similar way to modulo 2. Here w € {1,2,4,5,8,10}.
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TABLE 6. Irreducible polynomials over GF(3)

f() =u+1/u+2 order of u
z—1 (u—l) Ju
(u+1)2/u
(W +1)/u
22—z2—1] (W —u—-1)?+u+1)/u?
(
(

Tt 00 =~ N =

ut +ud +u? +u+ 1)/ u?
ut —ud +u? —u+1)/u? 10

5.3. A BOUND FOR THE DIAMETER. Using a method similar to the one of Fuglis-
ter [14], we can obtain the possible values of d in all cases A-C and a—d, which are
listed in Table 7.

TABLE 7. Possible values of d

Case
(mod 2) | (mod 3) | Possible values of d
A a 3-6,8,10,12,24
b 3-6,8,10,12,20,32
c,d 3-6,10,16
B a 3-6,8,10,12,18,162
b 3-8,10,12,14,26
c,d 3-7,10,82
C a 3-6,9,81
b 3-711,17
c 3.7,9,11,13,25
d 3-7,13

We eliminate several choices of d from Table 7 in this subsection.

PROPOSITION 5.2. There does not exist a distance-reqular graph I' with the quotient
matriz B(k,d+ 1,¢) for d =17,18,20,32,81,82,162.

Proof. Using a computer, we can obtain the factorization of ¢/ Py,_1,¢(2) + k' Py, e(2)
modulo p into irreducible polynomials for given d, k¥’ and ¢'.

For d = 18,81, 82,162, we can find an irreducible polynomial of degree at least 3 as
a factor of ¢ P,—1.(2) + k' P, c(2) over GF(5) for each pair (¢, k') € GF(5) x GF(5).

For d = 20, 32, we can find an irreducible polynomial of degree at least 3 as a factor
of ¢ Py_1,e(2) + k' Py (2) over GF(7) for each pair (¢, k') € GF(7) x GF(7).

For d = 17, we can find an irreducible polynomial of degree at least 3 as a factor
of ¢ Py—1,e(2) + k' Py (2) over GF(43) for each pair (¢, k') € GF(43) x GF(43). O

Bannai and Ito [4] proved the unimodal property of the multiplicities of the eigen-
values of Moore polygons. After this work, they also proved the rationality of the
eigenvalues of Moore polygons [5]. The rationality of the eigenvalues is essential for
the proof of the non-existence of Moore polygons [12]. In our case, the unimodal
property of the multiplicities for the positive eigenvalues is easy.
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LEMMA 5.3. Let T' be a distance-regular graph with the quotient matriz B(k,d + 1,c).
Let d' = |(d — 1)/2], which is the number of the positive non-trivial eigenvalues. Let
01,...,04 be the positive non-trivial eigenvalues of I with 61 > --- > 04 . Let my, be
the multiplicity of 6;. Then it follows that

mg, < Mg, <:---<Mg,_, <My, = my

for some i € {1,...,d'}.

i1 >...>m9dl

Proof. The multiplicity mp of the eigenvalue 6 can be expressed by equation (13).
The function my has no pole for 0 < ¢ < 4 and k > 3. This implies the unimodal
property of the multiplicities. O

It is known that
Gifo) = (k= 20, ().
2vk —1
where U; is the Chebyshev polynomial of degree i, which is defined by U;(cosf) =
sin((i + 1)0)/sin@ (see [13]). Thus the zeros of G;(z) are 2k — 1cosu§.i) for j =
Fa(x) = (e = 1)Gy_3(z) + Ga—1(x) = 2Ga—2(x) — (k — ¢)G4—3(x),
the positive zeros 0; = 2¢/k — 1 cosay; of Fy(x) with 0 < a3 < -+ < agr < /2 satisfy

1,...,1, where u;’ = jmw /(i 4+ 1). Since the expression

uz(-d_l) <ay < ugd_z) for each i € {1,...,d'}.
Let a(¢) and b(¢) be the functions defined by

___ 94

a(¢) = m,

b(6) = (c—1)(k—1)¢ + (k —c)?

(d=1)(c=1)(k=1)p+d(k—c)?2+2(c—1)(k—c)

_ Xo
C(d-1)Xs+ Y’

where X, = (c—1)(k—1)¢+ (k—¢)?> and Y = (k — ¢)(k + ¢ — 2). Note that
my = nk(k — 1)a(¢)b(¢)/2. Let 02 = (k — 1)a and 63 = (k — 1)5. It follows that
mg, > my, if and only if

a(B) bp)
a(a) ()
Let o = 4 cos? v and 8 = 4 cos? w. By direct calculation,
a(B) cos 2v — cos 2w (k —2)?
ala) 1 — cos 2v (k—2)2 4+ 2(k — 1)(1 — cos 2w)
and
b(ﬁ) —1_ Y(Xa - Xﬁ)
b(a) (d—1)XaXs+YXo
Let
4o cos 2v — cos 2w (k—2)2
1 -—cos2v (k—2)2+2(k—1)(1 — cos2w)
and
h__ Y(Xa—Xp)
(d— D) XoXs+ Y Xo
Note that
a(B) b(p)

1
T ORE] _(1+A)(1—B)_1+B(A <B—1> —1>.
If A(1/B —1) > 1 holds, then a(8)b(8)/(a(a)b(a)) > 1.
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LEMMA 5.4. If 1/4 < v < w < 7/2 holds, then it follows that

A (; - 1) > L(v, w)

where L(v,w) := % (1- %)2 (1 + cos 2v) sin? 2w.

Proof. We can calculate

1 [@-DXaXp +YXp
B Y (Xa-Xp)

Since it follows that
Xo=((c=1)+ (k—1)cos 21})2 + (k—1)*(1 — cos? 2v) > (k — 1)*sin? 20,
we have
(d—1)Xo X5 > (d—1)(k —1)*sin? 2usin? 2w
and
YXg > (k—c)(k+c—2)(k—1)%sin? 2w.
It follows that
Y(Xo —Xp)=2(k—c)(k+c—2)(c—1)(k —1)(cos2v — cos2w).
For 1 < ¢ < k — 1, the function f(c) = (k — ¢)(k + ¢ — 2)(¢ — 1) is maximum at
c=1+ (k—1)/V/3. It therefore follows that

Y(X, —Xp) < 3;\4/5(16 — 1)*(cos 2v — cos 2w).
Thus we obtain
1 L~ 3v3((d — 1)(k — 1)? sin? 2vsin® 2w + (k — ¢)(k + ¢ — 2) sin® 2w)
B 4(k — 1)2(cos 2v — cos 2w)

3v/3(d — 1) sin? 2v sin? 2w
4(cos 2v — cos 2w)

)

and hence
1
A (B - 1)
€08 2v — cos 2w (k—2)? 3v/3(d — 1) sin? 2vsin? 2w
1—cos2v (k—2)242(k—1)(1 — cos 2w) 4(cos 2v — cos 2w)
3v3(d—1) (k—2)? -
. - (1 2 2
> 1 Ty (1 + cos 2v) sin” 2w
—1 2\°
= % (1 — k) (1 + cos 2v) sin” 2w. O

LEMMA 5.5. Suppose o = 4cos’v = 02/(k — 1), B = 4dcos’w = 9%/(/{ — 1), and
/4 <v<w<7/2. If L(v,w) > 1, then my, < mg,.

Proof. By Lemma 5.4 and B > 0, we have

Mos a(B) . b(B3) _ .
o, ala) bay - TALD)

:1+B(A<;—1)—1)>1+B(L(v,w)—1)>1. O

@
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LEMMA 5.6. Let T' be a distance-regular graph with the quotient matriz B(k,d + 1,c).
Let ug-l) =jn/(i+1) andd = |(d—1)/2]. If L(uff,l:?)_l, ug,l:?) > 1 for some integer
Jj with 0 < j < d —(d+3)/4, then the number of positive eigenvalues 6 of T' such that
6?2 is irrational is less than or equal to j.

Proof. The inequality j < d’ — (d+ 3)/4 implies ug,l:?)_l > /4. 1f 6 = 2v/k — 1 cosw,

we write myp = m(u). By Lemma 5.5, we have m(uff,l:?)_l) < m(u&fl:i)). Note that
the eigenvalues 0; = 2k — 1 cos o; satisfy ul(-dfl) < oy < ul(-dfz). By m(u&‘f:?zl) <

m(ug,i:?)) and the unimodal property of the function m(u), we have m(ag_;j_1) <

m(aq —j). Note that if 62 is irrational, then mg = myg for some eigenvalue 6’ with 6’ #
6. The assertion therefore follows from m(ag—;-1) < m(aa—;) and Lemma 5.3. O

PROPOSITION 5.7. There does not exist a distance-reqular graph I' with the quotient
matriz B(k,d+ 1,c) for d =11,16,24,25,26.

Proof. By Lemma 5.6, we can estimate the number of irrational square eigenvalues
(k — 1)¢ = 6% by checking L(uglfl:jgll, ug,i:?)) > 1 with a computer.

For d = 11, the number of irrational ¢ is at most 1 for £ > 5. For k = 3,4, we
can find an irreducible polynomial of degree at least 3 as a factor of ¢'P,_1.(2) +
k' P, ¢(z) over Q for each pair (¢, k") with 0 < ¢ < k¥’ — 1. We can find an irreducible
polynomial of degree at least 3 or two irreducible polynomials of degree 2 as a factor
of ¢ Py_1,e(2) + k' Py (2) over GF(2) for each pair (¢, k') € GF(2) x GF(2).

For d = 16, the number of irrational ¢ is at most 2 for £ > 3. We can find an
irreducible polynomial of degree at least 3 or three irreducible polynomials of degree 2
as a factor of ¢ P,—1 (2)+k Py, ¢ (2) over GF(3) for each pair (¢, k') € GF(3) x GF(3).

For d = 25, the number of irrational ¢ is at most 2 for £ > 6. For k = 3,4,5, we
can find an irreducible polynomial of degree at least 3 as a factor of ¢/ P,—1.(2) +
k' Py, (z) over Q for each pair (¢, k') with 0 < ¢/ < k¥’ — 1. We can find an irreducible
polynomial of degree at least 3 or three irreducible polynomials of degree 2 as a factor
of ¢ Py—1,e(2) + k' Py e (2) over GF(3) for each pair (¢, k') € GF(3) x GF(3).

For d = 24,26, the number of irrational ¢ is at most 2 for k > 4. For k = 3, we can
find an irreducible polynomial of degree at least 3 as a factor of ¢/ Pry—1,(2)+k P e(2)
over Q for each ¢/ with 0 < ¢ < k'—1. We can find an irreducible polynomial of degree
at least 3 or three irreducible polynomials of degree 2 as a factor of ¢/ Pp,,_1,(2) +
k' Py, ¢(z) over GF(3) for each pair (¢, k') € GF(3) x GF(3). O

Theorem 5.1 follows from Table 7 and Propositions 5.2, 5.7.

6. CONCLUSIONS

In this paper, we studied b(k, #), the maximum number of vertices in bipartite regular
graph of valency k whose second largest eigenvalue is at most 6. Our results extend
previous work from [10, 18, 19, 24, 29]. Our general bound for b(k,0) is attained
whenever there exists a bipartite distance-regular graph of valency k, second largest
eigenvalue 6, girth g and diameter d with ¢ > 2d — 2. For d = 3 and g > 4 all the
point-block incidence graphs of symmetric designs give equality in our bound so the
situation is well-understood. For d > 4 we only have the Van Lint-Schrijver geometry
besides the generalized polygons. We believe that for d > 5 the only examples must
have ¢ = 1 and are generalized polygons.
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