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ABSTRACT
As data science is an evolving field, existing definitions reflect this
uncertainty with overloaded terms and inconsistency. As a result
of the field’s fluidity, there is often a mismatch between what data-
related programs teach, what employers expect, and the actual tasks
data scientists are performing. In addition, the tools available to
data scientists are not necessarily the tools being taught; textbooks
do not seem to meet curricular needs; and empirical evidence does
not seem to support existing program design. Currently, the field
appears to be bifurcating into data science (DS) and data engineer-
ing (DE), with specific but overlapping roles in the combined data
science and engineering (DSE) lifecycle. However, curriculum de-
sign has not yet caught up to this evolution. This working group
report shows an empirical and data-driven view of the data-related
education landscape, and includes several recommendations for
both academia and industry that are based on this analysis.
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1 INTRODUCTION
Since its inception from more than a half century ago [79], the
broad field of the synthesis and analysis of large data sets has
evolved radically, leading to the current demand for data science
programs. The early focus on data analysis included procedures,
techniques, evaluation and interpretation of those data, deeply
embedded in the mathematics and statistical domains. Over the
years, the forms of data have changed dramatically and the volume
continues to increase exponentially [62]. The proliferation of data
and technologies to organize, manage and analyze data has resulted
in new academic disciplinary content and new competencies for
jobs that must be achievable.
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As is common in many nascent fields of study, there is a prolifer-
ation of activity among academic institutions to offer data science
programs, and among prospective employers to identify required
competencies, so as to align hiring decisions with appropriate and
available academic program graduates. At the same time, the de-
gree of alignment among academic programs–or between academic
programs, academic materials and the job market–is still unclear.

This working group report develops an organizing framework
to structure the broad field of data science education. The inten-
tion, to some extent, is to supplement the ACM Data Science Task
Force’s goal of providing "guidance for undergraduate data science
programs of study" [21] by adding an empirical basis using existing
data science and engineering programs. This framework is charac-
terized by an appropriate use of words and labels to define concepts
and subsets of the field, with the intent of achieving clarity of the
fundamental ideas that underpin data science. The work utilizes
an empirical approach to formulate definitions from observations
of the educational and career space, rather than simply develop-
ing arbitrary definitions. However, the framework may motivate
changes to empirically derived definitions or concepts to improve
clarity and consistency.

This report begins by exploring the background underlying data
science including possible definitions for the field, supported by
tables and visualizations. Section 2 focuses on empirical results
from the data science job market, current degree programs in data
science, data science textbooks, and online data science course
content. This report then analyzes these data about data science
empirically.

The salient aspect of the report is the discussion surrounding
data disciplines, curricular issues, pedagogical concerns, the need
for security, privacy, ethics, communication, and other aspects en-
compassing the fields of data science (DS) and data engineering
(DE), or when viewed together as data science and engineering
(DSE). Recommendations generated from this work include ongo-
ing clarity of definitions, evolving visualizations, recurring themes,
fundamental data science courses, data science resources, the skills
gap between academia and industry, and the need for industry-
academic cooperation.

Given the fluidity of the DSE-related fields at present, this report
aims to provide a platform for further discussion, resulting in a
better understanding of the DSE-related fields and their impact on
undergraduate education. datae Many different terms have been
introduced in the DSE field to reflect fundamental concepts and
categories within the broad area of DSE-oriented competencies.
Figure 1 reflects the relative frequency in Google search results of
many of these terms, such as big data, data mining, data science,
and data engineering. Note that numbers on the y-axis represent
search interest relative to the highest point on the chart for the
given region and time.

From these data, clearly data science has the most momentum
by far. While data mining and informatics dropped rapidly once the
early buzz started to settle, data engineering never really caught
on, big data is past its peak, and data analytics is growing at a
slower rate than data science. What accounts for the term’s surge
in popularity? Though possibly coincidental, 2012 - the year the
term began ballooning - was also when data science was dubbed
the "sexiest job in the 21st century" by a Harvard Business Review

Figure 1: Search term popularity (Note: 100means peak pop-
ularity for the term; 50 means half as popular; and 0 means
insufficient data.)

article [24], perhaps a title so alluring that data science became a
"catch-all" term.

Of the various definitions in the popular literature, it is important
to distinguish between data science and data engineering. Data
science is so popular a term that it may be overloaded, while data
engineering represents a different perspective that is emerging as a
separate concept.

This report formalizes and strengthens the notion of a bifurcated
space within the broad area of data-oriented competencies by defin-
ing two broad notions: one notion for data science and the other for
data engineering. Hypothetical definitions for these two ideas are
developed below, along with an organizing framework to view the
two as complementary. The rest of the paper attempts to validate
these definitions as being meaningfully descriptive and complemen-
tary through an analysis of empirical data on educational programs
and careers.

1.1 Definitions of data science and data
engineering

A number of reports provide recommendations for data science
(DS) education [10, 25, 26, 41, 57, 85]. There are commonalities and
differences about how DS is defined, some of which is synthesized
in this discussion. DS is not entirely a new research field; rather it
has evolved as a multidisciplinary field that integrates approaches
from mathematics, statistics, machine learning, data mining, and
data management, while incorporating other areas such as commu-
nication skills and knowledge of a particular domain. DS extracts
semantic value from the data–both structured and unstructured–to
obtain meaningful information. In addition, DS activities include
acquiring, integrating, cleaning, analyzing and using data. In this
context, data scientists are expected to have a solid mathematical
and statistical foundation, the ability to apply existing techniques
and design new algorithms, and computational skills to work with
massive amounts of data. In addition, they should develop some
expertise in the specific knowledge domain as well as professional
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skills such as communication and ethical reasoning. Data science ed-
ucators should seek to develop and inculcate a data science mindset
that encompasses these essential features.

The number of definitions of data engineering (DE) is consider-
ably fewer than what exists for data science [3]. Generally, these
definitions involve the management of data acquisition infrastruc-
ture, as well as the staging, cleaning and architectural flow of data.
While data science is largely a process driven by analytics and
conclusions, data engineering is largely a process driven by con-
struction of a data infrastructure.

1.2 Relationship between data engineers and
data scientists

There have been many discussions and even debates contrasting
the meaning of engineering with the meaning of science. Engineers
like James Watt design and build things, while scientists conduct
scientific experiments and do research to advance knowledge. Bi-
ologists, physicists, chemists and mathematicians such as Albert
Einstein, Charles Darwin, and Archimedes fall into this category.

Clearly, the data field has not reached a level of maturity when
compared to classical engineering and science fields. Notwithstand-
ing, from a practical viewpoint, it is possible to understand the
relationship between what data engineers design and build and
what data scientists explore, related to data.

One viewpoint considers data engineers as workers whose “pri-
mary job responsibility involves preparing data for analytical or
operational uses” [65]. Another viewpoint is that data engineers
are “responsible for the maintenance, improvement, cleaning, and
manipulation of data in the business’s operational and analytics
"databases” [18]. A third viewpoint is that data engineers design
and “develop tools to ensure clean, reliable, and performative access
to data and databases” [35].

Engineering thinking can be described as a flow of thought from
theory to the concrete; scientific thinking is a flow of thought from
the concrete to theory. Engineering design and scientific inquiry
are complementary; their mutual synergies support each other. En-
gineers seek options for working designs; if one or more options
work, then the design is successful. Scientists seek unique, correct
theories; if several theories seem plausible, all but one must be
wrong. That is, in engineering one successful design can validate
a concept, no matter how many previous versions have failed; in
science one failure can disprove a theory, no matter how many
previous tests it passed. Design applies information through tools;
inquiry extracts information through instruments. Design shapes
the physical world to fit its descriptions; inquiry shapes its descrip-
tions to fit the physical world. The contrasts are between designs
and theories, leading to different ways of thinking [47].

It is possible to view engineering design as a top-down structure
working from theoretical principles to the construction of phys-
ical things. Likewise, it is possible to view scientific inquiry as a
bottom-up structure working from physical things of interest to
provable theoretical abstractions. Figure 2 illustrates this idea based
on Drexler [27].

The right part of the figure shows the flow of information from
the abstract to the physical. The left part of the figure shows the
flow of information from the physical to the abstract. Each part

Figure 2: Scientific inquiry versus engineering design

has an intermediate “concrete description” phase based upon two
different foundations. For engineering design (right) the foundation
is specification; for scientific inquiry (left) the foundation is data.

1.3 Are there additional subfields?
Fundamentally, data scientists use algorithms to analyze and pre-
dict data behavior based on current information; data analysts use
mathematics, statistics, probability, spreadsheets, and business in-
telligence tools to describe and to categorize data. For example, for
an online insurance company, a data scientist might analyze data
on customers who purchase insurance online and then use that
information to predict a ‘perfect’ insurance policy for each new vis-
itor to the website. A data analytics specialist for the same company
might create visuals to help marketing track who is buying each
insurance policy and the amount of profits the company is making.
It is thus possible to broaden the above scenario to categorize three
different but related fields: data engineering, data analytics, and
data science.

Data engineering (DE) is a field that involves working with the
lifecycle of data sets, helping to make raw data useful to a user and
to a project. DE professionals in this field find efficient methods
to collect, aggregate, and store raw data. They also design and
implement useful, data structures to benefit the objectives of a
cause or project [74].

Data science (DS) is a broad field of interest that refers to the
collective processes, theories, concepts, tools and technologies sur-
rounding large-scale data. DS specialists have tools to enable them
to review, analyze and extract information from raw data. The
DS field seeks to help individuals and organizations make better
decisions from stored, consumed and managed data [75].

This report treats data analytics as a subfield within DS that fo-
cuses on drawing conclusions and generating actionable knowledge,
within the broader DS field. Data analytics enable organizations
to make more-informed business decisions and assists scientists
and researchers to verify or disprove scientific models, theories and
hypotheses [66].

In summary, data engineers support data scientists and data
analysts by providing infrastructure and tools used to deliver end-
to-end solutions to business problems. Data engineers build scalable,
high performance infrastructures for delivering clear insights from
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raw data sources. They design and implement complex analyti-
cal projects with a focus on collecting, managing, analyzing, and
visualizing data toward developing batch and real-time analyti-
cal solutions for real-time complex problems. On the other hand,
data scientists engage in a constant interaction with the data in-
frastructure built and maintained by the data engineers. They are
not responsible for building and maintaining that infrastructure.
Instead, their task is to conduct high-level market and enterprise
research [53]. So, data engineers design and build data systems; data
scientists, who include data analysts, study data through statistics
and mathematics, as well as through theory and abstraction.

1.4 A working hypothesis
The working hypothesis thus is that data-oriented competencies
form a two-dimensional space where one dimension is a spectrum
from raw data to information through the data lifecycle, and the
other dimension reflects the context in which the competencies are
executed, ranging from hardware through various levels of software
and eventually to the human enterprise. Figure 3 reflects the nature
of competencies in each of the four quadrants of this space.

Figure 3: Two-dimensional data-oriented competency space:
the x-axis shows Data Activities and the y-axes shows Spe-
cific Areas of Application

The range of competencies exceeds the span of what one job func-
tion can reasonably expect to accomplish, and can be legitimately
divided between science and engineering. The initial hypothesis
is that the division between data scientist and data engineer is ap-
proximately an even division, as in Figure 4. Note that the division,
shown by a dotted line, is not a hard boundary. Further, data sci-
ence and data engineering (DSE) should be viewed as separate, yet
related, disciplines within this space.

In this division, data engineers focus on earlier parts of the data
lifecycle, combined with the use and manipulation of hardware,
systems infrastructure and software code. Data scientists, on the
other hand, focus more on information and applications to the
organization, primarily using vanilla and customizable application
software and code.

CC2005 [68] provides similar two-dimensional diagrams for sev-
eral computing disciplines. This paper extends that notion to DSE in

Figure 4: Data science vs. engineering: the x-axis shows Ac-
tivities and the y-axes shows the Specific Area of Applica-
tion

a relatively straightforward way to capture the essential elements of
the two disciplines. The paper’s argument is that just as computer
engineering, computer science, information systems, information
technology, and software engineering are all co-disciplines within
the broad computing space, data science and data engineering are
co-disciplines within a similar space of DSE competencies.

2 EMPIRICAL DATA AND ANALYSIS
To understand the DSE space better, this report looked beyond
academic distinctions to the online data-related community. It took
advantage of various surveys and data available in online technical
forums and communities from those who self-describe as working
in a DSE area, using this information to explore how DSE pro-
fessionals saw themselves and what they deemed important. The
authors also examined available DSE textbooks for coverage of DSE
content. Finally, a machine learning model was built to predict if
an individual would self-identify as either a data scientist or data
engineer, based on tool usage.

2.1 Analyzing the DSE space
The analysis conducted for this report was conducted using several
approaches, as discussed below. It revealed several interesting gaps
and mismatches between what is currently taught and what is
currently practiced.

Education. One large part of the online DSE ecosystem is Stack
Exchange, an online community for sharing knowledge and gaining
reputation; within this community, there is a dedicated branch
calledCrossValidated [70]. Figure 5 provides an insight into the areas
of focus among DSE learners who post queries on Stack Exchange.
An even split was observed within the use of traditional methods,
such as ANOVAs and regression, as well as within more recently
popularized topics such as machine learning, neural networks and
Bayesian statistics.

Studyportals is an online platform that aggregates English-taught
degree programs from 3200+ universities worldwide [71]. While
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Figure 5: Top 20 popular tags of the data science online com-
munity CrossValidated versus the number of responses (Nr)

nothing guarantees its catalog to be exhaustive, this report views it
as a fair sampling of degrees worldwide. Using a web spider, data
from all bachelor programs categorized by Studyportals as "data
science" was collected. This categorization was manually refined to
exclude joint degree programs, specializations and statistics course
variants, leaving an n of 288 programs. For each program, course
modules advertised on the website were extracted and manually
classified. For example, Foundations of data science and Introduction
to data statistics were collapsed into one, while the distinction be-
tween module names Data mining and Data analytics was retained.
There was no easy way of comparing modules by their content, and
so only their titles could be used as reflective of the content. Figure 6
shows the normalized frequencies for the 20 most popular modules.
Note that, for data science, Statistical Methods I were excluded as
they were included in nearly every program.

The most frequent courses, as shown in Figure 6, are introduc-
tory courses in DSE, statistics, and computer science. Common
fixtures also include mathematical modules covering discrete math-
ematics, calculus, and linear algebra, as well as traditional statistical
approaches such as regression analysis and generalized linear mod-
els. It is noteworthy that no explicitly labeled machine learning or
Big Data course made it to the Top 20.

Job market. For a curriculum to meet the demands of the job mar-
ket, it is worth tracking the most employable skills. Therefore, the
search engine Indeed [42] was crawled for UK job ads seeking data
scientists. From a sample of 226 ads, all listings of essential or desir-
able criteria were extracted, as shown in Figure 7. Consistent with
other analyses, such as that by Muenchen [56], Python is the most
requested language, making it a natural choice for an introductory
language, later to be complemented with R and Java. For curricular

Figure 6: Top 20 popular courses in (English-taught) data sci-
ence programs (n=288) worldwide

purposes, two things stand out. First, distributed computing and
cloud computing are highly sought-after specializations, but Big
Data remains in demand. Secondly, many ads requested the ability
to develop dashboard interfaces to datasets: Tableau is the sixth on
the list, but the R dashboard library Shiny is also featured, along
with web technologies like HTML, Flask and D3.

Working professional job tasks. Existing industry-wide surveys pro-
vide details of actual practice. For example, a 2018 survey distributed
via social media by software vendor JetBrains [43] for people “in-
volved in data analysis," another 2018 survey by data community
Kaggle [44], one by Rexer Analytics (n=1123) [63] and O’Reilly
(n=800) [72].

Among job roles, respondents working as “data analysts” (33%)
and/or “data scientists” (32%) exceeded that of “data engineers”
(21%). When self-perceived roles were considered instead of formal
job titles, 62% identified as developers, 28% as data analysts, 22%
data engineers, and only 18% as data scientists [43]. Note that
respondents were allowed to select more than one role, and so the
numbers do not add to 100%.

There was bifurcation in tool use among practitioners. Of the
Kaggle respondents, 55.6% (out of 1477) reported they used Big
Data tools. Among these, the top technologies were Apache Spark,
Hadoop and Hive (39%, 37%, and 26%, respectively).

In terms of languages, there was a clear dominance of Python.
JetBrains [43] reports that 57% use Python versus 15% for R. Addi-
tionally, there is little mobility in terms of switching from one to
another (51% do not intend to adopt another language in the next
year) and 56% expect Python to remain dominant (versus 9%).

Finally, although only 14% count Java as their main language, and
few (7%) predict it will dominate anytime soon, 62% regularly use
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Figure 7: The most requested technologies in UK job advertisements for data scientists (n=226)

it. Java appears to inhabit a different niche for associated software
engineering tasks.

2.2 Existing degree programs
Another rich source of empirical data is the set of existing degree
programs in this space. One online source [19] enumerates 466
programs in the US, based on the "Awesome Data Science Colleges"
list posted on Github. Most of these programs are master’s degrees
(301) while the others are bachelors-degree programs (46). The list
also includes one associate’s degree program from Brigham Young
University, 19 doctoral programs and 99 graduate certificates. As
this list was populated by Github users, it may safely be assumed
that there are other programs than those appearing on this list.

The US is not the only country with the largest number of DSE-
related degree programs. As presented by Yu [86], perhaps the
greatest growth in the DSE space has been in at universities in

China. In 2016, the Chinese Ministry of Education approved an
official degree called "Data Science and Big Data Technology" for
possible undergraduate degree offerings at all universities through-
out China. By 2018, 283 universities in China had begun offering
the degree. In 2019, an additional 196 universities began offering the
degree. Despite the names, these 481 programs may inherently have
elements of DE content. In China, official degrees such as “Com-
puter Science and Technology” are de facto computer engineering
programs where approximately 10% of the students specialize in
computer science while 90% specialize in computer engineering.
The landscape for the study of big data includes application, models
and algorithms, platforms and tools, and data. The large growth of
Chinese DSE programs is summarized in Table 1.
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Table 1: Bachelor’s DSE programs in China, per Yu [86]

Year Universities Programs
2016 3 3
2017 32 32
2018 248 250
2019 196 196
Total 479 481

2.3 Online content
No discussion of DSE-related courses is complete without con-
sidering the impact of massively open online courses (MOOCs).
ClassCentral.com lists 491 data science courses in 11 languages,
368 of which are part of certification programs. Providers include
MOOC platforms such as Coursera, edX, and Udacity as well as
industry offerings from Microsoft, Google, and IBM. The popularity
of online courses is shown by Johns Hopkins’ data science special-
ization, which by 2015 had enrolled over one million students [38].
As of August 2019, their offering of this set of ten courses had
almost 250,000 students enrolled [20].

2.4 DSE textbooks
The working group conducted an analysis of DSE-related textbooks,
a list of which is available in a separate online supplement [61].
The three prime sources of information for this textbooks’ analysis
were:

(1) textbooks used in various academic programs worldwide,
(2) textbooks mentioned in research publications pertaining to

DS education as seen on Google Scholar, and
(3) relevant textbooks available for purchase online.

Of these, the last was seen as most relevant to study the supply of
textbooks available to the professional and academic community.
The course titles and descriptions of DS-related programs at several
selected universities (Waterloo, Northeastern, Columbia, Warwick,
Essex, Chinese University of Hong Kong, Tsinghua, Melbourne,
Copenhagen, and the American University in Cairo) were used
to formulate search phrases. Amazon was manually searched for
textbooks using key phrases including but not limited to: data sci-
ence, machine learning (ML), statistical computing, computational
statistics, business analytics, data ethics, data regulation, statisti-
cal models, data processing, data mining, data management, data
engineering, and information visualization. Default search param-
eters were used, and resulting textbooks were noted along with
other recommendations of similar textbooks. Where available, the
structure of the textbooks was browsed either through the online
vendor, publisher, or author sites. Surveyed textbooks were man-
ually classified as either fundamental or advanced based on the
type and depth of topics covered. Figure 8 shows the breakdown of
content coverage noted in this analysis.

Over thirty textbooks associated with DSE education were re-
viewed, and the list is available in the separate online supple-
ment [61]. This study revealed a notable variance of coverage of
knowledge areas. In fact, the lack of a global reference model for
DSE education is evident, specifically as it relates to the perception
of required knowledge units needed to build some form of capacity

Figure 8: Coverage of DSE areas in textbooks

in this domain. Even though aspects of computational sciences, sta-
tistics, and domain knowledge are generally seen as three necessary
pillars, only a few of the surveyed textbooks addressed these areas
and how they fit to form a well-rounded data scientist. The more no-
table observation is that the textbooks are primarily themed around
one of three areas: a programming language, machine learning, or
statistics.

Surveyed textbooks that provide fundamental exposure gener-
ally start with an attempt to define the boundaries of the domain,
followed by an exposure to some of the major building blocks such
as data importation, tidying, transformation, visualization, mod-
elling, and communication. The usage of different terminology or
combination of the aforementioned building blocks is not uncom-
mon. Almost all textbooks that delve into some practical exposure
would use Python and R as the preferred programming languages,
along with their most commonly used libraries in support of the
domain. Some of the knowledge units covered at the introduc-
tory level include but are not limited to basic coverage of linear
algebra, probability and statistics, and hypothesis and inference.
Basic machine learning concepts for classification and clustering
are also covered including regression, k-nearest neighbor, naive
Bayes, decision trees, and occasionally some exposure to neural
networks. Types of regression are covered at various levels of depth,
including concepts of linear, multiple, and logistic regression. Few
introductory technical textbooks cover ethical and legal issues, data
regulation, and privacy, let alone provide any coverage of domain
application of data science.

Other fundamental textbooks focus on statistics as the founda-
tion for data science, with typically little emphasis on technology or
domain. However, they generally do help to build a solid statistical
foundation. Topics related to the structure of data, estimation of
location, variability, distribution, correlation, sampling, statistical
experimentation, and significance are some of the prominent topics
covered. Nevertheless, a well-rounded coverage of other pillars for
the domain is usually overlooked. For example, concepts of ma-
chine learning in such settings would generally be very abstract
with little or no practical application using current technology, let
alone any coverage of the knowledge use in various domains.
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More notably, an interesting textbook [37] titled “Data Science
from Scratch” considers data science to be an intersection of “hack-
ing skills” (computational skills), “math and statistics knowledge,”
and “substantive expertise” (domain knowledge). This textbook
explicitly refrains from covering the needed “substantive expertise”
citing how huge this coverage may be, but does cite some interest-
ing domain examples in the textbook. The textbook covers many
of the topics mentioned earlier as a fundamental textbook in the
domain, however it barely scratches the surface of each topic.

Other types of textbooks with fundamental coverage focus on
the knowledge domain. For example, data science for business, for
executives, for supply chain forecast, for medicinal research, for
finance, and for fraud detection are all examples of textbooks that
focus on domain. A data science for business textbook, for example,
will be more focused on the usage of DSE within organizations
to build competitive advantage, treating data as a business asset,
mining data for organizational purposes, and also building human
capacity in the domain. Other textbooks that are domain oriented
will follow suit in their respective domains. Similarly, a textbook
focused on finance will include topics such as the usage of data for
forecasting financial trends, analysis of customer sentiment, and
fraud detection. Moreover, a textbook in data science for medicinal
research will focus on topics such as the computation of medical
risks, identification of hazards, event history analysis, and disease
prediction.

More advanced DSE-related textbooks in an independent domain
are very difficult to spot. Textbooks that are explicitly affiliated to a
domain typically cover advanced modeling topics such as additive
and mixed models as well as more advanced regression techniques.
Other topics in parallelism, dimension reduction, and time series
analysis are also covered. Focus on trending technology, such as
Spark and Hadoop, is very evident when depth is encountered.
Other textbooks would direct attention to more advanced machine
learning, specifically deep learning with some in-depth coverage.

A survey of advanced textbooks relevant to data science clearly
indicates a lack of maturity in the comprehensive coverage of ad-
vanced knowledge units relevant to the domain. To be specific,
advanced textbooks in DSE are simply more detailed coverage of
topics in the subdisciplines. No clear affiliation to DSE as a domain
is encountered when such advanced topics are covered.

This textbooks study shows that while many DSE-related text-
books have emerged over the past five years, the lack of a global
perspective of DSE education is quite evident. Few textbooks of
a fundamental nature acknowledge the need for a well-rounded
coverage of computational sciences, statistics, and domain. Those
that do fall short of achieving any notable coverage of the latter, let
alone any coverage of ethical, regulation, or privacy issues. There
exists a notable deficit of textbooks that provide in-depth cover-
age of DSE as an independent discipline of its own. As a result,
major and swift strides need to be made to keep up with the fast
pace at which DSE is evolving into an independent, and hopefully
standardized, discipline.

In general, there exists an obvious mismatch in the coverage of
topics presented in surveyed textbooks, and the necessary areas
of DS identified by the NSF workshop [10] and shown in Figure 8.
From the analysis, machine learning evidently appears to have the
most coverage, followed by data cleanup. Domain and professional

Table 2: Top 25 DSE job skills reported by practitioners

Job Skill Combined Feature
Average Use %

Python 83.5%
Batch data processing 78.1%
Local machine 75.9%
NumPy 67.6%
pandas 66.7%
Matplotlib 61.0%
Windows 59.0%
TensorFlow 58.4%
Linux 54.6%
scikit.learn 48.3%
Jupyter.Ipython SW 48.3%
R 46.7%
Spreadsheet V 46.0%
Streaming.Real.Time DP 44.1%
Mac 43.5%
PyCharm SW 41.3%
SciPy 40.0%
Apache Spark 38.7%
Keras 36.8%
Cloud Service 36.8%
ggplot2 R 34.9%
RStudio 34.9%
Apache Hadoop.MapReduce 34.0%
Tableau V 34.0%
Developer 32.7%

issues on the other hand demonstrate the least coverage. More
importantly, there is little or no coverage of topics in data publishing
and preservation/destruction [10].

As stated earlier, the list of DSE textbooks used for this analysis
is available as an online supplement [61].

2.5 Self-reported job tasks of DSE practitioners
The working hypothesis underlying this report was supported by
evaluating the tasks actually performed by practicing DSE pro-
fessionals in their day-to-day jobs. This analysis used data from
the JetBrains survey [43], which included responses from 1500
practicing analytics professionals, with self-reported job titles and
skills/tasks from their daily job functions. From this total sample,
self-identified data scientists or data engineers were selected result-
ing in a final sample of n=315. The survey focused on 101 specific
skills related to data analytics functions. The top 25 most commonly
reported job skills, combined across data scientists and engineers,
are shown in Table 2. Note the differences between Table 2 and
Figures 5, 6, and 7, as this appears to be further evidence of a dis-
connect in program curriculum design, something that needs to be
addressed in DSE-related programs.

This data was analyzed using a machine learning (ML) approach
to check whether the model could predict that an individual was
either a data scientist or data engineer, based purely on their daily
job tasks as reported in the survey. If so, the results would support
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Table 3: Machine learning results for predicting data scien-
tists vs. data engineers from self-reported job tasks

Classifier Accuracy AUC
Random Forest 0.75 0.86
Neural Network 0.70 0.82
SVM 0.73 0.82
Gradient Boosting 0.74 0.81

our hypothesized emerging bifurcation of the DSE field seen in
Figure 3. Our approach followed a standard ML methodology [4],
similar to prior work [9]. First, data from the JetBrains survey was
extracted into Python and evaluated via the Scikit package. As the
initial data was not balanced, with 207 data scientists and 108 data
engineers, the data was rebalanced by undersampling the majority
class, then performing SMOTE to arrive at a balanced dataset with
the same total sample count (n=315) [17].

After the data was balanced, multiple classifiers were run on
the dataset using basic default parameters: random forests, neural
networks, SVMS, and gradient boosting. Performancewas evaluated
using standard 10-fold cross validation, which conforms to best
practices [28]. The results are shown in Table 3.

Table 3 shows that it can be predicted whether an individual was
a data scientist or data engineer 75% of the time, based on their
actual job tasks. This result supports the hypothesis that the roles
in DSE are indeed bifurcating, similar to what occurred early on
in the computer science domain between roles such as software
developers and information systems professionals.

Feature selection was also performed to investigate the features
were driving this prediction. This effort was approached in multiple
ways, including using wrapper-based approaches, mutual informa-
tion filters, and calculating odds ratios [11]. Table 4 summarizes the
results of this analysis, showing the top 15 languages/tools used by
data engineers (left column) and those used by data scientists (right
column). The table was generated by taking the top features from
the wrapper method and calculating odds ratios, representing the
degree of over-representation of the skill in data science vs. data en-
gineering (and vice versa). For instance, data scientists were three
times more likely to report using Seaborn while data engineers
were three times more likely to use Java. The data engineering
list contains more developer-heavy languages (Java, Scala, Visual
Studio), Linux, and distributed computing infrastructures (Hadoop,
Spark, Cloud setups), while the data science list is focused on more
analytical software, including various Python and R libraries, deep
learning packages (Tensorflow, Keras), and data visualization tools
(Seaborn, Matplotlib, Plotly). Note that Python does not appear
explicitly in either group, because, as can be seen in the list of
commonly reported DSE job skills in Table 2, Python has become
virtually ubiquitous in software development across a variety of
roles.

Finally, note that the promising results presented in this paper
are preliminary, and require additional validation through hyper-
parameter tuning and other advanced modeling techniques.

Table 4: Top 15 tools used in DSE

Rank Data Engineering Tool Data Science Tool
1 Linux Matplotlib
2 Developer TensorFlow
3 Apache Hadoop.MapReduce scikit.learn
4 Apache Spark R
5 Small cluster SciPy
6 Java Rstudio
7 Scala Keras
8 Visual Studio Code SW seaborn
9 SAS V dplyr R
10 Medium cluster Plotly
11 Google Cloud SW xgboost
12 Dataiku randomForest R
13 Colaboratory SW Bokeh
14 Alteryx JupyterLab SW
15 Domino NLTK

3 THE ETHICAL FOUNDATION OF DSE
There is now recognition in both computing and non-computing
circles of the critical need for professionals in data science and engi-
neering to have a strong ethical foundation. This awareness paral-
lels broader developments in society around data privacy and own-
ership rights. Several collaborative, multi-disciplinary reports from
academia and professional organizations have proposed curricular
recommendations for data science programs [10, 25, 26, 41, 57, 85].
The necessity of including a study of ethics is present in all reports
(except Demchenko et al. [26]), although the depth of coverage
varies. For instance, the NSF report states that one of the goals
for ethical training of students is to address challenges “that will
render data-driven systems useful, effective, and productive, rather
than intrusive, limiting, and destructive" [10, p. 20]. The Park City
Math Institute report mentions teaching ethics in some of the ten
recommended core courses, but lacks specifics [25], while a draft
report for two high school data-related courses by the International
Data Science in Schools Project intersperses technical topics with
ethical discussions [41]. The Data Science Leadership Summit sum-
marizes one of their goals as “taking collective responsibility in
the broader effort to prepare next generation data scientists to con-
tribute in the best interests of society" [85, p. 1]; they recommend
defining a code of ethics and integrating ethical case studies into
research and education programs. The report also includes a link
to a list of university courses on ethics and technology and other
resources [31].

The report [57] by the U. S. National Academies of Science, Engi-
neering, and Medicine (NASEM) describes data science as a hybrid
discipline requiring analytical skills, communication skills, and
problem-solving skills for both technical and ethical challenges.
The report states that data scientists should develop data acumen,
“the ability to make good judgments and decisions with data and use
tools responsibly and effectively" [57, p. 1] by both tool developers
and tool users, which can be thought of as ethical practice. Data acu-
men “is increasingly important, especially given the large volume
of data typically present in real-world problems, the relative ease
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of (mis)applying tools, and the vast ethical implications inherent in
many data science analyses" [57, p. 11]. The report concludes with
a data science version of the Hippocratic Oath. In particular, the
NASEM report explains why ethics is important, provide illustrative
examples and affirms the importance of societal context.

A typical starting point for raising awareness of ethical behav-
ior is through codes of ethics. There are many possible ways to
describe the overlapping terminology, principles, and tenets of the
codes of ethics published by various professional societies and or-
ganizations [2, 5–7, 22, 23, 32, 33, 36, 57, 58, 60]. Most include (1)
usage of data (protecting privacy, for example), and (2) considering
impact of algorithms and techniques. Regardless of which code is
selected for inclusion in a course activity, the important points are
that students have some appropriate set of normative behaviors
for their profession and that they learn to conduct and continue to
practice ethical reasoning. Tractenberg and FitzGerald [78] suggest
that exposure to prerequisite knowledge about ethics, such as in a
code of ethics, is the first step toward developing ethical reasoning
skills.

Burton et al. [13] state that “a good technology ethics course
teaches students how to think, not what to think, about their role
in the development and deployment of technology, as no one can
foresee the problems that will be faced in a future career" [13, p. 54].
In addition to teaching students to solve technical challenges, it is
imperative that they develop skills to engage with ethical challenges
arising from their professional work. A goal of teaching ethics is
to equip students with the means to discuss, reason, and reflect
on ethical issues. Codes of ethics define normative behavior for a
professional practitioner, but a code cannot solve all problems and
may even have conflicting concepts for a given situation. “Ethics
education often requires a different kind of education from under-
standing and applying an established body of knowledge" [13, p. 58].
By also exposing students to different kinds of ethical schools of
thought (descriptive ethics) and having them practice interpreting
ethical issues using these theories, they have the opportunity to
question and explore beyond their own assumptions.

One practical tool for classroom teaching of ethics to data sci-
ence and data engineering students is the Ethical Reasoning Mas-
tery Rubric (MR-ER) [76]. There are five knowledge/skill/ability
categories (KSAs) and four proficiency levels (novice, beginner,
competent, and proficient). The KSAs are the components of devel-
oping ethical reasoning capabilities: (1) recognizing a moral issue,
(2) identifying decision-making frameworks, (3) identifying and
evaluating alternative actions, (4) making and justifying a decision,
and (5) reflecting on a decision. This is a process that can be applied
to examining case studies or topics encountered during specific
stages in the data lifecycle throughout a student’s education in data
science, as shown in Figure 9.

This leads to a suggested call to action: DSE needs good case stud-
ies (or even good fiction [13]) generally associated with stages in
the pipeline and more specifically with techniques and algorithms
deployed in technical courses. Consistent with the NASEM rec-
ommendations for intertwining ethical and technical studies [57],
Tractenberg suggests that “a one-time ethics training ‘vaccine’"
is not ideal [77], but rather creating a culture of ethical practice
through repeated and consistent exposure, aligned with their tech-
nical training, would produce data scientists and engineers better

Figure 9: Data lifecycle, from NSF workshop report [10]

prepared to engage with the challenges to be faced in their future
professional lives.

4 OVERLAPS WITH OTHER DISCIPLINES
As stated earlier, DS and DE are nascent fields that draw from
other established disciplines. Therefore, these overlaps need to be
acknowledged when discussing DS and DE education.

4.1 Artificial intelligence and machine learning
DS overlaps considerably with the field of artificial intelligence
(AI) [80], but howDSE, machine learning (ML), and AI fit together is
a matter of some debate. Among some practitioners and researchers
in these fields, AI is seen as an umbrella term that includes machine
learning, but not DS–although the part of DS that uses machine
learning is contained within the AI universe.

The definition of AI is still rather fluid, as is the definition of
DS. However, one difference between AI, machine learning, and
DS is due to the reasoning and automated capabilities of AI [34].
At this time, machine learning is the approach used in both AI and
DS [81]. The output from a DS project is usually presented to a
human user, whose decision on a course of action is based primarily
on the discovered knowledge.

For non-computing professionals, the boundary between AI
and DS is more blurry. Carlos et al. [15] conflate the two terms
in discussing the future of radiologists’ jobs once machine learn-
ing/DSE/AI takes over their field. Elish and Boyd [29] claim that AI
is just a repackaging of big data and machine learning into a more
palatable term that avoids the "Minority Report" flavor of the term
"big data" and discuss AI as a field practiced by data scientists and
engineers.

Are data scientists also machine learning experts? Kozyrkov
lists ten roles in a data science team [49], and states that the data
scientist encompasses the roles of expert analyst, statistician, and
appliedmachine learning engineer. Although data scientists develop
and implement machine learning algorithms, machine learning
engineers tend to write production level, scalable code [67], which
reinforces the applied focus.
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4.2 Overlaps with cybersecurity
There are two distinct ways in which DSE overlaps with cyberse-
curity. First, DSE needs to pay careful attention to issues of data
privacy and security for legal and ethical reasons. Second, many
DSE techniques can help to solve a variety of cybersecurity prob-
lems. Successful practitioners will need to make use of the synergies
between the two.

The increased use of internet-of-things (IOT) devices caused in-
creased access to the internet. Consequently, this access has created
a large amount of data. This phenomenon has challenged organiza-
tions to implement adequate methods to process these data. Data
processing aims to extract interesting and meaningful patterns as
well as knowledge from all types of data. In addition, due to their
lack of expertise with data analytical skills, the information security
community has found it difficult to analyze logs, network flow, and
system events for forensics and intrusion detection.

Moreover, common technologies are not always adequate to
support long-term, large-scale analytics. An example that supports
this fact is the storage of large quantities of data for a long period
of time; event logs and other recorded computer activities are often
eliminated after a defined retention period, e.g., 60 days [14].

Sensitive data collection and storage have brought challenges
to an organization’s privacy and confidentiality; they also have
accentuated security risks. In fact, an attacker usually intends to
compromise organizational information security goals, namely con-
fidentiality, integrity, availability, authentication, authorization, and
non-repudiation. On the other hand, attackers are continuously
improving their attack techniques and strategies, which requires
adequate data analytical skills in security to place data patterns in
context, to formulate hypotheses and to estimate or predict security
cyber attacks. The large amount of data generated by automatic
logs and sensors, traces from intrusion detection, malware analysis,
insider attack analysis and phishing detection requires efficient
and automated DSE techniques. The literature shows that the tech-
niques generally used in the scope of cybersecurity are statistics,
data mining, machine learning and natural language processing for
security [82]. In practice, this knowledge’s basic requirements com-
prise mathematics, statistics, and computer programming through
data structures and algorithms, which are typically part of a com-
puter science or computer engineering degree.

Cybersecurity deals with data. However, one should emphasize
that data might have missing or corrupted values or different types
of attributes. These require a cleaning procedure and decision mech-
anisms for handling missing or corrupted values. To understand the
types of data and attributes, cybersecurity professionals and stu-
dents must know how to preprocess data and their attributes [82].
In fact, recent big data applications are starting to become part of
security management software since they support efficient cleaning,
preparing, and querying data in heterogeneous, incomplete and
noisy formats [14].

Regarding applied basic statistics, practitioners and students
should study content to include parameter estimation, confidence
intervals, hypotheses tests and Bayesian techniques’ essential to
understand machine learning techniques required for computer
security data analysis [82].

Data mining techniques such as association rules, clustering and
anomaly detection are applicable to cybersecurity. For example,
intruders usually use botnets to send spam and to host phishing
websites, which are difficult to trace and blacklist. Association rules
are applicable in intrusion detection for anomaly detection through
the frequency of item-sets and generated association rules [52]. The
malware can come in a wide range of forms and variations such as
in viruses, worms, botnets, rootkits, Trojan horses and denial-of
service attacks. In practice, malware exploits software vulnerabili-
ties in browsers and operating systems, or using social engineering
techniques to deceive users to run and execute malicious code. Ad-
ditionally, one can support malware analysis performed through
the identification of samples that exhibit similar behaviors through
automated clustering techniques. Furthermore, execution traces of
malware programs generate behavioral profiles, which are useful
as input to efficient clustering algorithms, thereby allowing them
to handle sample malware sets [8].

In machine learning, cybersecurity students should know top-
ics such as nearest neighbor, decision trees, neural networks and
time-series prediction to help them in new applications such as
in filtering spam email (nearest neighbor) [4], intrusion detection
(neural networks) [73] and prediction attacks and threats, thus
contributing to a more preventive posture regarding security.

Regarding security applications, natural language processing
(NLP) concepts might include basic knowledge of information re-
trieval techniques such as retrieval models, web search, and in-
formation retrieval metrics (recall and precision) [82]. Example
applications of these concepts involve malware detection and au-
thorship attribution methods, which includes spam filtering, fraud
detection, computer forensics [46], cyber bullying, and plagiarism
detection [30, 48, 51]. Word sense disambiguation and knowledge
bases such as Wordnet [55] are applicable to phishing email de-
tection through a classifier design, which combines semantics and
statistics in analyzing text in emails [41, 83]. NLP is also useful for
security application in URL detection and in sophisticated phish-
ing attacks aimed to install malware on computers or hijacking a
website [46]. Cybersecurity students with diverse backgrounds can
use NLP techniques in areas such as information technology, infor-
mation systems management, computer engineering and computer
science [82].

In conclusion, cybersecurity professionals and students should
have some knowledge in DSE and its techniques to provide them
with a set of skills to address cybersecurity challenges. However, it
is difficult to ensure satisfactory depth of knowledge for all DSE-
related topics. One strategy is to combine an understanding of
cybersecurity with DSE knowledge. Another strategy is to have
cybersecurity professionals collaborate with DSE experts and de-
velop efforts to evolve basic knowledge in data science to ensure a
successful cooperation.

5 RECOMMENDATIONS
The following discussion provides some suggestions that may be
useful in sustaining and developing DSE as a robust field of interest.
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5.1 Thinking like a data scientist and engineer
The first recommendation that this paper makes is that students
needed to learn "how to think like a Data Scientist" [39], and Data
Engineer. This is a lesson learned from other fields that have grap-
pled historically with attempting to teach a mindset, such as en-
gineering and law. For instance, if one examines how law school
curriculum in many US universities is structured, the first thing stu-
dents learn at many law schools is that faculty are not there to teach
them “the law.” Students learn that when they are studying for the
bar exam. Rather, the emphasis in law school is to teach them how
to “think like a lawyer,” otherwise referred to as the concept of legal
reasoning [40, 50]. Empirical research has shown its effectiveness
in completely transforming how students mentally approach legal
questions in a matter of months, across a diverse array of student
backgrounds [50]. In much the same way, the ultimate goal of DSE
education programs ought to be to teach students how to think like
a data scientist and engineer. Although it is important for students
to learn technical skills, DSE is not just knowing how to program
or how to apply statistical techniques: it is a way of thinking where
an analytical mindset that takes advantage of technical know-how.

In real-world practice, this mindset manifests as an empirical
approach to formulating problems and testing hypothetical answers
to them, using computational tools.

From a pedagogical standpoint, the above dictates that the focus
must be on creating a consistent educational experience across
students: a shared common thought process in which a student
from Chicago and one from Germany or China can communicate
about a problem to be solved, and quickly understand each other.
This consistent experience is rooted in some ways in the notion
of constructivist pedagogy – the theory that people learn by con-
structing their own understanding and knowledge of the world [16],
experiencing things and then reflecting on those experiences. The
fundamental idea behind this approach is that people learn through
their own curiosity, not by being told or talked to, nor through rote
memorization of programming code or equations or the like. There
is heavy evidence of this kind of curiosity-based learning via stud-
ies of how human infants learn [59, 84], as well as in more formal
science and math education [69]. In reality, effective teaching has
to be built on this principle: that students will take knowledge from
the instructor and reconstruct their own meaning [64].

5.2 Non-technical skills
Another recommendation is the need for DSE students to learn
non-technical skills, an important aspect of a technical education
in DSE. Along with the DSE mindset described above, the list of
these skills important to data scientists and engineers includes team-
work, communication, intellectual curiosity, domain understanding,
and problem solving, among others [12, 38, 39, 45, 54]. Two of the
most crucial of these skills are the ability to work in teams and
the ability to communicate results and explain findings to a largely
non-technical audience [39]. While both are useful skills for any
technical professional, communication and “knowledge transfer”
skills are crucial for data scientists and engineers. Data scientists
and engineers often need to be “storytellers” who can describe re-
sults and findings to a non-technical audience in a relatable manner.

The Park City Report [25] recommends that undergraduate curric-
ula include communication opportunities across the curriculum,
instead of separating them into dedicated courses. This report con-
curs with that recommendation; information, regardless of delivery
method, should be clearly conveyed to non-technical users, and
written reports should be geared to an appropriate reading level.
However, Hardin et al. [38] raise the concern that because statis-
tics faculty lack the prowess needed to assess technical writing
and presentation skills, students may not be receiving sufficient
instruction in that area. However, as communication skills need
to be developed within the DSE disciplines, DSE faculty, who feel
unprepared in this space, should be encouraged to collaborate with
faculty in liberal arts to develop proper communication skills for
DSE students.

Working in teams is also important for DSE specialists, although
in start-ups or small projects the data scientist may have to wear
multiple hats. Again, data scientists and engineers must be able to
communicate with members in other roles (such as business man-
agers) who are not necessarily as familiar with DSE terminology
and methods. Data scientists and engineers may also benefit from
project management training, which are usually not thought of as
“human skills” but are helpful for timely and efficient completion
of DSE projects.

As part of the overall communications ability, DSE students
need to make use of visuals extensively to reach broader audiences.
It is useful to have visuals to represent the different aspects of
the data fields of interest. This paper proposes an initial visual
that bisected the data space into two equal regions: one for data
engineering and one for data science, as depicted in Figures 3 and 4.
The visualization of Figure 4 is not absolute. As data science and
engineering evolve, their meaning and their graphic representations
will require periodic updates to reflect the fields more precisely.

5.3 Recurring themes
Within the DSE fields, there are currently several themes that re-
cur. Of course these include computational thinking, mathematical
thinking and statistical thinking. The data lifecycle shown in Fig-
ure 9 should permeate DSE course assignments, with different as-
pects of the lifecycle given greater attention than others depending
on the topic of the exercise.

Technical ethics should pervade the whole approach, covering
privacy and confidentiality, for example, and ensuring that bias does
not distort interpretation or application of results. As cybersecurity
is needed to ensure that data, programs, and systems are protected
and not compromised, DSE students must at minimum have a
working understanding of cybersecurity issues.

The themes of ethics and cybersecurity should, in our opinion,
not be relegated to single courses but woven throughout a DSE
curriculum to ensure that students encounter these concepts at
multiple points throughout their course of study.

5.4 Fundamental DSE courses
The current situation at colleges and universities suggests that a
void may exist in providing a consistent picture of the DSE space
that will attract students and help inform their decision on which
academic pathway to follow. Educators should address this void,
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where it exists, by developing a general course in DSE that follows
a standardized curriculum for an introductory data-related course.
For example, the course could be named DSE-0 Fundamentals of
Data Science and Engineering.

Such a course should be accessible to all students, regardless of
their specialty. Its purpose should be to acquaint students with the
discipline but in a way that emphasizes motivation for studying DS
and DE, highlighting interesting insights and developments arising
from study of the topic. A follow up to this introductory course
would be one for students who intend to specialize in the DSE field;
for instance, it might introduce students to the elements of machine
learning.

5.5 Resources
A fundamental and important requirement for any institution of-
fering programs in DSE is a group of staff and a range of faculty
who have data experience and expertise, and can motivate stu-
dents; faculty members should have good relationships with faculty
from statistics and mathematics as well as traditional electronic
and electrical engineering. Other requirements include the need
for sufficient hardware to be able to perform DSE-related activities
at a scale approximating what graduates will find in industry, and
access to data collections (to be updated regularly and collected in
diverse ways) for use by students. Datasets should exhibit various
characteristics - for instance data to be cleaned, data to be used
in exercises, very large date collections that span more than one
machine.

In addition, software should include the availability of languages
with libraries that support DSE, visualization, statistics, and ma-
chine learning as well as tools that support the teaching of mathe-
matics. Relevant online resources include an appropriate range of
web services, access to online materials (to be seen as one method
of keeping current) such as MOOCs and up-to-date DSE textbooks.

In general, the environment should be supportive and encour-
aging of study in DSE-related areas, and curricula should include
illustrations (to be updated regularly) of machine learning in prac-
tice and use. An outward facing perspective can be facilitated by
having contacts from industry or elsewhere with those involved
in data fields for possible internships, speakers who can motivate
students, and so on.

5.6 Shared understanding of DSE degree
programs

A growing skills gap exists between the products produced by
academia (its graduates) and the needs of business, industry, and
government. This phenomenon permeates many DSE areas and
beyond. Although universities are not training grounds for indus-
try, they cannot generate DSE curricula in isolation. DSE curricula
should reflect market needs so graduates are able to secure mean-
ingful positions upon graduation.

As data is pervasive, few areas are void of data. For the DSE
field, this fact underscores how important it is for academic in-
stitutions to have ongoing communication with government and
industry. All governments in themodern world maintain multitudes
of records fromwhich one could extract data. Business and industry
are increasingly data-intensive in multiple domains, whether the

domain involves payroll, inventory, maintenance, or other aspects
of a modern enterprise. By having some connections with industry
and government, academic programs and institutions can develop
synergistic areas of cooperation and mutual benefit. Employers
would learn that DSE expertise needs to come from the entire team,
not necessarily be expected to come from just one member.

A consequence of such interaction between academia and indus-
try would be the development of shared expectations of the compe-
tencies of DSE graduates upon graduation from an academic pro-
gram. For example, at the undergraduate level in the United States,
ABET has played a role in defining such expectations through
accreditation criteria for various computing programs [1]. Estab-
lishing accreditation criteria by ABET and other similar bodies
in different countries and regions would allow DSE programs to
gain the legitimacy needed for the DSE disciplines. Moreover, as
DSE are relatively new fields of study, accreditation criteria would
help educators and practicing professionals define and evolve these
disciplines using approaches that have worked for computing and
engineering fields for decades.
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