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Applications of in-situ and ex-situ spectroscopic ellipsometry (SE) are presented for the development of
parametric expressions that define the real and imaginary parts (&1, ;) of the complex dielectric func-
tion spectra of thin film solar cell components. These spectra can then be utilized to analyze the structure
of complete thin film solar cells. Optical and structural/compositional models of complete solar cells de-
veloped through least squares regression analysis of the SE data acquired for the complete cells enable
simulations of external quantum efficiency (EQE) without the need for variable parameters. Such simula-
tions can be compared directly with EQE measurements. From these comparisons, it becomes possible to
understand in detail the origins of optical and electronic gains and losses in thin film photovoltaics (PV)
technologies and, as a result, the underlying performance limitations. In fact, optical losses that occur
when above-bandgap photons are not absorbed in the active layers can be distinguished from electronic
losses when electron-hole pairs generated in the active layers are not collected. This overall methodology
has been applied to copper indium-gallium diselenide (Culn;_xGa,Se;; CIGS) solar cells, a key commer-
cialized thin film PV technology. CIGS solar cells with both standard thickness (>2 pm) and thin (<1 pm)
absorber layers are studied by applying SE to obtain inputs for EQE simulations and enabling comparisons
of simulated and measured EQE spectra. SE data analysis is challenging for CIGS material components
and solar cells because of the need to develop an appropriate (&1, &;) database for the CIGS alloys and
to extract absorber layer Ga profiles for accurate structural/compositional models. For cells with stan-
dard thickness absorbers, excellent agreement is found between the simulated and measured EQE, the
latter under the assumption of 100% collection from the active layers, which include the CIGS bulk and
CIGS/CdS heterojunction interface layers. For cells with thin absorbers, however, an observed difference
between the simulated and measured EQE can be attributed to losses via carrier recombination within a
~0.15 pm thickness of CIGS adjacent to the Mo back contact. By introducing a carrier collection probabil-
ity profile into the simulation, much closer agreement is obtained between the simulated and measured
EQE. In addition to the single spot capability demonstrated in this study, ex-situ SE can be applied as
well to generate high resolution maps of thin film multilayer structure, component layer properties and
their profiles, as well as short-circuit current density predictions. Such mapping is possible due to the

high measurement speed of <1 s per (¢, A) spectra achievable by the multichannel ellipsometer.
Published by Elsevier B.V. and Science Press on behalf of Science Press and Dalian Institute of Chemical
Physics, Chinese Academy of Sciences.

1. Introduction

terface(s) and surface of a substrate/thin-film structure. Thus, the
technique has been utilized extensively in multilayer thin film

Spectroscopic ellipsometry (SE) is an optical analysis technique
with broad applications in the study of thin films [1,2]. SE is based
on the measurement of the polarization change that occurs upon
oblique specular reflection of a polarized light beam from the in-
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photovoltaics (PV) technology for determination of the component
layer thicknesses and optical properties of layers in devices [3].
In fact, the physical structure of the thin film PV device and the
complex dielectric function spectra £(E) of the device materials, in-
cluding semiconductors, transparent conducting oxides (TCOs), and
metals, control the spectroscopic optical behavior of the device,
e.g., the overall reflectance and transmittance spectra as well as
the component layer absorbance spectra [4,5]. For all types of ma-
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terials, the spectra in ¢(E) with real and imaginary parts {e{(E),
&,-(E)}, respectively, can be understood in terms of one or more
bound electron oscillators; for TCOs and metals one or more free
charge carrier contributions are also added [2,6]. When applied in
conjunction with least squares regression analysis methods, SE is a
powerful tool, in principle, for extracting the photon energy inde-
pendent parameters that characterize the PV device structure, in-
cluding the layer thicknesses, as well as the bound and free car-
rier parameters that define the (&1, £,) spectra of the component
materials [7]. In practice, however, least squares regression anal-
ysis of complicated multilayered PV stacks can present a consid-
erable challenge if one seeks information simultaneously on both
layer thicknesses and material optical characteristics. Considerable
effort has focused on overcoming such a challenge in SE data anal-
ysis through independent determination of device-relevant (&1, &;)
spectra given as parametric expressions.

SE is a valuable tool in PV research and development because it
is non-invasive and contactless, and can be used for thin film anal-
ysis in various modes, including ex-situ off-line and on-line analy-
sis, as well as in-situ and real time analysis. SE can be performed
either from the film side in the conventional substrate configura-
tion used for solar cells or from the glass side in the superstrate
configuration [3,8-10]. It is also possible to perform both film-side
and glass-side SE measurements, for example, when opaque back
contacts do not cover the entire area of the device structure [10].
In this report, which presents SE analysis results for Culn;_xGaxSe;
(CIGS) thin film solar cells in the substrate configuration, only a
conventional film-side measurement is possible, however, due to
the lack of transmittance through the opaque Mo back contacts
that cover the soda lime glass substrate [3,11]. The goal of SE anal-
ysis in PV technology is to determine the component layer thick-
nesses, including those of interface and surface roughness layers,
as well as the (&1, €,) spectra of the component materials of the
solar cell [3]. Once this fundamental structural and optical infor-
mation is determined by SE, device performance information can
be predicted that describes the operational characteristics of the
solar cell. First, one can predict the maximum external quantum
efficiency (EQE) that is possible for the given solar cell stack spec-
ifications, i.e., its layer thicknesses, and the (&, &) spectra of the
component layers. This prediction is based on the identification
of the active component layers and often on the assumption of
specular reflection and transmission conditions at interfaces, as de-
scribed in previous ex-situ SE studies [12,13]. The SE methodology
for solar cell characterization and the EQE predictions can also be
expanded to include light scattering at rough interfaces and sur-
faces if desired [14-16]. By simulating the EQE for variations from
the deduced structure or in the optical properties, one can identify
approaches for improving the short-circuit current density (Jsc) in
a solar cell expeditiously, thus avoiding trial-and-error approaches.
Second, from the fundamental structural and optical information,
the spectra in the reflectance from the solar illumination side can
be predicted [10-13]. This prediction is helpful, for example, for
determination of the benefits of anti-reflection coatings (ARCs), as
well as for optimization of the anti-reflection coating stack design
[11,17].

The EQE simulations described here, based on the SE analy-
sis of standard high-performance CIGS solar cells, apply the as-
sumption that all carriers photo-generated within the active layers
of the cell are collected without recombination losses. Any differ-
ences between the simulated EQE obtained using input parame-
ters from SE analysis and the experimental EQE from the measure-
ment of a completed solar cell can provide information on possi-
ble breakdowns of the assumptions applied in the simulations, as
has been described in studies of different thin film PV technolo-
gies [10,18-20]. Specifically, lower measured EQE values compared
with the simulation can be attributed to losses due to recombi-

nation of carriers generated by photons absorbed within the ac-
tive layers. Higher measured EQE values can be attributed to gains
by light scattering and breakdown in the assumption used here
of specularly reflecting and transmitting interfaces. Light scattering
is generated by roughness with structural scales on the order of
the probing light wavelength, whereas roughness with scales much
less than the wavelength can be treated within a specular analysis
as a layer with (&4, €,) spectra determined by an effective medium
of underlying and overlying materials [1-3,7]. The spectral depen-
dences of the CIGS solar cell losses and gains provide insights into
these processes [20-22]. Here, SE analysis results of CIGS solar cells
without and with ARCs as well as with different CIGS absorber
layer thicknesses are described. EQE simulations based on these
results are presented and compared to measurements for insights
into cell optimization and carrier collection.

As a first step in performing the EQE simulations of this study,
the parametric versions of the (&1, &) spectra of the CIGS solar
cell components are obtained [11]. The components studied here
include the sputtered Mo, ZnO, and ZnO:Al back and top con-
tact layers, the thermally evaporated CIGS layers having different
Ga contents, the chemical bath deposited CdS, and electron beam
evaporated ARC components. SE measurements of these compo-
nents were performed in idealized sample structures that provide
the (€1, &,) spectra and give insights into the oscillator models re-
quired to describe these spectra over the operational range of the
solar cell with a minimum number of variable parameters [3,6].
For critical thin film material components, these SE measurements
were performed in-situ and in real time to obtain more accurate
information on the sample structure, which in turn enables more
accurate room temperature (€1, &) spectra after cooling the sam-
ple (when depositions occur at elevated temperatures). In addition,
these in-situ measurements avoid oxidation of the surfaces which,
if unrecognized, can lead to distortions of the (&1, €;) spectra. Us-
ing this complex dielectric function database, complete solar cells
are measured by ex-situ SE and analyzed by least squares regres-
sion to extract thicknesses and key properties of the materials such
as absorber Ga content that are included as photon energy inde-
pendent variables in the analysis [3,20,22]. The SE analyses enable
EQE simulations based on the assumptions described in the pre-
vious paragraph, and the simulations and measurements are com-
pared in detail. Such comparisons reveal excellent agreement for
standard high efficiency devices and enable optimization of single
and multilayer ARCs [11,17]. The comparisons also provide insights
into the challenges of thinning the CIGS layer motivated by the
prospects of higher deposition throughput and reduced materials
cost.

2. Experimental

The CIGS absorber layer in the substrate configuration serves
as the foundation of one of the thin film PV technologies that has
been successfully commercialized. Laboratory scale record cell ef-
ficiencies for this technology currently exceed 22% [23]. The CIGS
solar cells of the study presented here apply the absorber layer
deposition approach that yields the highest laboratory efficiency,
namely three-stage co-evaporation of Cu, In, Ga, and Se [24]. In this
study, intended 2.2 um standard thickness and 0.5 pm reduced
thickness CIGS absorber layers were deposited on molybdenum
(Mo) coated soda lime glass (SLG). A thin CdS window layer de-
posited on top of the CIGS forms the heterojunction. The complete
device structure includes the following component layers (with de-
duced effective thicknesses defined as the film volume/area) de-
posited on SLG: two-step dc-sputtered Mo back contact (~0.8-
1.0pm), CIGS absorber layer (~2.2 pm or 0.5 pwm), chemical-
bath-deposited (CBD) CdS (~50-100 nm), rf-sputtered transparent
conducting oxide bilayer of ZnO/ZnO:Al (~50-100 nm/0.2-0.3 wm),
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Fig. 1. (a) Schematic of the standard CIGS solar cell whose components and performance are characterized in this study of external quantum efficiency (EQE) spectra. The
substrate is soda lime glass coated with a Mo back contact layer, the junction is CIGS/CdS, the top transparent conducting contact is a ZnO/ZnO:Al bilayer, and when applied,
the anti-reflection coating (ARC) is MgF,; (b) Schematic band diagram for the solar cell of (a) under open circuit conditions.

and electron beam evaporated Ni/Al/Ni grids. The total cell area
was 0.5 cm?, as defined by mechanical scribing [11]. An ARC con-
sisting of a single layer of MgF, was then optimized through opti-
cal modeling and deposited in an electron beam evaporation sys-
tem. The resulting multilayer structure schematic is shown in Fig.
1(a). Fig. 1(b) depicts a schematic band diagram of the solar cell at
open circuit.

Starting from the SLG/Mo back contact structure, the inter-
faces and surface of the CIGS solar cell are quite rough, resulting
in a complicated multilayer structural model for optical analysis
[11,20-22,25]. Thus, the solar cell structure introduces consider-
able uncertainties if used for the determination of the (&q, &;)
spectra for database applications. As a result, it is advantageous to
generate and measure sample structures that are closer to ideal,
by depositing individual CIGS solar cell component materials on
smooth substrates that avoid interface roughness and in thinner
layers that minimize the development of surface roughness. Real
time, in-situ, and ex-situ SE methods are used for the determina-
tion of (&4, &;) spectra for these sample structures. Possible sub-
strate and thickness dependences must be considered, however,
when smooth substrates and thin layers are used for the database.
Such dependences may lead to (&1, €;) spectra of the database
that are not relevant for SE analysis of the multilayer devices. This
suggests the importance of measuring the effects of substrate and
thickness on (&4, €;) spectra in structures that are closer to ideal
than the device itself. The ultimate goal is to develop and apply
a physics-based analytical form for the (¢1, &) spectra that can
account for variations due to the substrate and thickness. For ex-
ample, one can use critical point energies that vary due to stress
or broadening parameters that vary due to grain size effects, in ad-
dition to an effective medium theory to account for voids or den-
sity deficits [26,27]. Thus, setting up an accurate and relevant com-
plex dielectric function database for devices can entail considerable
background work. Confidence in the relevance and validity of the
database can be obtained through studies that apply SE-deduced
optical models to analyze complete solar cell structures and pre-
dict solar cell performance [19-22].

For the solar cells of this study, the first thin film component
material to be deposited is Mo which is dc magnetron sputtered
as a bilayer onto SLG held at a nominal substrate temperature of
250 °C [28,29]. The target-to-substrate distance of the sputtering
system is 20 cm. Prior to bilayer deposition, a base pressure lower
than 107 Torr is obtained and pre-sputtering is performed for
2min. For both Mo layers of the process, a dc sputtering power
of 150W is applied to a pure Mo target 3 inches in diameter. A

relatively thin Mo layer (~0.1 wm) is deposited as the first layer
using an Ar pressure of ~15 mTorr and an Ar flow of ~140 sccm.
A thicker second layer (~0.8 pwm) is deposited next using a lower
Ar pressure of 4 mTorr and Ar flow of 30 sccm. For this thicker
layer, the deposition pressure was optimized for low Mo resistiv-
ity and adequate Na diffusion from the glass through the Mo layer
into the overlying CIGS. For both Mo layers of the structure, the
thicknesses are sufficiently large to ensure optical opacity over the
photon energy range of the SE and EQE measurements. For the Mo
thin film optical study, however, single layer depositions were per-
formed on 22-23 nm thick thermal oxide coated crystalline silicon
(c-Si) wafers due to their flatter surfaces. It is expected that the
Mo films grow similarly on the underlying pure thermal SiO, and
the SLG. The process variable in this optical property study was
the nominal substrate temperature which ranged from room tem-
perature to 385 °C, and enabled identification of 200 °C-250 °C as
the optimum for solar cells. All other deposition parameters in this
study were the same as those of the second component of the Mo
bilayer used in the solar cell. Mo thin films with a reduced thick-
ness range of 0.43-0.50 wm were used for the optical measure-
ments since the (&4, &) spectra were found to be essentially in-
dependent of thickness beyond ~0.5 pm. Based on this discussion,
the (&1, €;) spectra for the 250 °C Mo deposition deduced from
in-situ SE measurements at room temperature resulting from the
optical property study are believed to be characteristic of the top
most region of the Mo back contact used in the CIGS solar cells.
Thus, these (g1, €5) spectra are applied in SE analysis of the com-
plete solar cells.

Deposition of the CIGS, which is the second thin film material
of the solar cell, is initiated with the first stage of the three-stage
process. This first stage is performed on the Mo bilayer coated SLG
substrate at a temperature of 400 °C and involves co-evaporation
of In, Ga, and Se at rates of 0.20 nm/s, 0.06 nm/s, and 2.0 nm/s, re-
spectively [11,30]. Once the desired (In;_xGay),Ses film thickness
is reached, which is ~70% of the total desired CIGS effective thick-
ness, the first stage is terminated by reducing the source temper-
atures for In and Ga to stop co-evaporation. The substrate temper-
ature is then increased to 570 °C over a time of 20 min to initi-
ate the second stage. At this point, the source temperature of Cu
is set to obtain an evaporation rate of 0.17 nm/s, while maintain-
ing continuous co-evaporation of Se. As determined by the detec-
tion of the Cu-poor to Cu-rich transition, defining the second stage
end-point for CIGS, Cu evaporation is terminated. In order to ob-
tain a final Cu-poor CIGS layer in the third stage, In and Ga are
again deposited using the first stage rates while maintaining con-
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tinuous Se flux and 570 °C substrate temperature. At the endpoint
of the third stage, as defined by the Cu-rich to Cu-poor transition,
the In and Ga sources are cooled to terminate co-evaporation. Dur-
ing the three stages of CIGS deposition, the In, Ga, and Cu fluxes
are controlled by electron impact emission spectroscopy calibrated
by a quartz crystal monitor; the evaporation crucibles are heated
thermally; and the substrate temperature is measured by a ther-
mocouple attached to the back side of the sample. For the optical
studies, CIGS films ~60 nm thick were deposited onto native oxide
covered c-Si wafers by one stage co-evaporation using rates yield-
ing alloy compositions of x=[Ga]/{[In]+][Ga]}=0.00, 0.12, 0.26,
0.30, 0.37, and 0.48 with y=[Cu]/{[In]+[Ga]}=0.90 £ 0.03 [30,31].
These films were measured in-situ by SE after cooling to room
temperature. Although one might expect that the resulting (e,
£5) spectra are subject to possible thickness and substrate depen-
dences in this case, the present and previous studies [31] have
suggested that the spectra obtained for the very thin films on
smooth Si wafer substrates are also relevant and applicable for
much thicker CIGS films (up to 2.2 wm) on Mo coated SLG sub-
strates.

The purpose of the third material component of the solar cell
stack, n-type CdS, is to form a p-n junction with the underly-
ing p-type CIGS. In the fabrication of CIGS solar cells, this layer
was deposited by chemical bath deposition (CBD) to a thickness of
~50—-100nm on top of the CIGS layer [11,30]. The CBD process in-
volves first rinsing the SLG/Mo/CIGS structures with deionized wa-
ter and drying with nitrogen, and then immersing the structures
for 10 min with a temperature ramp from 40 °C to 65 °C in an
optimized 500 mL solution containing 1M ammonium hydroxide,
0.1 M cadmium acetate, and 0.0015M thiourea. Thus, the Cd:S mo-
lar ratio for the solar cell depositions is x=[Cd]/[S]=67. In this
solution, cadmium acetate acts as a source of Cd** ions, thiourea
acts as a source of $2~, and ammonium hydroxide acts as a cata-
lyst. The CdS layer thickness required for a CIGS solar cell is related
to the surface roughness of the CIGS absorber. A thicker CdS layer
is needed to completely cover a larger CIGS roughness layer and
avoid cell shunting. For optical measurements, CdS thin films were
deposited onto native oxide covered Si wafers by CBD for 18 min,
yielding films with effective thicknesses ranging from 30 to 95 nm.
The bath compositions explored in the optical study were as fol-
lows: ammonium hydroxide at 1.5M, thiourea at 0.0075M, and
cadmium acetate at the five different values of 0.0015 M, 0.0030 M,
0.0045M, 0.0060 M, and 0.0075M, yielding x=0.2, 0.4, 0.6, 0.8,
and 1.0, respectively. A consistent variation in the (&, €;) spec-
tra as measured by ex-situ SE is observed over this range, as will
be described in the next section.

The ZnO and ZnO:Al films are the fourth and fifth material com-
ponents of the CIGS solar cell structure studied here and are de-
posited on the SLG/Mo/CIGS/CdS structures at room temperature in
a radio-frequency (rf) magnetron sputtering system of design simi-
lar to that used for Mo [11]. These films are deposited from 3 inch
diameter ZnO and ZnO/Al,03 (98/2 wt%) ceramic targets, respec-
tively. Prior to each film deposition, the targets are pre-sputtered
for 10 min. The ZnO depositions were performed using an Ar gas
pressure of 4 mTorr and flow of 30 sccm, a rf sputtering power
of 80W, and a sputtering time of 60 min. The ZnO:Al depositions
were performed using an Ar gas pressure of 2 mTorr and flow of
14 sccm, a rf sputtering power of 150 W, and a sputtering time of
90 min. For the optical studies, the films were deposited onto ther-
mal oxide covered c-Si wafers of pre-determined oxide layer thick-
nesses of ~27nm and measured by ex-situ SE. Various substrate
temperatures of 20 °C, 50 °C, 100 °C, and 150 °C (nominal values)
were used to explore the effects on the (&1, &;) spectra of the ZnO
and ZnO:Al films. For both the Mo and ZnO/ZnO:Al deposition sys-
tems, substrate temperature was calibrated in separate studies us-
ing a native oxide covered Si wafer, based on the photon energy
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Fig. 2. (Current density)-voltage curves under AM 1.5 illumination (solid lines) and
in the dark (broken lines) for a CIGS solar cell having the structure shown in
Fig. 1 and incorporating a CIGS absorber with a standard thickness of 2.2 um. Re-
sults are shown before and after deposition of an MgF, ARC.

locations of the Si E; and E; critical points [29]. The equation relat-
ing the calibrated temperature T. and the nominal temperature Ty
is Te= 20 °C + 0.787(Tn — 20 °C) + (3.048x10~% /°C) (Tn—20 °C)2.
Thus, the difference AT=T, — T, increases monotonically from 0 °C
to 36 °C over the range from T, =20 °C to 385 °C.

For the solar cells, optimized MgF, ARCs were applied to the
completed SLG/Mo/CIGS/ CdS/ZnO/Zn0O:Al structures by electron-
beam evaporation [11]. For optical measurements, thin films of
MgF,, HfO,, Zr0,, TiO,, and SiO,, serving as possible components
of multilayer ARCs, were deposited to effective thicknesses within
the range of 33-198 nm using the same electron-beam evaporation
system. For all films prepared in this system, a base pressure of
less than 106 Torr was obtained prior to the depositions. No oxy-
gen gas was added during the oxide depositions. Al,03 was de-
posited in an atomic layer deposition system to an effective thick-
ness of 55nm. Substrates of c-Si with pre-determined oxide layer
thicknesses of ~27 nm were used for all ARC depositions for the
optical measurements.

The SE-EQE study presented in Section 3 includes results for
CIGS solar cells with both standard and thin absorber layers be-
fore and after ARC deposition [11]. The performance characteristics
are shown in Fig. 2 for the best CIGS solar cell fabricated in this
study having the standard absorber layer thickness of 2.2 wm. The
light and dark (current density)-voltage (J-V) curves of the solar
cell shown in Fig. 2 correspond to results obtained before and af-
ter the deposition of the ARC. Upon application of the ARC, the so-
lar cell efficiency is observed to increase from n =16.4% to 17.4%.
Optical studies of CIGS cells with standard absorber layer thick-
nesses and a cell with a reduced absorber thickness of ~0.5um
have been performed and the results are presented in this study
as well. For the cell with the thin absorber, addition of the ARC led
to an increase in efficiency from 9.9% to 10.5%. The motivation for
developing CIGS solar cells with thin absorber layers is to reduce
materials costs and increase throughput in module manufacturing.
The complete solar cells were investigated using ex-situ SE, which
was performed from the film side. For optical measurements of the
completed solar cells without and with ARCs, the ellipsometry an-
gles (¥, A) were obtained versus photon energy over the range
from 0.9 to 4.0eV at an angle of incidence of 70° (V-VASE, ]. A.
Woollam Co.). An ultimate goal of this study with respect to thin
film metrology is to develop structural/optical models and analysis
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methods that can be used in on-line and module mapping appli-
cations.

3. Results and discussion
3.1. Complex dielectric functions of materials

A common description of the frequency (w) dependent lin-
ear response of a material to an electromagnetic wave having
a time dependence exp(iwt) is the complex index of refraction
N(E)=n(E) - ik(E), where E=hw is the photon energy [1,2].
A second approach is through the complex dielectric function
&(E)=e&4(E) - iey(E). The relationship between the two descriptions
is N(E)=[&(E)]'/? so that:

&1 —igy = (n —ik)? (1)

Expanding N? and equating the real and imaginary parts on
both sides of the equation, give:

g1 =n?—k% & =2nk (2)

Inverting these equations yields:
n={172[lel+ & }"%  k={1/2[le| - &1]}'/%
le| = (e7 +&3)' (3)

Various parametric forms for the photon energy dependence of
¢ have been developed for different materials with one motivation
being least squares regression analysis of SE data. These forms are
based on physical principles that describe the interaction of the
electromagnetic wave with the electrons in the energy states of
the material [6]. The simplest form is based on the treatment of
an electron in the solid as a damped harmonic oscillator driven by
the optical electric field. For electrons that are bound in filled va-
lence band states with their transition energies occurring within
the photon energy range of measurement, the damped, driven har-
monic oscillator description yields a Lorentz oscillator term in the
expression for e(E). In contrast, if the transitions occur well out-
side the spectral range of measurement so that absorption in neg-
ligible, then a Sellmeier term in the expression for &{(E) can be
used, without an ¢,(E) contribution. For electrons that are free in
partially-filled conduction band states, a Drude term in the expres-
sion for ¢(E) can be used.

Considering a single material that combines all types of transi-
tions, then the real and imaginary parts of the complex dielectric
function can be expressed as [6]:

Np Ns
-1
e1(E) = €10+ y_Re{epn(E)} + ) Asn’(Esn® — E?)
n=1 n=1

N, Nep—1

+3 Refera(E)} + Y Refecon(E)) (4)
n=1 n=0

Np
&2(E) = Y Im{ep »(E)}

n=1

&28(Er)exp[(E — Ev)/Eu] E <E (5)
Ngilm{sn,n(ls)}f“;: Im{econ(E)) E = B ®)

In Eq. (4), &1, represents a constant (i.e., non-dispersive) con-
tribution to the real part of €(E). In addition &p ,(E), with real (Re)
and imaginary (Im) parts in Eq. (4) and Eqgs. (5)—(6), respectively,
represents the nth Drude expression in the sum according to [6]:

2
AD,n

epn(E) = —m

(7)

whereby ¢(E) incorporates a sum of Np such expressions, one for
each distinct collection of free carriers, which may include elec-
trons and/or holes. Here, Ap, and I'p, are Drude amplitude and
broadening parameters in the nth expression, respectively. In an
alternative expression for the Drude term, Ap, and I'p, are re-
placed by the resistivity p, and mean free time 7, leading to the
form:

h2

o) = o GaE? + IRE)

(8)
where ¢ is the permittivity of free space and h=h/27 with h as
Planck’s constant. The third term of &;(E) in Eq. (4) represents a
sum of Ng Sellmeier expressions whose amplitudes are defined by
Asn and whose resonance energies Es, must be located either be-
low or above the photon energy range of ¢(E) to avoid singularities.

The fourth term in Eq. (4) describes a sum of a more general
form of the Lorentz oscillator which has a low energy cut-off in
&,(E) at a bandgap Eg, which is the Tauc gap. Such a Tauc-Lorentz
oscillator is most easily described through the imaginary part of
{erLn(E)} as in Eq. (6), given by [6]:

_ (E—Ec\? ArLnErLal'mLnE
Im{erq(E)} = ( E ) ((E 2 Ez)z [ 2p2 O(E - Eq)
TL.n + Ll

(9)

with ®(E—Eg) as a unit step function with a value of zero for
E<Eg and unity for E>Eg. In Eq. (9), AtLn, Ern, and Iy, are
the amplitude, resonance energy, and broadening parameter for
the Tauc-Lorentz oscillator. By setting Eg =0, one can return to the
simple form of the Lorentz oscillator whose imaginary part is the
second term in brackets on the right side of Eq. (9). In Eq. (4),
Re{e1 n(E)} is determined by a Kramers-Kronig integral of Eq. (9).
Although a single Tauc-Lorentz oscillator is typically used for amor-
phous semiconductors, one or more such oscillators, as indicated
by the sum in Eqs. (4)—(6), can be used to describe the broad
background absorption between the critical points of nano, poly,
or single-crystalline solids.

Finally, the fifth term in Eq. (4) describes a sum of N¢p oscilla-
tors describing the critical points (CPs) in crystalline materials with
a complex dielectric function expression for a single CP given by
[6]:

Acp.n(Tcpn/2)} exp(igy)
[Econ —E+i(Cepn/2)1L

where Acpn, Ecpn, I'cpn, @n, and ppn are the amplitude, resonance
energy, broadening parameter, phase, and exponent of the CP oscil-
lator. The sum in Egs. (4)—(6) ranges from zero to Ncp—1 in recog-
nition of the fact that the lowest energy CP of a semiconductor,
which is the fundamental bandgap, is assigned the subscript ‘0’ by
convention.

The two expressions for €,(E), Eqs. (5) and (6), separate the
exponential Urbach tail behavior below E; from the bandgap ab-
sorption onset above E;. Urbach behavior is observed below the
lowest energy CP transitions with a resonance energy Ecpo=E;
based on the assumption Ecpg <Eg. If instead the lowest energy
transitions are associated with a Tauc-Lorentz oscillator, then the
separation energy E; is set to a value slightly above E; to en-
able continuity of &,(E). In Eq. (5), Ey describes the Urbach tail
slope and &,p(E;) is the combined CP and Tauc-Lorentz bound
electron contribution to &, at E; that ensures continuity between
the two segments of &,(E). It should be noted that the contri-
bution of the Urbach absorption to &;(E) is neglected in Eq. (4).
This is a reasonable approximation in crystalline materials; how-
ever, for amorphous materials with the gap energy Eg as defined
by the Tauc-Lorentz oscillator expression, the €¢(E) contribution is

ecpn(E) = (10)
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Table 1. Photon energy independent parameters that describe the dielectric function spectra (¢4, &;) of the component layers of the CIGS solar cell over the photon energy
range from 0.9 to 4.0 eV. Parameter definitions are given in Eqs. (2)—(10). The resulting (&1, £,) spectra are used in SE analysis of complete solar cells and EQE simulations.

Parameter Mo CIGS (x=0.3) Cds Zno Zn0:Al
€10 4.594 0.586 1.000 1.000 2.093
p1 (R cm) 1.012 x 102 - - - 88.83 x 102
71 (fs) 12.35 - - - 5.088
p2 (€2 cm) 37.40 x 10> - - - -

75 (fs) 0.100 - - - -
Acpo 13.28 1.277 5.036 2.414 3.093
Ecpo (eV) 1.594 1.194 2.381 3.323 3.705
TCcpo (eV) 1.050 0.077 0.265 0.237 0.301
¢o (degree) —41.85 -33.04 -27.10 —25.04 -1.84
o 1.000 0.302 0.167 0.538 0.307
Acp1 7.253 1.836 19.480 103.94 -
Ecpy (eV) 2.259 1.421 7.235 8.124 -
Cepy (eV) 0.699 0.449 0.637 0.682 -

¢4 (degree) —54.54 3.410 62.55 121.84 -

1 1.000 0.288 0.823 1.958 -
Acpa 14.79 3.484 - - -
Ecpy (eV) 4.245 2.939 - - -
Icpa (eV) 1.392 0.615 - - -

¢ (degree) 28.86 —0.640 - - -

2 1.000 0.869 - - -
Acps - 0.0938 - - -
Ecps (eV) - 3.755 - - -
Leps (eV) - 0.516 - - _

¢3 (degree) - 159.21 - - -

3 - 3.000 - - -
Ami (eV) - 78.20 - 115.16 14.50
Ery (eV) - 6.232 - 9.650 5.000
Iy (eV) - 10.478 - 23.817 10.074
Eg (eV) - 1.194 - 3.323 3.705
E, (eV) - 0.0582 - - -
&2(Er) - 0.334 - - -

stronger and the exponential integral form for this contribution has
been provided elsewhere [6]. Considering CIGS with x=0.30 as an
example, the Urbach tail contribution to €¢(E) is <0.1 as long as
|E—Ecppl > 0.01eV. At the bandgap Ecpy, the Kramers-Kronig inte-
gral involving the Urbach tail generates a divergence in &¢(E) due
to the discontinuous derivative in &,(E) at E=Ecpg. As noted else-
where, this divergence is of little consequence [6]; in the case of
CIGS with x=0.30, the calculated &; contribution increases to only
~0.4 for |E— Ecpg|~0.001 eV.

Considering the crystallography of the solar cell component ma-
terials of Fig. 1, the crystal structure of CIGS is chalcopyrite, that of
CdS and ZnO(:Al) is wurtzite, and that of MgF, is rutile. As a result,
all four materials are uniaxially anisotropic in single crystal form,
implying the existence of distinct ordinary and extraordinary com-
plex dielectric functions for optical fields perpendicular and paral-
lel to the unique c-axis of the crystal, respectively [32-35]. Because
the anisotropy of the single crystal materials is relatively weak and
because the materials exist as polycrystalline films in this study,
the anisotropy is neglected in the SE materials and device analy-
ses to be discussed and in the EQE simulations, as well. Although
the angle of incidence is large in the SE measurements, refractions
at the interfaces to the ambient for all but the ARC imply that
the optical fields within the materials lie predominantly parallel
to the film planes. Thus, any effects of anisotropy on the SE mea-
surements are likely to be masked by a distribution of in-plane
crystallite orientations which yield an isotropic average dielectric
function. For the EQE measurements and simulations, a normal in-
cidence configuration is used which is assumed to rely on this av-
erage dielectric function. For back contact Mo, the crystal structure
is body-centered cubic and, thus, the polycrystalline Mo films are
expected to be optically isotropic. Previous studies have detected
in-plane optical anisotropy in thin film Mo at the SLG/Mo interface,
attributed to angular variations in film microstructure [36]. Such
effects, detected by rotating the sample, however, have not been
observed at the near surfaces of the Mo films of the present study.
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Fig. 3. Parametric expressions for the room temperature complex dielectric func-
tions of magnetron sputtered Mo thin films deposited at nominal substrate temper-
atures of 25 °C, 100 °C, 200 °C, 250 °C, 300 °C, and 385 °C. These (&1, &€,) spectra
were deduced from in-situ SE data obtained on opaque films 0.43-0.50 pm thick.
In the analysis, the SE data were corrected for surface roughness layers, each as-
sumed to consist of a fixed 50-50 vol% Mo-void content. For parameterization, the
(&1, €3) spectra were represented by a sum of two Drude components and three
CP oscillators. The photon energy independent parameters that define the (&4, &3)
spectra for the film deposited at 250 °C are given in Table 1.

Fig. 3 shows the best fit analytical forms of the complex dielec-
tric functions of Mo thin films deposited at nominal values of the
substrate temperature including 25 °C (room temperature), 100 °C,
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Table 2. Critical point and Tauc-Lorentz oscillator parameters for CIGS alloys, as well as €1,, Ey, and &,(E;), described by second or third order polynomials in Ax = x—0.30,
where x is the Ga composition. The values of fixed parameters are also provided. The expressions for the parameters are valid for 0 <x < 0.5 over the photon energy range
of 0.9eV <E<4.0eV for ¢; and E; <E <4eV for ¢,. Below E;, ¢, is given as an Urbach tail generated by E, and &,(E).

Oscillator, CIGS CP Parameter Expression in terms of x

CP,0 Ey(A,B) Acro —1.66(Ax)? —0.860( Ax)+1.277
Ecpo (eV) —0.063(Ax)?+0.547( Ax)+1.194
Tepo (eV) 0.077
¢o (degree) —5.411(Ax)? - 3.993(Ax) - 33.040
o 0.302

CP1 Eo(C) Acp1 —16.30( Ax)*+7.320( Ax)?43.352( Ax)+1.836
Ecpy (eV) —0.388(Ax)?+0.487( Ax)+1.421
Tepr (eV) 0.449
¢1 (degree) —412.96( AX)?+78.14( Ax)+3.410
1 0.288

CP2 E¢(A) Acp2 —0.953(Ax)? - 4.256(Ax)+3.484
Ecpy (eV) —0.049(Ax)?>+0.138( Ax)+2.939
Tcpa (eV) —2.840( Ax)?>—0.264( Ax)+0.615
¢, (degree) 85.44( Ax)? - 167.64(Ax)—0.640
o —1.02(AX)?41.148( Ax)+0.869

CP.3 E;(B) Acp3 0.239(Ax)?>—0.0656( Ax)+0.0938
Ecp3 (eV) 0.278( Ax)?40.427( Ax)+3.755
Teps (eV) 0.516
¢3 (degree) 159.21
U3 3.000

Tauc-Lorentz Am (eV) 137.3(Ax)*+134.0( Ax)+78.2
Er1 (eV) 6.232
T (eV) —88.91(Ax)*+2.344( Ax)?+14.242( Ax)+10.478
Ec (eV) —0.063(Ax)?+0.547( Ax)+1.194

Constant &, offset €10 1.008(Ax)? - 3.308(Ax)+0.586

Urbach tail Ey (eV) 0.499( Ax)?>+0.260( Ax)+0.0582
&5(Er) 0.886(Ax)?40.311(Ax)+0.334

200 °C, 250 °C, 300 °C, and 385 °C and measured at room tem-
perature [29]. In order to characterize the film structure and ex-
tract these (&, &,) spectra, real time SE measurements were per-
formed during film growth at an angle of incidence within the
range of 69.89° to 69.92° with maximum observed confidence lim-
its of +0.05°. A rotating-compensator multichannel ellipsometer
(M2000D], J.A. Woollam Co.) with a potential photon energy range
of 0.75 to 6.5eV was used. Spectra in the ellipsometry angles (v,
A) were collected with an acquisition time of 3 s. Real time SE data
were collected throughout the growth of each Mo film and in-situ
SE was performed for the final Mo film at room temperature. Af-
ter the film reached opacity, a single-layer optical model was used
to analyze the real time SE data and determine the evolution of
the surface roughness layer thickness ds on the film. The rough-
ness layer was modeled as a 50/50 vol% mixture of (bulk Mo)/void
with its dielectric function represented by applying the Bruggeman
effective medium approximation. It is assumed that the roughness
thickness deduced at the end of deposition does not change when
the Mo film is cooled from the elevated deposition temperatures,
and this enables extraction of the room temperature (&4, £;) spec-
tra by numerical inversion.

These complex dielectric functions obtained by inversion are
fit with a parametric model described by Eqs. (4)—(6) consisting
of a constant real contribution &;,, two Drude terms, and three
CP oscillators with resonance energies of 1.59, 2.26, and 4.25 eV
for the sample deposited at 250 °C [29]. Because of the broad
CP features, the exponents are set to unity, yielding characteris-
tics of Lorentzian lineshapes. The parameters of this model are
given by the first data column in Table 1. Two Drude terms may
arise since Mo is a compensated metal with both electron and
hole contributions to the dielectric response [37]. It is also pos-
sible that the broad Drude term with shorter 7 also serves to sim-
ulate the broad background between the interband CPs. Because of
the strong Drude terms, Eq. (5) describing the Urbach tail is not
needed. The results in Fig. 3 suggest that the films deposited at
200 °C and 250 °C exhibit the strongest amplitude dielectric func-
tion as well as the sharpest CPs and sharpest drop in ¢¢(E) with
decreasing photon energy in the near-infrared range. These effects

10l Cu(in,Ga)Se, o045 4
9t J
F 8 ]
— x=0.05
T — x=015
— x=0.25
6F — x=035
— x =045
6 —_
T
2
0 1 1 1 1 1 1
05 1.0 15 20 25 30 35 4.0
Photon energy (eV)

Fig. 4. Room temperature complex dielectric function spectra (&1, &) plotted over
the photon energy range from 0.75 to 4.00eV for CIGS films with [Ga]/{[In]+[Ga]}
atomic ratios x of 0.05, 0.15, 0.25, 0.35, and 0.45. These parametric results were
developed based on best fits to (€1, €;) spectra obtained from in-situ SE data. From
the fits, a parametric model was adopted including four critical point oscillators,
a broad background Tauc-Lorentz oscillator, and an Urbach tail. The parameters of
these (€1, €;) contributions are expressed as polynomial functions of Ax=x—0.30
as presented in Table 2. The (&4, &;) parameters for x=0.30 are provided as the
second data column in Table 1.

are likely resulting from the highest density Mo film structure and
the largest grain size, the latter generating the longest excited state
lifetimes for the CPs as well as the lowest resistivity and longest
mean free time for the Drude components.
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Fig. 5. Experimental ellipsometry angles (1, A) plotted as functions of photon energy along with the best fits (lines) for CdS films prepared by chemical bath deposition
using different molar ratios of Cd to S precursors (x): (a) x=0.2, (b) x=0.4, (c) x=0.6, (d) x=0.8, (e) x=1.0. The SE data were collected ex-situ at room temperature at
an angle of incidence of 65° immediately after removal from the bath and cooling from the bath temperature. Through additional analysis steps including inversion and
constrained (&1, &;) fitting, parametric expressions for the complex dielectric functions are obtained as shown in Fig. 6.

Similar real time and in-situ SE approaches were applied to ob-
tain inverted (&1, &) spectra for CIGS films which in turn were
fit in order to establish a parametric expression for the (eq, &3)
spectra suitable for arbitrary Ga composition x. Thin films with
different Ga contents x=0.00, 0.12, 0.26, 0.30, 0.37, and 0.48, for
fixed y=0.9040.03, were deposited onto native oxide covered c-
Si wafers using a one stage co-evaporation process at a substrate
temperature of 570 °C [11,30,31]. The deposition time was con-
trolled to 50—60s with a substrate shutter. In this time, the thick-

ness of each deposited CIGS film was very thin, ~50—60nm, in or-
der to ensure a smooth film surface and to suppress possible ef-
fects of compositional non-uniformity versus depth into the film.
Real time SE was performed during CIGS film growth with an ac-
quisition time of 0.1s. Analysis of the real time SE data provided
the evolution of the film structure in terms of bulk and surface
roughness layer thicknesses. Upon completing film fabrication and
cooling the sample, in-situ SE was performed at room temperature
for determination of the (&1, €;) spectra, using a 9.0s acquisition
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time for greater signal averaging. The composition identifying the
sample was measured ex-situ using energy dispersive X-ray spec-
troscopy after removal of the sample from the deposition system.

The room temperature (&1, &) spectra obtained by inversion of
the in-situ SE data were parameterized from 0.75 to 4eV using a
constant real contribution &1,, four CP oscillators, and one broad
background Tauc-Lorentz oscillator [6]. An Urbach tail was used for
photon energies at and below the lowest CP energy Ecpg. The os-
cillator parameters were expressed in terms of x by polynomial fit-
ting. Fig. 4 shows the parametric results for the room temperature
(&1, &) spectra predicted for films with x = [Ga]/{[In] + [Ga]}= 0.05,
0.15, 0.25, 0.35, and 0.45. This figure shows clear monotonic behav-
ior, as indicated by the arrows, with increases in the CP energies
with increasing x. For the Ga content of x=0.30, which is of great-
est interest as it defines the optimum in solar cell performance, the
CP resonance energies are 1.19, 1.42, 2.94, and 3.76eV. The Tauc-
Lorentz oscillator resonance energy is 6.23eV, and the Tauc gap
E; is equated to the lowest CP energy Ecpo=1.19¢eV. For the film
with Ga content of x=0.30, all parameters that define the (&1, &;)
spectra are presented in Table 1. Table 2 presents the polynomial
expressions that provide the parameters for a CIGS film with any
value of Ax=x-0.30 for 0 <x <0.5 with fixed y =0.9040.03.

For chemical bath deposited CdS, the SE measurements were
performed ex-situ over the photon energy range from 0.75 to
6.5eV at a single angle of incidence of 65° [11]. The experimental
(¥, A) spectra were obtained with an acquisition of <10s to min-
imize oxidation. These spectra are shown in Fig. 5 over the nar-
rower spectral range of 0.95 to 4.1eV for samples prepared with
x=[Cd]/[S] molar ratios of 0.2, 0.4, 0.6, 0.8, and 1.0 (points). The
model for the structure applied both bulk and surface roughness
layers, the latter with a variable void content. The model for the
(1, €2) spectra used a constant real contribution &, fixed at unity
and two CP oscillators for a parametric form over the depicted
spectral range. Fig. 5 shows the best fit results obtained by least
squares regression analysis with photon energy independent struc-
tural and optical parameters from the models. The confidence lim-
its on the parameters of the second higher energy oscillator were
found to be large due to the limited spectral range of analysis, up
to ~4.1eV. As a result, the simultaneously determined structural
parameters were fixed, enabling inversion of the SE data to extract
the (&1, €,) spectra for the five samples.

The (&4, &) spectra of the CdS films obtained by inversion
were then fit using multi-sample analysis with the same model
for (eq, &) applied to each sample; however, the parameters
of the second CP oscillator were fixed to the same set of val-
ues for all five samples. This was done to minimize the num-
ber of free variables needed to determine the (&1, &) spectra
for the set of CdS films, but without affecting the quality of
the fits and the accuracy of the spectra. The final parametric
results following this procedure are shown in Fig. 6. Here one
can observe that, with the increase in concentration ratio of Cd
to S precursors, the bandgap as determined from the ex-situ SE
analysis decreases from 2.50eV to 2.38eV. The latter band gap
for x=1.0 is consistent with the result for wurtzite single crys-
tal CdS [38]. The wider bandgap for the lower x values in the
present study of CBD CdS may be due to the incorporation of
oxygen in the CBD films [39]. The results for x=1.0 are charac-
teristic of those of higher x values as well and have been used
in the analysis of complete solar cells as described in Section
3.2. The full set of parameters defining the (&1, ;) spectra for
the sample with x=1.0 is presented as the third data column in
Table 1.

In this study, the optical properties of ZnO and ZnO:Al films
deposited at different substrate temperatures were characterized
using a variable angle spectroscopic ellipsometer [40,41] having
a single channel (or wavelength-by-wavelength) rotating analyzer
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Fig. 6. Room temperature complex dielectric function spectra (&1, &) for CdS films
prepared by chemical bath deposition from different molar ratios x =[Cd]/[S] of the
precursors cadmium acetate and thiourea. The (&, €;) spectra determined from ex-
situ SE measurements are fit using a parametric expression describing an oscillator
model with two critical points, one simulating the bandgap, as shown by the peak
in &7 and the step in &,, and the other simulating the above bandgap transitions.
The parameters defining the (&, ;) spectra for the sample with x=1.0 are pre-
sented as the third data column in Table 1.

design (V-VASE, J. A. Woollam Co.). Measurements were performed
at angles of incidence of 65°, 70°, and 75° over the photon en-
ergy range from 0.95 to 4.1 eV. This approach was used for the ZnO
and ZnO:Al films since oxidation of the film surfaces during the ex-
situ measurement was of less concern than for the Mo, CIGS, and
CdS films. Representative experimental (¢, A) spectra and best fit
results for the ZnO films are shown in Fig. 7. For both ZnO and
ZnO:Al films on thermally oxidized Si wafers, the structural model
was the same, including variable thickness bulk and surface rough-
ness layers with a variable void content in the surface roughness
layer; however, the optical models for the materials differed.

For the undoped ZnO films, which show an excitonic feature
at the bandgap energy [34], the dielectric function model applied
here includes the constant real term ¢4, a single Tauc-Lorentz os-
cillator, and two CP oscillators [11]. The constant &4, could be fixed
at unity due to the use of three oscillators, and the Tauc gap Eg
was equated to the lowest CP energy Ecpo to avoid absorption be-
low Ecpg due to the Tauc-Lorentz oscillator. In the model, a possi-
ble Drude term and an Urbach tail are not necessary because the
ZnO layer is thin in the solar cell structure, and any associated
contributions to absorption below the ZnO bandgap are negligible.
Multi-sample analysis was also performed for ZnO to assist in sta-
bilizing the multi-angle fitting process. In this analysis, Er and '
values were equated for all samples, and the higher energy CP res-
onance energies Ecp; were equated, as well. Fig. 8 shows the fi-
nal results for the (&1, €;) spectra of the ZnO. For these spectra,
the bandgap does not depend on substrate temperature, remaining
constant at 3.32eV; however, the amplitude Acpg of the dominant
CP increases with increasing substrate temperature, suggesting an
increase in the density of these films. For all solar cells, however,
room temperature substrate temperature is employed to avoid ex-
ceeding the deposition temperature of the CdS. Thus, the 20 °C
spectra in Fig. 8 are used in the EQE modeling of the solar cells.
The fourth data column in Table 1 presents the photon energy
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Fig. 7. Measured ex-situ SE data at room temperature for three angles of incidence, 65°, 70°, and 75° (symbols), along with best fit simulations (solid lines), obtained in
studies of ZnO films deposited onto c-Si wafers with themal oxides using magnetron sputtering at substrate temperatures of (a) 20 °C, (b) 50 °C, (c) 100 °C, and (d) 150 °C.

independent parameters that describe the (g1, &;) spectra of the
Zn0 deposited at 20 °C.

For the ZnO:Al films, the model applied here to describe each
pair of (1, &) spectra includes the constant real term &1,, a Drude
term, a single Tauc-Lorentz oscillator, and a single CP oscillator
[11]. As in the study of ZnO, the Tauc gap Eg is coupled to the
band gap CP energy Ecpg for these films. By equating all Tauc-
Lorentz oscillator resonance energies for the full set of ZnO:Al sam-

ples and doing the same for the broadening parameters, a multi-
sample analysis of the four ZnO:Al complex dielectric functions en-
ables improved stability of the fitting. Fig. 9 shows the final results
for the best fit parametric (€1, &) spectra. These results also sug-
gest a monotonic increase in amplitude with substrate temperature
attributed to a reduction in void content. In addition, the CP energy
which defines the bandgap of the ZnO:Al increases continuously
from 3.71eV to 3.82 eV, a range that is much higher than the value
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Fig. 8. Room temperature dielectric function spectra (&1, €;) for ZnO thin films
deposited by magnetron sputtering at nominal substrate temperatures of 20 °C,
50 °C, 100 °C, and 150 °C. These results are based on analysis of ex-situ SE data
of Fig. 7 and are determined from the best fit parametric expressions for (&1, &;).
The expressions employ an oscillator model consisting of two critical points that
describe the excitonic behavior at the bandgap as well as a high energy background
Tauc-Lorentz oscillator to describe the effect of above-gap transitions. The param-
eters defining the (&1, &,) spectra for the sample deposited at 20 °C are presented
as the fourth data column in Table 1.

of 3.32eV for undoped ZnO. The higher bandgap for ZnO:Al is due
to the shift of the Fermi energy into the conduction band, i.e., the
Burstein-Moss band filling effect [42,43]. The further increase in
bandgap for ZnO:Al with increasing substrate temperature is likely
to be caused by an increase in electron concentration. This effect
is consistent with the more rapid decrease in &;(E) with decreas-
ing E in the near-infrared range and with the corresponding more
rapid increase in €,(E) as the substrate temperature increases. In
fact, from the best fit Drude term one finds a decrease in p and
an increase in t with substrate temperature, which is consistent
with the increase in carrier concentration and also an increase in
crystalline grain size. As noted in the previous paragraph, the 20 °C
deposition is used for solar cells and the corresponding spectra in
Fig. 9 are used in the SE-EQE analysis in spite of these improve-
ments with increasing substrate temperature. The fifth data col-
umn in Table 1, presenting the photon energy independent param-
eters that describe the (&4, £;) spectra of the ZnO:Al deposited at
20 °C, completes the parametric set of data for the CIGS solar cell
without ARC. One observation that can be made for the CIGS, ZnO,
and ZnO:Al parameters is the large width of the Tauc-Lorentz oscil-
lator. This reflects the fact that this oscillator is used in the model
to simulate the electronic transitions that are not associated with
CPs, i.e., the electronic transitions between bands that are not par-
allel. As a result, the Tauc-Lorentz oscillator parameters lack a clear
physical meaning in contrast to the CP parameters.

In this study, the room temperature optical properties of MgF,,
HfO,, ZrO,, TiO,, SiO,, and Al,03 thin films were measured us-
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Fig. 9. Room temperature dielectric function spectra (&1, €,) determined from best
fit parametric expressions for ZnO:Al thin films deposited by magnetron sputtering
at nominal substrate temperatures of 20 °C, 50 °C, 100 °C, and 150 °C. The paramet-
ric expression for the (&1, &;) spectra includes a Drude contribution, a Tauc-Lorentz
oscillator describing above bandgap transitions, and a critical point oscillator de-
scribing the bandgap transitions. The parameters defining the (&4, &;) spectra for
the sample deposited at 20 °C are presented as the fifth data column in Table 1.
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Fig. 10. Optical properties including index of refraction n and extinction coefficient
k spectra at room temperature over the wavelength range from 300 to 1300 nm as
deduced by ex-situ SE for MgF,, HfO,, ZrO,, TiO,, SiO,, and Al,03 anti-reflection
coating materials. These spectra are obtained from analytical expressions including
a Cauchy series in wavelength for the index of refraction and an exponentially de-
creasing function of wavelength for the extinction coefficient.
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Fig. 11. Measured ex-situ SE spectra obtained at an angle of incidence of 70° and
represented in terms of the ellipsometry angles (v, A) for a CIGS solar cell with
a standard absorber layer of 2.2 wm thickness and with no ARC (symbols). Also
shown is the simulation (solid lines) applying the best fit structural model and
compositional profile shown in Fig. 12.

ing ex-situ variable angle SE and parameterized in order to estab-
lish a database of potential ARC materials for multilayer structures
[11]. Substrates of c-Si with pre-determined oxide layer thicknesses
were used for all depositions, including both electron beam evapo-
ration and atomic layer deposition processes. The SE data were an-
alyzed using an optical model incorporating bulk layer and surface
roughness layer thicknesses. The thicknesses of the bulk layers of
these films were in the range from 32 to 197 nm, and those of the
surface roughness layers were in the range from 0.9 to 2.8 nm. Be-
cause of the very thin roughness layers, they are assumed to con-
sist of 50/50 vol% bulk/voids. The (&4, €5) spectra were obtained
applying point-by-point fitting in an analysis that also identifies
the best fit values for the layer thicknesses. Parametric forms for
these best fit spectra were then obtained using a model that in-
cludes a Cauchy series dispersion equation for the index of refrac-
tion with terms in E2™ (m=0, 1, 2), which derives from a bino-
mial expansion in photon energy of the square-root of a single
Sellmeier term [2,6]. An exponential absorption onset was used
for the extinction coefficient for films that are absorbing in the
near-ultraviolet range. The final results are shown in Fig. 10 for the
six different materials; only the HfO,, ZrO,, and TiO, exhibit non-
zero k values at the highest photon energies. Although the perfor-
mances of bilayer ARCs of HfO, and MgF, have been simulated on
a map in the plane of the two thicknesses, as shown in Section 3.3,
only single layer ARCs of MgF, have been used on the fabricated
solar cells. For the MgF, thin film of Fig. 10, the deduced index of
refraction was found to be n(E)=1.3800 -+ (0.0015/eV2)E2,

3.2. Spectroscopic ellipsometry analysis of solar cells

For complete CIGS solar cells in the substrate configuration, ex-
situ SE was performed in reflection from the film side at a sin-
gle location that avoids the collection grids on the device surface.
The ex-situ SE data were acquired at a 70° angle of incidence over
the photon energy range from 0.9 to 4.0eV using a single-channel
rotating-analyzer ellipsometer with an auto-retarder (V-VASE, J.A
Woollam Co.) [11]. By utilizing the component layer (&1, €5) spec-
tra as presented and discussed in the previous section, the SE data
were analyzed by applying least squares regression. For the CIGS
absorber layer, the optical property database consists of polyno-
mial coefficients enabling calculation of the photon energy inde-
pendent parameters defining the (&4, &) spectra for CIGS mate-

rial of any Ga content x [31]. Through the least squares regression
analysis with all photon energy independent parameters, the mul-
tilayer structural/compositional information for the solar cell was
determined non-invasively [11,20,22]. For the CIGS solar cell, the
following information was determined: (i) the thickness of each
layer, (ii) a void fraction in each layer as needed, (iii) the thickness
and composition of each interface roughness layer and the surface
roughness layer, and (iv) the Ga compositional profile consisting of
two linear segments within the CIGS absorber layer. The param-
eters in the model assumed for the Ga profile include values of
Ga composition x at the junction xyp, at the minimum within the
CIGS layer x;, and at the back contact xyg, as well as the depth
dy from the junction at which the minimum in x occurs. The CIGS
components in the effective media that describe the Mo/CIGS and
CIGS/CdS interface roughness layers are assumed to have Ga con-
tents of xyg and xyf, respectively, i.e., the same as those at the back
and front of the bulk CIGS layer.

Ex-situ SE data in the form of (v, A) are shown in Fig.
11 (points) for a CIGS solar cell having the standard absorber layer
thickness of 2.2jwm and no ARC [11,20,22]. Thus, these SE data
were measured non-invasively prior to ARC deposition. The results
in Fig. 12 were determined using least-squares regression analysis
as the best fit (solid lines) to the data of Fig. 11. Fig. 12(a) shows
the multilayer model that describes the CIGS solar cell, includ-
ing the best fit structural and compositional parameters associated
with the component layers. For each layer of the stack, one can
calculate the effective thickness, meaning the volume of the given
material per unit area. This is obtained as the product of the layer
thickness and the volume fraction of the material summed over all
layers that include the material. For example, from the results in
Fig. 12(a), the effective thickness of the CIGS absorber is calculated
as (19.9nm)(0.180) +(2177.7 nm) +(59.1 nm)(0.775) = 2227.1 nm, in
good agreement with the intended value of 2.2 pm. The CdS, ZnO,
and ZnO:Al effective thicknesses in Fig. 12(a) are calculated as
83.2nm, 89.6 nm, and 238.0 nm, respectively. It should be noted
that MoSe, is not explicitly included at the Mo/CIGS interface in
the optical model of the solar cell in Fig. 12(a). This is not to im-
ply that such a phase does not exist in the sample, but may in-
stead suggest that the effective medium mixture of Mo and CIGS
with variable composition is sufficient to account for the Mo/CIGS
interface optical response. In fact, with the Mo/CIGS interface char-
acteristics used in the model, finer details of the cell structure
can be deduced by SE such as the Ga profile as will be discussed
next.

Fig. 12(b) depicts the SE-determined Ga profile for the CIGS ab-
sorber layer obtained in the same fitting procedure, including the
four free parameters, xyr, X;, Xyg, and d;. A secondary ion mass
spectrometry (SIMS) depth profile was also measured for this sam-
ple using a single calibration parameter to scale the composition
[22]. The resulting profile is given in Fig. 12(b) for comparison with
the compositional profile deduced by SE. The shapes of the SE and
SIMS profiles are found to be in good agreement, supporting the
validity of the SE method for profile determination. Good agree-
ment has been obtained as well in a comparison of depth pro-
files deduced by Auger electron spectroscopy (AES) and by SE. The
AES-SE comparison was made in a study of a 0.36 wm CIGS layer
deposited by three-stage co-evaporation directly on soda lime glass
[31].

For the same solar cell of Figs. 11 and 12 with the standard
2.2 wm absorber, an additional ex-situ SE measurement was per-
formed after the ARC deposition [11]. By ensuring that the same
spot between the grids was measured on the device before and
after ARC deposition, a multilayer model could be established for
data analysis using fixed parameters for all layers with the excep-
tion of those incorporating the MgF, ARC material. Thus, the vari-
able parameters include the layer thicknesses of the ZnO:Al/MgF,
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Fig. 12. (a) Multilayer structure of a CIGS solar cell incorporating an absorber layer with a standard 2.2 pum thickness and having no ARC. (b) A comparison of the Ga profiles
in the absorber of the same solar cell as deduced from SE and SIMS analyses. The SE results in (a) and (b) were obtained from analysis of the ex-situ SE data in Fig. 11.

interface, the MgF, bulk, and the MgF, surface roughness. Compo-
sitions for these layers were determined as well, allowing for the
possibility of density deficits, i.e., void volume fractions, in each of
the layers applying two and three-component EMAs. This analysis
yields an effective thickness of the two-layer MgF, bulk/roughness
structure of 91 nm, close to the intended value of 94 nm. The in-
tended value is based on the simulation presented in Section 3.3,
a value optimized for Jsc of the solar cell.

Ex-situ SE (¥, A ) spectra are shown in Fig. 13 (points) for the
CIGS solar cell with the thin absorber layer with intended thick-
ness of 0.5 pwm [11]. These measurements were performed before
ARC deposition on the ZnO:Al/grids surface of the solar cell, avoid-
ing the grids. The results given in Fig. 13 as the solid lines are the
best fit results determined by least squares regression analysis of

the data. Fig. 14(a) shows the CIGS multilayer solar cell stack ap-
plied in the analysis and the best fit structural and compositional
parameters. These results are presented along with Fig. 14(b), a
depiction of the SE-determined Ga profile for the CIGS absorber
layer as obtained in the same fitting procedure. The schematic of
Fig. 14(a) shows effective thicknesses for the CIGS, CdS, ZnO, and
Zn0:Al layers of 533.5nm, 69.0 nm, 95.6 nm, and 250.0 nm, respec-
tively.

Interesting differences can be noted between the results for
the thin solar cell in Fig. 14 and the standard thickness cell of
Fig. 12. First, it should be noted that for the cell with the thin
absorber, the value of x when averaged through the absorber pro-
file is <x>=0.255, lower than <x> =0.313 for the cell with the
2.2 pm thick absorber. This reduction is intentional since for thin
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Fig. 13. Measured ex-situ SE data obtained at an angle of incidence of 70° (sym-
bols) and represented in terms of the ellipsometry angles (¢, A) for a CIGS solar
cell with a 0.5 pm thick absorber layer and with no ARC. Also shown is the best
fit simulation (solid lines) applying the best fit structural model and compositional
profile shown in Fig. 14.

cells, open-circuit voltage (Voc) decreases weakly whereas Jsc in-
creases strongly with decreasing x from x=0.30. Thus for a cell
with a thin absorber layer, it is beneficial to trade-off V¢ for Jsc in
order to maximize efficiency [20,31]. Another interesting feature is
that, although the Mo/CIGS interface layers arising predominantly
from the roughness on the Mo surface are similar in thickness,
20-21nm, for the two devices in Figs. 12 and 14, the CIGS/CdS
interface layer is thinner for the cell with the thinner absorber,
35nm, versus that of the standard absorber, 59 nm. This behavior
is an indication that the roughness on the CIGS surface increases
with increasing thickness, leading to a smoother heterojunction in-
terface for thin absorbers, an effect noted in real time SE studies
[44]. A smoother such interface enables thinning of the CdS with-
out shunting. This accounts for the lower CdS effective thickness
of 69nm for the optimized cell with the thinner absorber layer,
compared with effective thicknesses of 83 nm for the optimized
cell with the standard absorber. In spite of the smoother CIGS/CdS
interface for the 0.5 wm absorber, the CdS/ZnO interface layer is
similar in thickness for cells with the 0.5 pwm and standard ab-
sorbers, 47 and 44 nm, respectively. This suggests that the evolving
roughness after the CdS deposition is controlled by the CdS, at
least for the cell with the thin absorber.

3.3. External quantum efficiency simulations

In order to better understand current collection and losses in
a CIGS solar cell structure, optical simulation is applied using
the results of the SE analysis of the cell as inputs, starting with
the cell of Fig. 12 having a standard thickness absorber [11,22].
Under the assumption of ideal collection of photo-generated car-
riers, i.e., no electronic losses, a normal incidence EQE spectrum
can be predicted simply by summing the spectra describing the
fractions of absorbed photons for the active component layers of
the CIGS solar cell. It should be noted that the time average of the
power dissipated per volume from the optical field E;(z) at position
z in layer j is given by [14,45]

Qi(2) = (1/2) w02 (@) [E; 2) [, (1)

where  is the optical frequency and &,j(2) is the imaginary part
of the dielectric function at position z in layer j. This expression ac-
counts for the possibility of an optically graded layer characterized
by &,j(z), as in the case of the CIGS absorber. Profiles of Q; versus

depth z within the layers and versus wavelength for the CIGS so-
lar cell have been presented previously [21]. One can numerically
integrate this function over z for layer j to obtain the power dissi-
pation per area within the entire layer. Here, only the results from
integrations of Eq. (11) are presented as these can be compared di-
rectly to measured EQE results once the active layers of the device
are selected.

In the simulation, the CIGS/CdS interface and CIGS bulk lay-
ers are considered to be the active layers. In Fig. 15(a), these
photon absorbance spectra are presented based on simulations
for the CIGS solar cell of Fig. 12 with the standard 2.2 pwm ab-
sorber and no ARC. The simulated spectra for these active layer
components are summed to represent the total predicted EQE re-
sponse in Fig. 15(a). In Fig. 15(b), the simulated EQE spectrum
of Fig. 15(a) from the SE analysis is compared to the measured
spectrum. Excellent agreement between the two spectra is found,
including agreement in the simulated and experimental Jsc val-
ues [Jsc(sim)=Jsc(exp)=34.2 mA/cm?]. These agreements demon-
strate that the active layers in this CIGS solar cell are indeed the
CIGS/CdS interface layer and the CIGS bulk layer. It is assumed that
electrons and holes generated by light absorbed within the CIGS
component of the Mo/CIGS interface roughness layer are not col-
lected, as the trapping of electrons followed by recombination is
likely to occur here. The assumption is supported by the results
for thin cells which are more sensitive to this collection loss due
to the larger effective thickness of CIGS contained in the Mo/CIGS
interface layer relative to the total CIGS effective thickness.

These results are important for the following reasons. First, the
results suggest that the optical model used to evaluate collection
is accurate, and thus it can be used further to evaluate optical
and electronic losses. As a demonstration, the photon absorbance
spectra are presented in Fig. 15(c) calculated for each component
layer of the solar cell of Fig. 12 having the 2.2 um absorber layer
and no ARC. The photon absorbance within the opaque Mo back
contact is also included in Fig. 15(c), and the difference between
unity and the absorbance sum including all layers provides the
fraction of photons reflected from the cell. Second, because Jsc can
be calculated directly from the EQE spectrum, it can be used as
the single key output parameter from the simulation for use in
optimizing device design. Thus, the method established here also
allows investigation of the effects of component bulk layer and in-
terface/surface roughness layer thicknesses, as well as composition
profile, on the attainable Jsc, enabling further directions for im-
provement of the solar cell structure by optical means. A simple
example of this approach is described next.

For a demonstration of the design capability associated with an
accurate optical model of the cell, a MgF, ARC was deposited on
the CIGS cell of Figs. 11, 12, and 15. The intended thickness was
determined on the basis of an optimized simulation as shown in
Fig. 16 [11]. In fact, the optimization was performed assuming a
two layer stack of HfO,/MgF,. In this optimization, a map of Jsc
gain in the plane defined by the HfO, and MgF, ARC layer thick-
nesses is generated first through simulation to identify an opti-
mum bilayer. In the simulation, it is assumed that the HfO, fills
the modulations in the ZnO:Al surface roughness (or the MgF, fills
these modulation when the HfO, thickness vanishes), but that the
bilayer interface and surface are smooth. Based on these assump-
tions, a maximum gain of 2.1 mA/cm? is identified for a vanishingly
small HfO, thickness and for a MgF, bulk layer thickness of 94 nm
as indicated in Fig. 16.

As a result of the optimization shown in Fig. 16, an intended
MgF, effective thickness of 94nm for the bulk/roughness layers
was deposited on the solar cell of Figs. 11, 12, and 15 and mea-
sured by SE. The SE measurement results of the cell with the
ARC reveal a MgF, effective thickness of 91 nm associated with
the bulk/roughness layers in the model as described previously.
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Fig. 14. (a) Multilayer structure of a CIGS solar cell incorporating an absorber layer having a 0.5 um thickness and no ARC, and (b) Ga profile in the absorber layer of the

same solar cell. These results were deduced from the ex-situ SE analysis of Fig. 13.

This effective thickness excludes the interface roughness contri-
bution, which is not included in the thicknesses of Fig. 16, as
well. Thus, the measured value is reasonably close to the in-
tended value of 94nm. Under the assumption of ideal collection
of photo-generated carriers, i.e., no electronic losses, the EQE spec-
trum can be simulated optically for the standard CIGS cell incor-
porating the ARC. This is achieved by applying the SE determined
model and best fit results to obtain the optical spectra for pho-
ton absorption within the two active component layers and then
by summing these spectra [11]. In Fig. 17(a), the simulated ab-
sorption spectra within the active layers, the CIGS/CdS interface
and CIGS bulk, are displayed and the sum is also given that repre-
sents the net simulated EQE response. In Fig. 17(b), the predicted
EQE spectrum from the SE analysis of this standard CIGS cell with
the ARC is compared to the measured spectrum. An experimen-
tal Jsc increase of 2.1 mA/cm? is recorded in the measurement,

yielding Jsc(sim) =Jsc(exp) = 35.9 mA/cm2. Thus, the measured im-
provement with the ARC is in agreement with the prediction and
demonstrates the success of both the simulation and the ARC de-
position. The resulting simulated photon absorbance spectra for all
the layers within the multilayer structure, along with the fraction
of photons reflected, are shown in Fig. 17(c) for the CIGS cell of
Figs. 11, 12, and 15 with the incorporated ARC.

Next, the focus is on EQE simulations for the solar cell of
Figs. 13 and 14 with the thinner CIGS absorber layer, having an
intended thickness of 0.5 wm [11,20]. In Fig. 18(a), the photon ab-
sorbance spectra within the CIGS/CdS interface and CIGS bulk lay-
ers are simulated on the basis of the SE model of Fig. 14 for
this cell. The two spectra are summed to generate the net EQE
response under the assumption of 100% photo-generated carrier
collection in the two active layers. In Fig. 18(b), the predicted
EQE spectrum from the SE analysis with the assumption of ideal
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Fig. 15. (a) Simulated percentages of photons absorbed versus wavelength (or pho-
ton absorbance spectra) for the two active layers, including the CIGS/CdS interface
and CIGS bulk layers, for the CIGS solar cell of Figs. 11 and 12 having a standard 2.2
wm thick absorber layer and no ARC. (b) A comparison of the measured and sim-
ulated EQE spectra is shown. The optical simulation assumes 100% charge carrier
collection from the two active layer components. (c) Simulated photon absorbance
spectra within the component layers are presented for the cell of (a) and (b). In
(c), the deficit of the sum from 100% provides the reflectance of the solar cell. The
simulations are based on the ex-situ SE analysis of the solar cell with no free pa-
rameters.

collection from the two active layers is compared to the measured
spectrum. Reasonable overall agreement between the EQE spectra
is observed in Fig. 18(b); however, in contrast to the results for
the cell with the standard thickness absorber, the simulated EQE
spectrum for the cell with the thin absorber consistently exceeds
the measured one, starting at a wavelength of 500 nm and extend-
ing to 1100 nm. From the simulated EQE spectrum, a Jsc value of
32.8mA/cm? is calculated whereas from the measured one, a Js¢
value of 31.9 mA/cm? is determined.

The deficit between the two values of 0.9mA/cm? suggests
the presence of carrier recombination losses not only within the
Mo/CIGS interface layer, but also within one or both of the ac-
tive components, such that some photo-generated carriers exhibit
collection probabilities that are less than 100% [11,20]. The ab-
sorbances for photons within each of the component layers of the
CIGS solar cell with the intended 0.5 pm absorber are presented

‘ {
100 150 200 250 300
HfO, (nm)

0 50

Fig. 16. Thickness optimization of a two-layer HfO,/MgF, anti-reflection coating
(ARC) in simulations using the underlying structure of the CIGS solar cell of
Fig. 12 deduced as shown in Fig. 11. The simulations are based on the assump-
tion of 100% photo-generated charge carrier collection from the active components
including the CIGS/CdS interface and the CIGS bulk layers.

in Fig. 18(c), which also includes the absorbance within the opaque
Mo back contact. Because no photons are transmitted through the
back contact Mo, the difference between unity and the absorbance
sum provides the reflectance of the cell. The discrepancy between
the simulated and measured EQE in Fig. 18(b) can be understood
by introducing a collection probability profile within the CIGS bulk
layer to account for recombination losses [11,20]. The probability
profile shown in Fig. 19(a) leads to a reduction in the discrepancy
between the simulation and measured EQE as shown in Fig. 19(b).
Thus, the losses that account for the discrepancy appear to occur in
the CIGS bulk layer nearest the Mo back contact. It is not expected
that MoSe, accounts for the increased losses since the Mo/CIGS
interface layer incorporates any interaction between the CIGS and
Mo, and the absence of collection from this layer appears to occur
irrespective of the CIGS thickness [11,20].

It is also of interest to consider an ARC for the solar cell of
Figs. 13, 14, and 18 with the absorber layer thickness of 0.5pum
[11]. For this cell, thickness optimization of the MgF, ARC is per-
formed in one case assuming 100% charge carrier collection from
the active layer components and in a second case assuming re-
duced collection from the CIGS bulk layer. The reduced collection
is described by the collection probability profile in Fig. 19(a) for
the solar cell, as described in the previous paragraph. It should
be noted that the structural parameters, the &(E) spectra as ap-
propriate, and the compositional profile applied in these simula-
tions were obtained from the SE measurement and analysis results
of Fig. 14. For simulations performed with both 100% collection in
the active layers and reduced collection according to the profile of
Fig. 19(a), maxima in Jsc occur at the same MgF, bulk layer thick-
ness of 92nm (assuming that MgF, upon deposition also fills the
surface roughness in the ZnO:Al layer). The simulations also sug-
gest that an enhancement in Jsc of 1.9mA/cm? is possible via the
ARC for this cell with the 0.5 um thick absorber. Implementation
of the ARC also yielded an experimental Jsc improvement precisely
consistent with the gain predicted from the optical simulation, as
described in detail in Ref. [11]. Thus for a solar cell with a reduced
thickness absorber, the optical model for the solar cell deduced by
SE predicts correctly the performance gain from ARC deposition.

CIGS solar cells with intended 0.7, 0.35, and 0.3 pm absorbers
were also fabricated by three-stage co-evaporation and studied us-
ing ex-situ SE to deduce their multilayer structures and Ga com-
positional profiles [11,20]. Simulated EQE spectra for these addi-
tional cells were generated under the assumption of 100% photo-
generated charge carrier collection from the two active layers. For



A.A. Ibdah et al./Journal of Energy Chemistry 27 (2018) 1151-1169 1167

(a) CIGS device no. 20565-2-20 {after ARC)
100
s
e a 80+
E .5 eol Simulations
o O —e— Quantum efficiency
E’ H= —g— CIGS bulk layer
c © 40} ~&— CIGS/CAS interface
:.% £ layer
a3
O <€ 20t
©
=
o
400 600 800 1000 1200
Wavelength (nm)
(b) 100 —— . ; :
3
= 80}
o
50
s W .
o E —+— Experiment
= O 4ol —— Prediction from
w g spectroscopic
€ o0l ellipsometry ]
©
=
o
0

400 600 800 1000 1200
Wavelength (nm)

-
o
o

(©)

[er}
o

[ Jreflection
[ izno + zno:Al
[ Jcdsizno

» [+
o o

Photon absorbance (%)
S

400 600 800 1000
Wavelength (nm)

1200

Fig. 17. (a) The simulated percentages of photons absorbed versus wavelength (or
photon absorbance spectra) for the two active layers, including the CIGS/CdS inter-
face and CIGS bulk layers, for the CIGS solar cell of Figs. 11 and 12 having a stan-
dard 2.2 pm thick absorber layer and an ARC. (b) A comparison of the measured
and simulated EQE spectra is shown. The optical simulation assumes 100% charge
carrier collection from the two active layer components. (c) Simulated photon ab-
sorbance spectra within the component layers are presented for the cell of (a) and
(b). In (c), the deficit of the sum from 100% provides the reflectance of the solar
cell. The simulations are based on the ex-situ SE analysis of the solar cell with no
free parameters.

these additional CIGS solar cells with thin absorbers, the simulated
EQE values across the spectra were higher than those measured,
and behavior similar to that shown in Fig. 18(b) was found for
each cell. The difference between the simulated and measured EQE
spectra could be understood in each case by introducing a carrier
collection probability profile similar to that of Fig. 19(a) to repre-
sent the actual carrier collection from different depths within the
CIGS bulk layer. For the cells with 0.7, 0.35, and 0.3 pwm absorbers,
the carrier collection was also found to be reduced near the back
contact as was observed for the cell with the 0.5 pm absorber. In
fact, as the absorber thickness decreases, these carrier recombina-
tion losses increase monotonically.

In Fig. 20(a), the optically simulated Jsc values assuming 100%
photo-generated charge carrier collection from the two active lay-
ers are plotted versus the CIGS bulk layer thickness and compared
for the solar cells without and with ARCs investigated in this study.
Also in Fig. 20(a), the Jsc values measured for the cells without
ARCs are compared to the corresponding simulated values. The dif-
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Fig. 18. (a) The simulated percentages of photons absorbed (or photon absorbance
spectra) for the two active layers, including the CIGS/CdS interface and CIGS bulk
layers, for the CIGS solar cell of Figs. 13 and 14 having a 0.5 pwm thick absorber
layer and no ARC. (b) A comparison of the measured and simulated EQE spectra
is presented. The optical simulation assumes 100% charge carrier collection from
the active layer components. (c) Simulated photon absorbance spectra within the
component layers are presented for the cell of (a) and (b). The deficit of the sum
from 100% provides the reflectance of the solar cell. The simulations are based on
the ex-situ SE analysis of the solar cell with no free parameters.

ference between the simulated and measured values for the cells
without ARCs is shown as a function of CIGS bulk layer thickness
in Fig. 20(b). This difference is attributed to the carrier recombina-
tion losses which increase from undetectable values for a high per-
formance solar cell incorporating a standard 2.2 pm thickness ab-
sorber layer to 5.4mA/cm? for a cell incorporating an ultra-thin ab-
sorber 0.3 wm in thickness. Based on the overall results, it is found
that for the cells with absorber layer thicknesses in the studied
range of 0.3 to 0.7 pm, poor collection occurs consistently from
the 0.15 pm region close to the back contact. Such a region may
also exist to a certain extent for the cells with standard 2.2 pm
thick absorbers; however, in contrast to cells with thin absorbers,
the electrons and holes generated in this region are a relatively
small fraction of the total generated in the standard thickness
absorber.
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Fig. 19. (a) Collection probability profile used in an optical simulation that accounts
for recombination losses of photo-generated charge carriers within the bulk com-
ponent of the 0.5 wm CIGS absorber layer nearest the interface to the Mo back con-
tact. (b) The EQE spectrum predicted optically for a CIGS solar cell with a 0.5 pm
absorber layer and with no ARC, assuming 100% collection probability from the
CIGS/CdS interface layer and a reduced carrier collection probability profile from
the CIGS bulk layer according to (a). The measured EQE spectrum in (b) is also pre-
sented for comparison with the simulation.

4. Conclusions

The results presented in this article illustrate the development
of an optical metrology based on spectroscopic ellipsometry (SE)
for generating accurate inputs that enable external quantum effi-
ciency (EQE) simulations of solar cells for direct comparison with
EQE measurements. The goal is to understand in greater depth the
origins of the optical performance limitations for thin film photo-
voltaics technologies through analyses of optical collection by the
active components of the device, as well as analyses of optical and
electronic losses via reflection, inactive layer absorbance, and ac-
tive layer recombination. In this study, Culn;_xGaxSe, (CIGS) solar
cells with both standard thickness and thin absorbers were charac-
terized using SE to deduce the multilayer solar cell inputs neces-
sary for EQE simulation. CIGS is more challenging than other thin
films due to the need to extract the Ga profile throughout the ab-
sorber layer for a suitable structural/compositional model that gen-
erates accurate EQE inputs.

The first step in the development of the SE analysis and EQE
simulation capabilities is to establish a database of spectra in the
complex dielectric function (&1, €;) for the solar cell components,
preferably expressed as analytical formulas with photon energy in-
dependent parameters. For CIGS, this foundational work on opti-
cal model development must be performed on Mo, Culn;_xGaxSe,
versus x, CdS, ZnO, ZnO:Al, and MgF,. Although the (&1, &;) spec-
tra of these thin film materials have been studied widely, the re-
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Fig. 20. (a) Measured and simulated short-circuit current density Jsc, the latter ap-
plying an optical model based on the assumption of 100% charge carrier collection
within the CIGS/CdS interface and CIGS bulk layers. These results are plotted ver-
sus the CIGS bulk layer thickness for solar cells with standard 2.2 pm and thin
CIGS absorbers and without ARCs. Also included are the results of the simulations
for same set of solar cells but with the optimized ARCs. (b) Losses in Jsc due to
recombination near the back contact are plotted vs. the CIGS bulk layer thickness
corresponding to the results in (a) for the cells without ARCs.

sulting spectra depend on the deposition conditions, and possibly
the layer thickness and substrate as well. Thus, analytical formu-
las for the (&1, €;) spectra with variable photon energy indepen-
dent parameters can be used to address these dependences. Given
the availability of sufficient optical models for the components, the
second step in the development of the capabilities is to establish
a structural/compositional model for the complete solar cell that
can be used to analyze the ex-situ SE data for the solar cell. This
model includes bulk, interface roughness, and surface roughness
layers and the associated compositional parameters, as well as the
parameters that describe the Ga profile in the CIGS absorber layer
and possibly other optical parameters.

Applying inputs from the SE analysis results, derived from
both optical and structural/compositional models of materials and
devices, EQE spectra have been simulated under the assumption
of complete photo-generated charge carrier collection in the CIGS-
containing active layers. These active layers include the CIGS bulk
layer and the CIGS/CdS interface roughness layer. For cells with
standard thickness absorbers, excellent agreement between simu-
lated and measured EQE is obtained based on this assumption. This
observation provides support for the validity of the models used
in the ex-situ SE analysis as well as the final results of that analy-
sis. For a set of four cells with thin absorbers from 0.3 to 0.7 wm
in thickness, however, the EQE spectra simulated under the as-
sumption of 100% collection from the active layers exceed the mea-
sured spectra. This indicates the presence of charge carrier recom-
bination losses in the active layers associated with thin absorbers.
By introducing into the simulation a carrier collection probability
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profile for the CIGS bulk layer such that carrier collection is re-
duced near the back contact, much closer agreement between the
simulated and measured EQE is observed for the cells with the thin
absorbers. As a result, the magnitude and origin of carrier collec-
tion losses via recombination can be determined. In fact, as the ab-
sorber thickness decreases, these carrier recombination losses ac-
count for a strongly increasing fraction from the maximum possi-
ble current.

In addition to the single spot ex-situ SE capability demonstrated
in this article, the SE metrology can be applied as well in the
future to generate maps of film multilayer structural parameters,
compositional profile parameters, and short-circuit current den-
sity predictions [46]. The ex-situ mapping SE capability is made
possible by the high measurement speed of <1s per (¥, A )
spectra provided by the multichannel ellipsometer which exploits
one dimensional array detectors. The mapping speed can be in-
creased further in the future through two-dimensional array detec-
tors which exploit one array index to image the solar cell structure
along a line, reserving the second index for spectroscopy [47]. Then
two dimensional spatial mapping is possible by the assembly of a
series of line images. Through such future directions, multichannel
SE may be enhanced as a more powerful metrology for the pro-
duction line environment.
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