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Abstract—In this paper, we consider the Tensor Robust Principal Component Analysis (TRPCA) problem, which aims to exactly
recover the low-rank and sparse components from their sum. Our model is based on the recently proposed tensor-tensor product (or
t-product) [15]. Induced by the t-product, we first rigorously deduce the tensor spectral norm, tensor nuclear norm, and tensor average
rank, and show that the tensor nuclear norm is the convex envelope of the tensor average rank within the unit ball of the tensor
spectral norm. These definitions, their relationships and properties are consistent with matrix cases. Equipped with the new tensor
nuclear norm, we then solve the TRPCA problem by solving a convex program and provide the theoretical guarantee for the exact
recovery. Our TRPCA model and recovery guarantee include matrix RPCA as a special case. Numerical experiments verify our
results, and the applications to image recovery and background modeling problems demonstrate the effectiveness of our method.

Index Terms—Tensor robust PCA, convex optimization, tensor nuclear norm, tensor singular value decomposition

1 INTRODUCTION

RINCIPAL Component Analysis (PCA) is a fundamental ap-
P proach for data analysis. It exploits low-dimensional structure
in high-dimensional data, which commonly exists in different
types of data, e.g., image, text, video and bioinformatics. It is
computationally efficient and powerful for data instances which
are mildly corrupted by small noises. However, a major issue
of PCA is that it is brittle to be grossly corrupted or outlying
observations, which are ubiquitous in real-world data. To date, a
number of robust versions of PCA have been proposed, but many
of them suffer from a high computational cost.

The Robust PCA [3] is the first polynomial-time algorithm
with strong recovery guarantees. Suppose that we are given an
observed matrix X € R™*™2  which can be decomposed as
X = Ly + Egy, where Lg is low-rank and FE is sparse. It
is shown in [3] that if the singular vectors of Lg satisfy some
incoherent conditions, e.g., L is low-rank and FEj is sufficiently
sparse, then Ly and Ej can be exactly recovered with high
probability by solving the following convex problem

min [|L|l. + A E]1, st X = L+ E, (1)
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Fig. 1: Tlustrations of RPCA [3] (up row) and our Tensor RPCA
(bottom row). RPCA: low-rank and sparse matrix decomposition
from noisy matrix observations. Tensor RPCA: low-rank and sparse
tensor decomposition from noisy tensor observations.

where || L||. denotes the nuclear norm (sum of the singular values
of L), and || E||; denotes the ¢1-norm (sum of the absolute
values of all the entries in E). Theoretically, RPCA is guaranteed
to work even if the rank of Ly grows almost linearly in the
dimension of the matrix, and the errors in Ej are up to a constant
fraction of all entries. The parameter A is suggested to be set as

max(ny, ne) which works well in practice. Algorithmically,
program (1) can be solved by efficient algorithms, at a cost
not too much higher than PCA. RPCA and its extensions have
been successfully applied to background modeling [3], subspace
clustering [17], video compressive sensing [31], efc.

One major shortcoming of RPCA is that it can only han-
dle 2-way (matrix) data. However, real data is usually multi-
dimensional in nature-the information is stored in multi-way
arrays known as tensors [16]. For example, a color image is a 3-
way object with column, row and color modes; a greyscale video
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is indexed by two spatial variables and one temporal variable. To
use RPCA, one has to first restructure the multi-way data into
a matrix. Such a preprocessing usually leads to an information
loss and would cause a performance degradation. To alleviate this
issue, it is natural to consider extending RPCA to manipulate the
tensor data by taking advantage of its multi-dimensional structure.

In this work, we are interested in the Tensor Robust Principal
Component (TRPCA) model which aims to exactly recover a
low-rank tensor corrupted by sparse errors. See Figure 1 for an
intuitive illustration. More specifically, suppose that we are given
a data tensor X, and know that it can be decomposed as

X =Ly+Eo, 2

where L is low-rank and & is sparse, and both components are
of arbitrary magnitudes. Note that we do not know the locations
of the nonzero elements of £(, not even how many there are.
Now we consider a similar problem to RPCA. Can we recover
the low-rank and sparse components exactly and efficiently from
AX’? This is the problem of tensor RPCA studied in this work.
The tensor extension of RPCA is not easy since the numerical
algebra of tensors is fraught with hardness results [11], [5], [8].
A main issue is that the tensor rank is not well defined with
a tight convex relaxation. Several tensor rank definitions and
their convex relaxations have been proposed but each has its
limitation. For example, the CP rank [16], defined as the smallest
number of rank one tensor decomposition, is generally NP-
hard to compute. Also its convex relaxation is intractable. This
makes the low CP rank tensor recovery challenging. The tractable
Tucker rank [16] and its convex relaxation are more widely used.
For a k-way tensor X, the Tucker rank is a vector defined as
rank.(X) (rank(X{l}), rank( X 2} ... 7rank(X{k})) ,

where X %} is the mode-i matricization of X [16]. Motivated by
the fact that the nuclear norm is the convex envelope of the matrix
rank within the unit ball of the spectral norm, the Sum of Nuclear
Norms (SNN) [18], defined as >, || X {7} ||.., is used as a convex
surrogate of 3. rank(X {*}). Then the work [24] considers the
Low-Rank Tensor Completion (LRTC) model based on SNN:

k

min ;)\Z-HX‘“}H*, st. Pa(X) =PaM), ()
where \; > 0, and Pq(X) denotes the projection of X on
the observed set 2. The effectiveness of this approach for image
processing has been well studied in [18], [28]. However, SNN
is not the convex envelope of Y, rank(X {i}) [26]. Actually, the
above model can be substantially suboptimal [24]: reliably recov-
ering a k-way tensor of length n and Tucker rank (r,7,--- ,7)
from Gaussian measurements requires O(rn*~1) observations.
In contrast, a certain (intractable) nonconvex formulation needs
only O(rK + nrK) observations. A better (but still suboptimal)
convexification based on a more balanced matricization is pro-
posed in [24]. The work [13] presents the recovery guarantee for
the SNN based tensor RPCA model

k
ip ;MIL“}II* FlIEN, st X =L+E @

2

A robust tensor CP decomposition problem is studied in [6].
Though the recovery is guaranteed, the algorithm is nonconvex.

The limitations of existing works motivate us to consider an
interesting problem: is it possible to define a new tensor nuclear
norm such that it is a tight convex surrogate of certain tensor rank,
and thus its resulting tensor RPCA enjoys a similar tight recovery
guarantee to that of the matrix RPCA? This work will provide a
positive answer to this question. Our solution is inspired by the
recently proposed tensor-tensor product (t-product) [15] which is
a generalization of the matrix-matrix product. It enjoys several
similar properties to the matrix-matrix product. For example,
based on t-product, any tensors have the tensor Singular Value
Decomposition (t-SVD) and this motivates a new tensor rank, i.e.,
tensor tubal rank [14]. To recover a tensor of low tubal rank, we
propose a new tensor nuclear norm which is rigorously induced
by the t-product. First, the tensor spectral norm can be induced
by the operator norm when treating the t-product as an operator.
Then the tensor nuclear norm is defined as the dual norm of the
tensor spectral norm. We further propose the tensor average rank
(which is closely related to the tensor tubal rank), and prove that
its convex envelope is the tensor nuclear norm within the unit ball
of the tensor spectral norm. It is interesting that this framework,
including the new tensor concepts and their relationships, is
consistent with the one for the matrix cases. Equipped with these
new tools, we then study the TRPCA problem which aims to
recover the low tubal rank component £ and sparse component
& from noisy observations X = Ly + £y € R™M*"2X"3 (this
work focuses on the 3-way tensor) by convex optimization

glirgl L]« + AlE]1, st. X =L+ E, 4)
where || L]| is our new tensor nuclear norm (see the definition in
Section 3). We prove that under certain incoherence conditions,
the solution to (5) perfectly recovers the low-rank and the sparse
components, provided of course that the tubal rank of Ly is
not too large, and that £ is reasonably sparse. A remarkable
fact, like in RPCA, is that (5) has no tunning parameter either.
Our analysis shows that A = 1/y/max(ny,ns)ns guarantees
the exact recovery when Ly and & satisfy certain assumptions.
As a special case, if X reduces to a matrix (ng = 1 in this
case), all the new tensor concepts reduce to the matrix cases.
Our TRPCA model (5) reduces to RPCA in (1), and also our
recovery guarantee in Theorem 4.1 reduces to Theorem 1.1 in [3].
Another advantage of (5) is that it can be solved by polynomial-
time algorithms.
The contributions of this work are summarized as follows:

1. Motivated by the t-product [15] which is a natural generaliza-
tion of the matrix-matrix product, we rigorously deduce a new
tensor nuclear norm and some other related tensor concepts,
and they own the same relationship as the matrix cases. This is
the foundation for the extensions of the models, optimization
method and theoretical analyzing techniques from matrix cases
to tensor cases.

2. Equipped with the tensor nuclear norm, we theoretically show
that under certain incoherence conditions, the solution to the
convex TRPCA model (5) perfectly recovers the underlying
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low-rank component L and sparse component €. RPCA [3]
and its recovery guarantee fall into our special cases.

3. We give a new rigorous proof of t-SVD factorization and a
more efficient way than [19] for solving TRPCA. We further
perform several simulations to corroborate our theoretical
results. Numerical experiments on images and videos also
show the superiority of TRPCA over RPCA and SNN.

The rest of this paper is structured as follows. Section A gives
some notations and preliminaries. Section 3 presents the way for
defining the tensor nuclear norm induced by the t-product. Section
4 provides the recovery guarantee of TRPCA and the optimization
details. Section 5 presents numerical experiments conducted on
synthetic and real data. We conclude this work in Section 6.

2 NOTATIONS AND PRELIMINARIES
2.1

In this paper, we denote tensors by boldface Euler script letters,
e.g., A. Matrices are denoted by boldface capital letters, e.g.,
A; vectors are denoted by boldface lowercase letters, e.g., a,
and scalars are denoted by lowercase letters, e.g., a. We denote
I, as the n x n identity matrix. The fields of real numbers
and complex numbers are denoted as R and C, respectively.
For a 3-way tensor A € C"1*"2%X"3_ we denote its (i, J, k)-
th entry as A5, or a;j; and use the Matlab notation A(4, :, ),
A(:,1,:) and A(:,:,7) to denote respectively the i-th horizontal,
lateral and frontal slice (see definitions in [16]). More often, the
frontal slice \A(:, :,4) is denoted compactly as A The tube is
denoted as \A(i, J,:). The inner product between A and B in
C™*"2 jg defined as (A, B) = Tr(A*B), where A™ denotes
the conjugate transpose of A and Tr(-) denotes the matrix trace.
The inner product between A and B in C™*"2%X"3 ig defined
as (A, B) = > 1%, <A(i),B(i)>. For any A € Crixn2xns
the complex conjugate of A is denoted as conj(.,A) which takes
the complex conjugate of each entry of ,A. We denote [t as the
nearest integer less than or equal to ¢ and [¢] as the one greater
than or equal to .

Some norms of vector, matrix and tensor are used. We
denote the ¢i-norm as ||.Al|z > ijk laijk], the infinity
norm as || Al = max;;i |a;jx| and the Frobenius norm as
[Allr = /2 laijk
to the vector or matrix norms if A is a vector or a matrix.
For v € C", the f3-norm is ||v|l2 = /), |vi|?. The spectral
norm of a matrix A is denoted as || A|| = max; 0;(A), where
0;(A)’s are the singular values of A. The matrix nuclear norm is

Al = 22 0i(A).

Notations

2, respectively. The above norms reduce

2.2 Discrete Fourier Transformation

The Discrete Fourier Transformation (DFT) plays a core role
in tensor-tensor product introduced later. We give some related
background knowledge and notations here. The DFT on v € R",
denoted as v, is given by

v=F,veC", (6)

where F',, is the DFT matrix defined as

1 1 1 1

1 w w?

F, ecm

n'—l w2(7't—1) w(n—l.)(n—l)

1 w

27

where w = e~ = 1is a primitive n-th root of unity in which
i = v/—1. Note that F', /+/n is a unitary matrix, i.e.,

F*F, =F,F: =nl,.

7

Thus F', - F} /n. The above property will be frequently used
in this paper. Computing ¥ by using (6) costs O(n?). A more
widely used method is the Fast Fourier Transform (FFT) which
costs O(nlogn). By using the Matlab command fft, we have
© = ££t(v). Denote the circulant matrix of v as

U1 Un U2

V2 U1 U3 nxn
circ(v) = | . . .| €RPT

Un Un—1 U1

It is known that it can be diagonalized by the DFT matrix, i.e.,
CFl = )

n
where Diag(v) denotes a diagonal matrix with its i-th diagonal
entry as v;. The above equation implies that the columns of F',,
are the eigenvectors of (circ(v)) ' and ¥;’s are the correspond-
ing eigenvalues.

F, - circ(v) Diag(v),

Lemma 2.1. [25] Given any real vector v € R", the associated
U satisfies

n+1
U1 € R and Conj(ﬁi) = Up—iq2, L =2,-+, \‘ ;_ J . 9
Conversely, for any given complex v € C" satisfying (9), there
exists a real block circulant matrix circ(v) such that (8) holds.

As will be seen later, the above properties are useful for
efficient computation and important for proofs. Now we con-
sider the DFT on tensors. For A € R"™X™2X73 e denote
A € CmXn2Xn3 g5 the result of DFT on A along the 3-rd
dimension, i.e., performing the DFT on all the tubes of .A. By
using the Matlab command fft, we have

A=rre(A[],3).

In a similar fashion, we can compute A from A using the inverse
FFT, i.e., B
A=ifft(A,[],3).
In particular, we denote A € C™1"3X"2"3 a5 a block diagonal
matrix with its ¢-th block on the diagonal as the i-th frontal slice
AW of A ie.,
A
3 _ A2
A =bdiag(A) = . ,

Ans)
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where bdiag is an operator which maps the tensor A to the
block diagonal matrix A. Also, we define the block circulant
matrix beirc(A) € RM™3%Xm27s of A ag

AWM An3) A

A A A®
beirc(A) =

Ans) g(ns—1) AW

Just like the circulant matrix which can be diagonalized by DFT,
the block circulant matrix can be block diagonalized, i.e.,

(Fp, ®I,) beirc(A) - (F,! ® I,,) = A, (10)

where ® denotes the Kronecker product and (F',, ® I,,)/\/n3
is unitary. By using Lemma 2.1, we have

A(l) G R’nl ><’IL2’

conj(AD) = Ama=i+2) j—9 ... |matl| (11
Conversely, for any given A € C™ *X"2X"3 satisfying (11), there
exists a real tensor A € R™ *"2%"3 gych that (10) holds. Also,
by using (7), we have the following properties which will be used
frequently:

1 _
Allr = —|A]|lF, 12
Al = —=[1Allr (12)
(A B) = x (A,B). (13)
n3

2.3 T-product and T-SVD
For A € R™X"2X"3 we define

AL
A2

unfold(A) = , fold(unfold(A)) = A,

A(.ns)

where the unfold operator maps .A to a matrix of size 1173 X ng
and fold is its inverse operator.

Definition 2.1. (T-product) [15] Let A € R™"*"2X"s gpnd B €
R™2XX"3 Then the t-product A x B is defined to be a tensor of
sizeny X 1 X ng,

AxB = fold(bcirc(A) - unfold(B)). (14)

The t-product can be understood from two perspectives. First,
in the original domain, a 3-way tensor of size 1 X ng X ns can
be regarded as an n; X no matrix with each entry being a tube
that lies in the third dimension. Thus, the t-product is analogous
to the matrix multiplication except that the circular convolution
replaces the multiplication operation between the elements. Note
that the t-product reduces to the standard matrix multiplication
when n3 = 1. This is a key observation which makes our
tensor RPCA model shown later involve the matrix RPCA as
a special case. Second, the t-product is equivalent to the matrix

Algorithm 1 Tensor-Tensor Product
Input: A € R Xn2Xns B ¢ Rrzxixns,
Output: C = A+ B € R *x!xn3,

1. Compute A = ££t(A,[],3) and B = £££(B,[],3).
2. Compute each frontal slice of C by
1) @

o JAVBY,
conj (C(”?’_H'Q)),

i=1,-.- [t
i =[]+ 1, ng.

3. Compute C = i££t(C,[],3).

multiplication _in thfi fourier domain; that is, C = A * B is
equivalent to C = AB due to (10). Indeed, C = A * B implies

unfold(C)
=bcirc(A) - unfold(B)
=(F,! ®I,) (Fp, ®I,,) bcirc(A) - (F,! ®I,,))
“((Fpy ® I,,) - unfold(B)) (15)
:(F71 ®1I,,) A-unfold(B),

ns
where (15) uses (10). LE:ft mu_ltiplying both_ sides with (F,; ®
I,,,) leads to unfold(C) = A - unfold(B). This is equivalent
to C = AB. This property suggests an efficient way based on

FFT to compute t-product instead of using (14). See Algorithm 1.

The t-product enjoys many similar properties to the matrix-
matrix product. For example, the t-product is associative, i.e.,
A= (BxC)=(A=xB)xC. We also need some other concepts
on tensors extended from the matrix cases.

Definition 2.2. (Conjugate transpose) The conjugate transpose
of a tensor A € C™M*"2%"3 jg the tensor A* € Cn2*m1xns
obtained by conjugate transposing each of the frontal slices and
then reversing the order of transposed frontal slices 2 through ns.

The tensor conjugate transpose extends the tensor transpose
[15] for complex tensors. As an example, let A € Cnixn2x4
and its frontal slices be A1, As, A3 and Ay. Then

Ap
A
* 4
A" = fold A
A,
Definition 2.3. (Identity tensor) [15] The identity tensor L &

R™*"XN"3 s the tensor with its first frontal slice being the n X n
identity matrix, and other frontal slices being all zeros.

It is clear that A*Z = A and Z x A = A given the
appropriate dimensions. The tensor Z = ££t(Z,[], 3) is a tensor
with each frontal slice being the identity matrix.

Definition 2.4. (Orthogonal tensor) [15] A tensor Q €
R"X"X1s s orthogonal if it satisfies Q* * Q = Q x Q* = T.

Definition 2.5. (F-diagonal Tensor) [15] A tensor is called f-
diagonal if each of its frontal slices is a diagonal matrix.
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Fig. 2: An illustration of the t-SVD of an n1 X na x ng tensor [10].

Theorem 2.2. (T-SVD) Let A € R™*"2*"3_ Then it can be
factorized as

A=Ux*S8S*xV*,

where U € R™M*71Xnm3 ) ¢ R™"2XN2X"3 qre orthogonal, and
S € R™M*X"2Xn3 jg an f-diagonal tensor.

16)

P_ro‘of. The proof is by construction. Recall that (10) holds and
Al)g satisfy the property (11). Then we construct the SVD
of each A in the followmg way. For 4 = 1,--. [Ratl]

Algorithm 2 T-SVD

Input: A € R x"2Xns,
Output: T-SVD components U, S and V of A.
1. Compute A = ££t(A,[],3).
2. Compute each frontal slice of I, S and V from A by
fori=1,- "32“ do
[o® S @ , V] = SVD(A®);
end for
fori =[] 4+1,-- njdo
U’(z) — conj(ﬁ(ng—i+2));
S = §ns—i+2),
V) = conj(v(”3_i+2));
end for
3. Compute U = iffe(U,[],3), S =
V=iftt(V,[],3).

iffe(8,]],3), and

2
let AW = WSO (V) ) be the full SVD of A(*), Here

the singular values in S(*) are real. For i = "37"'11 +
1,--,na, let UD = conj(Us—i+2) §0) = §ns—it2)
and V) = conj(V("s=+2)) Then, it is easy to verify
that A() = U(Z)S(z)(V(Z)) gives the full SVD of A for
1= |—"ST+1-| +1,---,ng3. Then,
A=USV". (17)
By the construction of U, S and V', and Lemma 2.1, we have that
(F ®I7L ) U'(Fn3 ®In1)’ (F;31®IW'1)'S'(FH3 ®In2) and
(F,)®1I,,) V- (Fy, ®1I,,) are real block circulant matrices.
Then we can obtain an expression for bcirc(.A) by applying the
appropriate matrix (F;; ® I,,,) to the left and the appropriate
matrix (F,,, ® I,,,) to the right of each of the matrices in (17),
and folding up the result. This gives a decomposition of the form
UxS* V", where U, S and V are real. O

Theorem 2.2 shows that any 3 way tensor can be factorized
into 3 components, including 2 orthogonal tensors and an f-
diagonal tensor. See Figure 2 for an intuitive illustration of the
t-SVD factorization. T-SVD reduces to the matrix SVD when
n3 = 1. We would like to emphasize that the result of Theorem
2.2 was given first in [15] and later in some other related works
[10], [22]. But their proof and the way for computing U and V are
not rigorous. The issue is that their method cannot guarantee that
U and V are real tensors. They construct each frontal slice U (*)
(or V(i)) of U (or V resp.) from the SVD of A independently
for all ¢ = 1,--- ,n3. However, the matrix SVD is not unique.
Thus, U®’s and V(s may not satisfy property (11) even
though A(9)’s do. In this case, the obtained U (or V) from the
inverse DFT of U (or V resp.) may not be real. Our proof above
instead uses property (11) to construct U and V and thus avoids
this issue. Our proof further leads to a more efficient way for
computing t-SVD shown in Algorithm 2.

It is known that the singular values of a matrix have the
decreasing order property. Let A = U * 8 * V™ be the t-SVD of
A € R *"2Xn"3 The entries on the diagonal of the first frontal
slice 8(:,:,1) of S have the same decreasing property, i.e.,

S(1,1,1) > 8(2,2,1) > --- >8(n',n',1) >0, (18)

where n’ = min(ny,ng). The above property holds since the
inverse DFT gives

S(i,i,1) (19)

ZS’L

and the entries on the diagonal of S (:,:,7) are the singular values
of A(:,:, 7). As will be seen in Section 3, the tensor nuclear norm
depends only on the first frontal slice S(:, :, 1). Thus, we call the
entries on the diagonal of S(:, :, 1) as the singular values of .A.

Definition 2.6. (Tensor tubal rank) [14], [34] For A €
R™*72XN3 - the tensor tubal rank, denoted as rank,(A), is
defined as the number of nonzero singular tubes of S, where
S is from the t-SVD of A =U x S x V*. We can write

=#{i,8(i,i,:) # 0}.

By using property (19), the tensor tubal rank is determined by
the first frontal slice S(:,:, 1) of S, i.e.,

#{i,8(i,1,1) # 0}.

Hence, the tensor tubal rank is equivalent to the number of
nonzero singular values of A. This property is the same as the
matrix case. Define Ay = Zle Ui, ) x8(1,1,:) x V(5 4,:)*
for some k < min(nq,ng). Then Aj, = arg min

rank,(A)

rank,(A) =

- rank[(A)SkH
A|lF, so Ay is the best approximation of A with the tubal
rank at most k. It is known that the real color images can be
well approximated by low-rank matrices on the three channels
independently. If we treat a color image as a three way tensor with
each channel corresponding to a frontal slice, then it can be well
approximated by a tensor of low tubal rank. A similar observation
was found in [10] with the application to facial recognition.
Figure 3 gives an example to show that a color image can be
well approximated by a low tubal rank tensor since most of the
singular values of the corresponding tensor are relatively small.
In Section 3, we will define a new tensor nuclear norm which
is the convex surrogate of the tensor average rank defined as
follows. This rank is closely related to the tensor tubal rank.
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Fig. 3: Color images can be approximated by low tubal rank tensors.
(a) A color image can be modeled as a tensor M € R312X512x3,
(b) approximation by a tensor with tubal rank r» = 50; (c) plot of the
singular values of M.

Definition 2.7. (Tensor average rank) For A € R™"1*"2%"s the
tensor average rank, denoted as rank,(A), is defined as

rank,(A) = irank(bci rc(A)).

n3

(20)
The above definition has a factor n% Note that this factor is
crucial in this work as it guarantees that the convex envelope of
the tensor average rank within a certain set is the tensor nuclear
norm defined in Section 3. The underlying reason for this factor is
the t-product definition. Each element of A is repeated ng times
in the block circulant matrix bcirc(,A) used in the t-product.
Intuitively, this factor alleviates such an entries expansion issue.

There are some connections between different tensor ranks
and these properties imply that the low tubal rank or low average
rank assumptions are reasonable for their applications in real
visual data. First, rank,(\A) < rank(.A). Indeed,

rank,(A) = irank(A)

< max rank(A®) = rank(A),
n3 -1

i1=1,---,n3
where the first equality uses (10). This implies that a low
tubal rank tensor always has low average rank. Second, let

rank,(A) = (rank(A{l}),rank(A{2}),rank(A{3})), where

A} is the mode-i matricization of A, be the Tucker rank of
A. Then rank,(.\A) < rank(A®}). This implies that a tensor
with low Tucker rank has low average rank. The low Tucker
rank assumption used in some applications, e.g., image com-
pletion [18], is applicable to the low average rank assumption.
Third, if the CP rank of A is r, then its tubal rank is at
most 7 [33]. Let A = Y7 | agl) o al(-Q) o agg), where o
denotes the outer product, be the CP decomposition of 4. Then
A=3T7 a;l) o a§2) o dz(-?’), where dl(-g) = fft(al(-g)). So A
has the CP rank at most r, and each frontal slice of A is the
sum of 7 rank-1 matrices. Thus, the tubal rank of .A is at most
r. In summary, we show that the low average rank assumption is
weaker than the low Tucker rank and low CP rank assumptions.

3 TENSOR NUCLEAR NORM (TNN)

In this section, we propose a new tensor nuclear norm which
is a convex surrogate of tensor average rank. Based on t-SVD,
one may have many different ways to define the tensor nuclear
norm intuitively. We give a new and rigorous way to deduce the

—— Tensor-Tensor Product

T-product is|an operator
> Tensor Spectral Norm

| Tensor —

Operator Norm

Tensor Operator Norm

2

Matricization dual norm

convex envelop

Tensor Average Rank Tensor Nuclear Norm

Fig. 4: An illustration of the way to define the tensor nuclear norm
and the relationship with other tensor concepts. First, the tensor
operator norm is a special case of the known operator norm performed
on the tensors. The tensor spectral norm is induced by the tensor
operator norm by treating the tensor-tensor product as an operator.
Then the tensor nuclear norm is defined as the dual norm of the tensor
spectral norm. We also define the tensor average rank and show that
its convex envelope is the tensor nuclear norm within the unit ball of
the tensor spectral norm. As detailed in Section 3, the tensor spectral
norm, tensor nuclear norm and tensor average rank are also defined
on the matricization of the tensor.

tensor nuclear norm from the t-product, such that the concepts
and their properties are consistent with the matrix cases. This is
important since it guarantees that the theoretical analysis of the
tensor nuclear norm based tensor RPCA model in Section 4 can
be done in a similar way to RPCA. Figure 4 summarizes the way
for the new definitions and their relationships. It begins with the
known operator norm [1] and t-product. First, the tensor spectral
norm is induced by the tensor operator norm by treating the t-
product as an operator. Then the tensor nuclear norm is defined
as the dual norm of the tensor spectral norm. Finally, we show
that the tensor nuclear norm is the convex envelope of the tensor
average rank within the unit ball of the tensor spectral norm.

Let us first recall the concept of operator norm [1]. Let
(Vo Illv) and (W, ||-||w) be normed linear spaces and L : V' —
W be the bounded linear operator between them, respectively.
The operator norm of L is defined as

ILI = sup [IL(v)]w. 2D

lvllvy <1
Let V. =C™, W = C™ and L(v) = Av, v € V, where
A € C™*"2 Based on different choices of ||-||y and [|-||w,
many matrix norms can be induced by the operator norm in (21).
For example, if ||-||y and ||||w are ||-|| ¢, then the operator norm
(21) reduces to the matrix spectral norm.

Now, consider the normed linear spaces (V,|-||r) and
(W, ||-||F), where V = Rnzx1xns R™1*1xns - and
L :V — W is a bounded linear operator. In this case, (21)
reduces to the tensor operator norm

I£]| = sup [[£(V)lF.

IVIlF<1

As a special case, if L(V) = A *V, where A € R"1*"2%n3
and V € V, then the tensor operator norm (22) gives the tensor

(22)
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Al == S AV e
= sup |bcirc(A)-unfold(V)|lr  (23)
VIIr<1
=|peire(A)ll; 24)

where (23) uses (14), and (24) uses the definition of matrix
spectral norm.

Definition 3.1. (Tensor spectral norm) The tensor spectral norm
of A € R"M*"2X"s s defined as || Al| := ||bcirc(A)].

By (7) and (10), we have
Al = [[peize(A)]| = [|A].

This property is frequently used in this work. It is known that the
matrix nuclear norm is the dual norm of the matrix spectral norm.
Thus, we define the tensor nuclear norm, denoted as ||.A]|, as the
dual norm of the tensor spectral norm. For any B € R"**"2*"s
and B € C™M™sXN"2N"s we have

(25)

I A« := sup (A, B) (26)

1B[1<1

= sup i(ﬁ,B) 27)
|BlI<1 T3

<! s (4, B) (28)
3 B|<1

:—Ilfill*, (29)
n3

— L peire(A)., (30)
ns3

where (27) is from (13), (28) is due to the fact that B is a block
diagonal matrix in C""3%"2"3 whijle B is an arbitrary matrix
in CMmsxm2m3 (209) yses the fact that the matrix nuclear norm
is the dual norm of the matrix spectral norm, and (30) uses (10)
and (7). Now we show that there exists B € R™ *"2X"3 gych
that the equality (28) holds and thus || A||, = - —|[ocirc(A)]..
Let A=U*S x V" bethetSVDoanndB UxV*. We
have

(A, B) :<U*S*V*,U*V*> 31
_ <U*S*V*,U*V*>
ns
1 r T QY% TTY/%\ i Q
:773 <USV UV > = - Tr(S)
1 - 1
=—|Allx = —[[bcirc(A)l. 32)
ns ns

Combining (26)-(30) and (31)-(32)

A
[Alle =U* S+ V" U+ V")
=U +U*S,V*xV)

ZSZZl

leads to |.A].

- locire( . On the other hand, by (31)-(32), we have

(33)

7

where r = rank,(\A) is the tubal rank. Thus, we have the
following definition of tensor nuclear norm.

Definition 3.2. (Tensor nuclear norm) Let A =U xS x V™ be
the t-SVD of A € R™ *"2%"3_The tensor nuclear norm of A is
defined as

| Al :==(S,T) = ZSzz 1),

where v = rank,(A).

From (33), it can be seen that only the information in the first
frontal slice of S is used when defining the tensor nuclear norm.
Note that this is the first work which directly uses the singular
values 8(:,:,1) of a tensor to define the tensor nuclear norm.
Such a definition makes it consistent with the matrix nuclear
norm. The above TNN definition is also different from existing
works [19], [34], [27].

It is known that the matrix nuclear norm || A||. is the convex
envelope of the matrix rank rank(A) within the set { A|||A|| <
1} [9]. Now we show that the tensor average rank and tensor
nuclear norm have the same relationship.

Theorem 3.1. On the set { A € R™>*"2*"s||| A|| < 1}, the
convex envelope of the tensor average rank rank,(\A) is the tensor
nuclear norm || A||..

We would like to emphasize that the proposed tensor spectral
norm, tensor nuclear norm and tensor ranks are not arbitrarily
defined. They are rigorously induced by the t-product and t-
SVD. These concepts and their relationships are consistent with
the matrix cases. This is important for the proofs, analysis and
computation in optimization. Table 1 summarizes the parallel
concepts in sparse vector, low-rank matrix and low-rank tensor.
With these elements in place, the existing proofs of low-rank
matrix recovery provide a template for the more general case of
low-rank tensor recovery.

Also, from the above discussions, we have the property

1
||A||* = f||bcirc(A) (34)
ns

1 _
o= |14
3

It is interesting to understand the tensor nuclear norm from the
perspectives of beirc(.A) and A. The block circulant matrix can
be regarded as a new way of matricization of .4 in the original
domain. The frontal slices of A are arranged in a circulant way,
which is expected to preserve more spacial relationships across
frontal slices, compared with previous matricizations along a
single dimension. Also, the block diagonal matrix A can be
regarded as a matricization of .A in the Fourier domain. Its blocks
on the diagonal are the frontal slices of A, which contains the
information across frontal slices of A due to the DFT on A
along the third dimension. So beirc(\A) and A play a similar
role to matricizations of A in different domains. Both of them
capture the spacial information within and across frontal slices of
A. This intuitively supports our tensor nuclear norm definition.
Let A = USV™ be the skinny SVD of A. It is known
that any subgradient of the nuclear norm at A is of the form

UV*+ W, where U*W =0, WV =0 and |W]| < 1[32].
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TABLE 1: Parallelism of sparse vector,

low-rank matrix and low-rank tensor.

Sparse vector Low-rank matrix Low-rank tensor (this work)
Degeneracy of 1-D signal ¢ € R™ | 2-D correlated signals X € R™1*"2 | 3-D correlated signals X € R™1%"2X"3
Parsimony concept cardinality rank tensor average rank’
Measure £o-norm ||x||o rank(X) rank, (X)
Convex surrogate £1-norm [[z]]1 nuclear norm [ X ][ tensor nuclear norm [| X[«
Dual norm {oo-norm || ||oo spectral norm || X || tensor spectral norm || X||

2Strictly speaking, the tensor tubal rank, which bounds the tensor average rank, is also the parsimony concept of the low-rank tensor.

Similarly, for A € R™1*"2X"s with tubal rank 7, we also have
the skinny t-SVD, i.e., A = U * S * V*, where Y € Rt X7*n3,
S e R™X"™"3 and VY € R™2X"X"3 in which U™ «U = T and
V* xV = Z. The skinny t-SVD will be used throughout this
paper. With skinny t-SVD, we introduce the subgradient of the
tensor nuclear norm, which plays an important role in the proofs.

Theorem 3.2. (Subgradient of tensor nuclear norm) Let A €
R *72X03 ywith rank,(LA) = 1 and its skinny t-SVD be A = U
S « V™. The subdifferential (the set of subgradients) of || A||« is
A« = UKV WU W = 0, W=V =0, |[W| < 1}.

4 EXxAcT RECOVERY GUARANTEE OF TRPCA

With TNN defined above, we now consider the exact recovery
guarantee of TRPCA in (5). The problem we study here is
to recover a low tubal rank tensor £g from highly corrupted
measurements X = Ly + Sp. In this section, we show that
under certain assumptions, the low tubal rank part £, and sparse
part 8q can be exactly recovered by solving convex program (5).
We will also give the optimization detail for solving (5).

4.1

Recovering the low-rank and sparse components from their sum
suffers from an identifiability issue. For example, the tensor X,
with z;;, = 1 when ¢ = j = k = 1 and zeros everywhere else,
is both low-rank and sparse. One is not able to identify the low-
rank component and the sparse component in this case. To avoid
such pathological situations, we need to assume that the low-rank
component L is not sparse. To this end, we assume L to satisfy
some incoherence conditions. We denote ¢; as the tensor column
basis, which is a tensor of size nq x 1 X ng with its (¢, 1,1)-th
entry equaling 1 and the rest equaling 0 [33]. We also define the
tensor tube basis ¢, which is a tensor of size 1 X 1 X ng with its
(1,1, k)-th entry equaling 1 and the rest equaling 0.

Tensor Incoherence Conditions

Definition 4.1. (Tensor Incoherence Conditions) For L, €
R™M*7™2XM3 - gssume that rank,(Lo) = r and it has the skinny
t-SVD Lo = U * S x V¥, where U € R™X"™" gpd
Y € R2X"™% satisfy U* xU = L and V* *V = I, and
S € R™*"™*"s js an f-diagonal tensor. Then Ly is said to satisfy
the tensor incoherence conditions with parameter |1 if

[
|F S )
ninsg

max |[U” *¢; (35)
=1, ,m

max ||[V*x¢||p < = ) (36)
j=1,,n2 nans
. T
UVl < ([ 37)

ninan

The exact recovery guarantee of RPCA [3] also requires some
incoherence conditions. Due to property (12), conditions (48)-
(49) have equivalent matrix forms in the Fourier domain, and
they are intuitively similar to the matrix incoherence conditions
(1.2) in [3]. But the joint incoherence condition (50) is more
different from the matrix case (1.3) in [3], since it does not have
an equivalent matrix form in the Fourier domain. As observed
in [4], the joint incoherence condition is not necessary for low-
rank matrix completion. However, for RPCA, it is unavoidable for
polynomial-time algorithms. In our proofs, the joint incoherence
(50) condition is necessary. Another identifiability issue arises if
the sparse tensor S has low tubal rank. This can be avoided by
assuming that the support of S is uniformly distributed.

4.2 Main Results

Now we show that the convex program (5) is able to perfectly
recover the low-rank and sparse components. We define n;) =
max(ni,nz) and noy = min(ni, ng).

Theorem 4.1. Suppose that Ly € R"*"*"3 obeys (48)-(50). Fix
any n X n X ng tensor M of signs. Suppose that the support set
Q of 8¢ is uniformly distributed among all sets of cardinality
m, and that sgn ([Solijk) = [Mlijk for all (i,5,k) € €.
Then, there exist universal constants c1,cy > 0 such that with
probability at least 1 — c¢1(nng) ™2 (over the choice of support of
So). (Lo, 80) is the unique minimizer to (5) with X = 1/,/nns,
provided that

and m < pSnQng,

ranky(£) < privts (38)

(log(nms))?

where p, and ps are positive constants. If Ly €
has rectangular frontal slices, TRPCA with A = 1/, /T(1)T3
succeeds with probability at least 1 — c1(n(1yn3)~ 2, provided

Pr1(2) N
that rank,(ﬁo) S Wi))ni))z and m S PsN1MNansg.

R71Xn2Xng

The above result shows that for incoherent L, the perfect
recovery is guaranteed with high probability for rank,(Lg) on the
order of nnz/(p(log nn3)?) and a number of nonzero entries in
S, on the order of n?ns. For Sy, we make only one assumption
on the random location distribution, but no assumption about
the magnitudes or signs of the nonzero entries. Also TRPCA
is parameter free. The mathematical analysis implies that the
parameter A = 1/ \/nn3 leads to the correct recovery. Moreover,
since the t-product of 3-way tensors reduces to the standard
matrix-matrix product when ng = 1, the tensor nuclear norm
reduces to the matrix nuclear norm. Thus, RPCA is a special case
of TRPCA and the guarantee of RPCA in Theorem 1.1 in [3] is a
special case of our Theorem 4.1. Both our model and theoretical
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guarantee are consistent with RPCA. Compared with SNN [13],
our tensor extension of RPCA is much more simple and elegant.
The detailed proof of Theorem 4.1 can be found in the
supplementary material. It is interesting to understand our proof
from the perspective of the following equivalent formulation

1 -
min — (|| L]« + Alfocirc(€E)|1), st X =L+ E, (39)
L,E nj

where (34) is used. Program (39) is a mixed model since the low-
rank regularization is performed on the Fourier domain while the
sparse regularization is performed on the original domain. Our
proof of Theorem 4.1 is also conducted based on the interaction
between both domains. By interpreting the tensor nuclear norm
of £ as the matrix nuclear norm of L (with a factor n%) in the
Fourier domain, we are then able to use some existing properties
of the matrix nuclear norm in the proofs. The analysis for the
sparse term is kept on the original domain since the #-norm
has no equivalent form in the Fourier domain. Though both two
terms of the objective function of (39) are given on two matrices
(L and bcirc(€)), the analysis for model (39) is very different
from that of matrix RPCA. The matrices L and beirc(€) can
be regarded as two matricizations of the tensor objects £ and
&, respectively. Their structures are more complicated than those
in matrix RPCA, and thus make the proofs different from [3].
For example, our proofs require proving several bounds of norms
on random tensors. Theses results and proofs, which have to
use the properties of block circulant matrices and the Fourier
transformation, are completely new. Some proofs are challenging
due to the dependent structure of bcirc(€) for € with an
independent elements assumption. Also, TRPCA is of a different
nature from the tensor completion problem [33]. The proof of
the exact recovery of TRPCA is more challenging since the ¢;-
norm (and its dual norm ¢,-norm used in (50)) has no equivalent
formulation in the Fourier domain.

It is worth mentioning that this work focuses on the analysis
for 3-way tensors. But it is not difficult to generalize our model
in (5) and results in Theorem 4.1 to the case of order-p (p > 3)
tensors, by using the t-SVD for order-p tensors in [22].

When considering the application of TRPCA, the way for
constructing a 3-way tensor from data is important. The reason
is that the t-product is orientation dependent, and so is the tensor
nuclear norm. Thus, the value of TNN may be different if the
tensor is rotated. For example, a 3-channel color image can be
formatted as 3 different sizes of tensors. Therefore, when using
TRPCA which is based on TNN, one has to format the data into
tensors in a proper way by leveraging some priori knowledge,
e.g., the low tubal rank property of the constructed tensor.

4.3 Tensor Singular Value Thresholding

Problem (5) can be solved by the standard Alternating Direction
Method of Multiplier (ADMM) [20]. A key step is to compute
the proximal operator of TNN

min
X ER™1 X2 Xng

1
X+ 1% = VIE @0

We show that it also has a closed-form solution as the proximal
operator of the matrix nuclear norm. Let Y = U * S * V™ be the

Algorithm 3 Tensor Singular Value Thresholding (t-SVT)
Input: Y € RM1*n2Xn3 > (),
Output: D, () as defined in (41).
1. Compute Y = ££t(Y,[],3).
2. Perform matrix SVT on each frontal slice of ) by
fori=1,--- [ do
[U,S,V]=SVD(Y®);
WO =U-(S—-7);-V*

end for

for i = [2tl] +1,---,n3 do
w = conj(W("3ﬂ+2));

end for

3. Compute D, (Y) = i£££(W,[],3).

tensor SVD of Y € R"1*"™2X"3_ For each 7 > 0, we define the
tensor Singular Value Thresholding (t-SVT) operator as follows

D (V) =UxS8, V", (1)

where

8, = i£e((8 — 7)1, [1,3).
Note that S is a real tensor. Above t+ denotes the positive part
of t, i.e.,, t4+ = max(¢,0). That is, this operator simply applies
a soft-thresholding rule to the singular values S (not S) of the
frontal slices of ), effectively shrinking these towards zero. The
t-SVT operator is the proximity operator associated with TNN.

42)

Theorem 4.2. For any 7 > 0 and Y € R™*"2%"3_ the tensor
singular value thresholding operator (41) obeys

Dr(Y) =arg

Proof. The required solution to (43) is a real tensor and thus we
first show that D () in (41) is real. Let Y = U * S * V™ be the
tensor SVD of . We know that the frontal slices of S satisfy the
property (11) and so do the frontal slices of (5 —7)+. By Lemma
2.1, 8, in (42) is real. Thus, D, () in (41) is real. Secondly, by

using properties (34) and (12), problem (43) is equivalent to

min
E€Rn"1 Xn2Xng

1
X+ 5 l1% = YlE. @3)

o1 _ 1l o2
arg min ;B(THXH* +5 X =YF)
= arg min ii?’:(THX'(l)H —|—1|\X(i) —Y@|2). @4
X n3 =1 * 2 LS
By Theorem 2.1 in [2], we know that the ¢-th frontal slice of
D () solves the i-th subproblem of (44). Hence, D, () solves
problem (43). O

Theorem 4.2 gives the closed-form of the t-SVT operator
D.-(Y), which is a natural extension of the matrix SVT [2].
Note that D, () is real when Y is real. By using property (11),
Algorithm 3 gives an efficient way for computing D, ().

With t-SVT, we now give the details of ADMM to solve (5).
The augmented Lagrangian function of (5) is

+5le+€ - x|}
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Algorithm 4 Solve (5) by ADMM

Initialize: Lo =Sy =Yo=0,p = 1.1, ug = le—3, fhmax =
1lel0, e = 1le—8.

while not converged do

1. Update L1 by

L1 = argmin || L] + E—}—gk—X—i—& ;
c 222
2. Update €41 by
Vi

)

Ep+1 = argmin A||E|; + e HE];-J,_l +E-X+==
£ 2 ok

3. Vi1 = Vi + p(Lir1 + Epp1 — X);
4. Update ftj,11 by pr+1 = min(ppig, fmax);
5. Check the convergence conditions

[£x41 = Lilloo <€ [[Ep+1 = Enlloc < e,

[Lrt1+ Exy1 — Xl < e

end while

Then £ and &£ can be updated by minimizing the augmented
Lagrangian function L alternately. Both subproblems have closed-
form solutions. See Algorithm 4 for the whole procedure. The
main per-iteration cost lies in the update of L1, which requires
computing FFT and [23t1] SVDs of n; x ny matrices. The

per-iteration complexity is O ( ninanglogns + n(l)n%z)n3>.

5 EXPERIMENTS

In this section, we conduct numerical experiments to verify our
main results in Theorem 4.1. We first investigate the ability of
the convex TRPCA model (5) to recover tensors with varying
tubal rank and different levels of sparse noises. We then apply it
for image recovery and background modeling. As suggested by
Theorem 4.1, we set A = 1 / \/W in all the experimentsz.
But note that it is possible to further improve the performance by
tuning A more carefully. The suggested value in theory provides a
good guide in practice. All the simulations are conducted on a PC
with an Intel Xeon E3-1270 3.60GHz CPU and 64GB memory.

5.1

We first verify the correct recovery guarantee of Theorem 4.1 on
randomly generated problems. We simply consider the tensors of
size n X n X n, with varying dimension n =100 and 200. We
generate a tensor with tubal rank 7 as a product Ly = P * QF,
where P and Q are n X r X n tensors with entries independently
sampled from A(0,1/n) distribution. The support set €2 (with
size m) of € is chosen uniformly at random. For all (4, j, k) €
Q, let [Eo)ijx = Mjk, where M is a tensor with independent
Bernoulli 1 entries.

Table 2 reports the recovery results based on varying choices
of the tubal rank r of L£( and the sparsity m of £q. It can

Exact Recovery from Varying Fractions of Error

2. Codes of our method available at https://github.com/canyilu.
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TABLE 2: Correct recovery for random problems of varying sizes.
= rank(Lo) = 0.05n, m = ||Eollo = 0.057>

r
P & L—L E—-E
n ‘ r ‘ m ‘rank.([,) ‘ [IS1lo ‘ I ||[~U\(\)1!F ‘ I HEOILI)IlF
00 | 5 [ 5e4 | 5 | 50029 | 2.60—7 | 5.4e—10
200 [ 10 [ 4e5 [ 10 [ 400,234 [ 5.9e—7 [ 6.7e—10
r = rank,(L£o) = 0.05n, m = ||Epllo = 0.1n>
P P L—LC E-€
n [ r [ m [rak@ [ 1500 | Iez20le T IEc80lx
100 [ 5 [ leb | 5 [ 100,117 [ 4.de—7 [ 8.2e—10
200 | 10 | 8¢5 | 10 | 800901 | 4.de—7 | 4.5e—10
r = rank(Lo) = 0.1n, m = ||Eqllo = 0. 1n?
pS S L—C E_¢
n ‘ r m ‘rankl(l:) ‘ 1S1lo ‘ I |E0\[\)1-!F ‘ I \EOI(I)IE‘F
100 [ 10 [ Te5 | 10 | 101952 | 4.8¢—7 | 1.8¢—9
200 | 20 | 8eb | 20 | 815804 | 4.9e—7 | 9.3e—10
r = rank(Lo) = 0.1n, m = ||Epllo = 0.2n>
& I£2-Zol g ‘ I1E—&olr
n e[ om [ [ 1€ [ M5 ol
100[ 0 25 | 10 | 200056 | 7.7e—7 | 4.1e—9
200 [ 20 | 16e5 | 20 | 1,601,008 [ 1.2e—6 [ 3.1e—9
.5

0.1

02 03
rankt/n

01 02 03 04 05

rankt/n

04 05

(a) TRPCA, Random Signs  (b) TRPCA, Coherent Signs

Fig. 5: Correct recovery for varying tubal ranks of L, and sparsities
of €. Fraction of correct recoveries across 10 trials, as a function of
rank(Lo) (x-axis) and sparsity of £o (y-axis). Left: sgn(€o) random.
Right: £9 = Pasgn(Lo).

be seen that our convex program (5) gives the correct tubal
rank estimation of Ly in all cases and also the relative errors
1L — Lo||r/|| Lol are very small, less than 10~°. The sparsity
estimation of & is not as exact as the rank estimation, but note
that the relative errors |€ — Egl|r/||E0]|F are all very small,
less than 10~8 (actually much smaller than the relative errors of
the recovered low-rank component). These results well verify the
correct recovery phenomenon as claimed in Theorem 4.1.

5.2 Phase Transition in Tubal Rank and Sparsity

The results in Theorem 4.1 show the perfect recovery for inco-
herent tensor with rank, (L) on the order of nns/(u(log nng)?)
and the sparsity of £ on the order of n?n3. Now we examine the
recovery phenomenon with varying tubal rank of L from varying
sparsity of £y. We consider the tensor L of size R"*"*"3
where n = 100 and n3 = 50. We generate Ly = P * Q~, where
P and Q are n X r X ng tensors with entries independently
sampled from a N(0,1/n) distribution. For the sparse compo-
nent £y, we consider two cases. In the first case, we assume
a Bernoulli model for the support of the sparse term &£, with
random signs: each entry of € takes on value 0 with probability
1 — p, and values 1 each with probability p/2. The second case
chooses the support €2 in accordance with the Bernoulli model,
but this time sets £9 = Pasgn(Lo). We set = = [0.01 : 0.01 :
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Fig. 6: Comparison of the PSNR values (top) and running time (bottom) obtained by RPCA, SNN and TRPCA on 100 images.

0.5] and ps = [0.01 : 0.01 : 0.5]. For each (I, ps)-pair, we
simulate 10 test instances and declare a trial to be successful if
the recovered L satisfies |[£ — Lo||r/||Lol|r < 1073. Figure
5 plots the fraction of correct recovery for each pair (%, Ps)
(black = 0% and white = 100%). It can be seen that there is
a large region in which the recovery is correct in both cases.
Intuitively, the experiment shows that the recovery is correct
when the tubal rank of L is relatively low and the errors £
is relatively sparse. Figure 5 (b) further shows that the signs of
& are not important: recovery can be guaranteed as long as its
support is chosen uniformly at random. These observations are
consistent with Theorem 4.1. Similar observations can be found
in the matrix RPCA case (see Figure 1 in [3]).

5.3 Application to Image Recovery

We apply TRPCA to image recovery from the corrupted images
with random noises.The motivation is that the color images can
be approximated by low rank matrices or tensors [18]. We will
show that the recovery performance of TRPCA is still satisfactory
with the suggested parameter in theory on real data.

We use 100 color images from the Berkeley Segmentation
Dataset [23] for the test. The sizes of images are 321 x 481
or 481 x 321. For each image, we randomly set 10% of pixels
to random values in [0, 255], and the positions of the corrupted
pixels are unknown. All the 3 channels of the images are cor-
rupted at the same positions (the corruptions are on the whole
tubes). This problem is more challenging than the corruptions
on 3 channels at different positions. See Figure 7 (b) for some
sample images with noises. We compare our TRPCA model with
RPCA [3] and SNN [13] which also own the theoretical recovery
guarantee. For RPCA, we apply it on each channel separably and
combine the results to obtain the recovered image. The parameter
Ais set to A = 1/4y/max (ny,nsy) as suggested in theory. For
SNN in (4), we find that it does not perform well when \;’s
are set to the values suggested in theory [13]. We empirically
set A = [15,15,1.5] in (4) to make SNN perform well in most
cases. For our TRPCA, we format a n; X ng sized image as a
tensor of size n1 X no X 3. We find that such a way of tensor

construction usually performs better than some other ways. This
may be due to the noises which present on the tubes. We set
A =1/y/3max (ny,nz) in TRPCA. We use the Peak Signal-to-
Noise Ratio (PSNR), defined as

2
PSNR = 10log;, ( 1AM ) )

s 1 & = M3

ninansg

to evaluate the recovery performance.

Figure 6 gives the comparison of the PSNR values and run-
ning time on all 100 images. Some examples with the recovered
images are shown in Figure 7. From these results, we have the
following observations. First, both SNN and TRPCA perform
much better than the matrix based RPCA. The reason is that
RPCA performs on each channel independently, and thus is not
able to use the information across channels. The tensor methods
instead take advantage of the multi-dimensional structure of data.
Second, TRPCA outperforms SNN in most cases. This not only
demonstrates the superiority of our TRPCA, but also validates
our recovery guarantee in Theorem 4.1 on image data. Note
that SNN needs some additional effort to tune the weighted
parameters \;’s empirically. Different from SNN which is a
loose convex surrogate of the sum of Tucker rank, our TNN
is a tight convex relaxation of the tensor average rank, and the
recovery performance of the obtained optimal solutions has the
tight recovery guarantee as RPCA. Third, we use the standard
ADMM to solve RPCA, SNN and TRPCA. Figure 6 (bottom)
shows that TRPCA is as efficient as RPCA, while SNN requires
the highest cost in this experiment.

5.4 Application to Background Modeling

In this section, we consider the background modeling problem
which aims to separate the foreground objects from the back-
ground. The frames of the background are highly correlated and
thus can be modeled as a low rank tensor. The moving foreground
objects occupy only a fraction of image pixels and thus can
be treated as sparse errors. We solve this problem by using
RPCA, SNN and TRPCA. We consider four color videos, Hall
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(a) Orignal image (b) Observed image (c) RPCA (d) SNN (e) TRPCA
Index 1 2 3 4 5 6 Index 1 2 3 4 5 6
RPCA | 29.10 | 24.53 | 25.12 | 24.31 | 27.50 | 26.77 RPCA | 1498 | 13.79 | 1435 | 1245 | 12.72 | 15.73
SNN 3091 | 2645 | 27.66 | 26.45 | 29.26 | 28.19 SNN 26.93 | 25.20 | 25.33 | 23.47 | 23.38 | 28.16

TRPCA | 32.33 | 28.30 | 28.59 | 28.62 | 31.06 | 30.16 TRPCA | 12.96 | 12.24 | 12.76 | 10.70 | 10.64 | 14.31

(f) Comparison of the PSNR values on the above 6 images.

(g) Comparison of the running time (s) on the above 6 images.

Fig. 7: Recovery performance comparison on 6 example images. (a) Original image; (b) observed image; (c)-(e) recovered images by RPCA,
SNN and TRPCA, respectively; (f) and (g) show the comparison of PSNR values and running time (second) on the above 6 images.

(144 x176, 300), WaterSurface (128160, 300), ShoppingMall
(256x320, 100) and ShopCorridor (144x192, 200), where the
numbers in the parentheses denote the frame size and the frame
number. For each sequence with color frame size h X w and
frame number k, we reshape it to a (3hw) x k matrix and use
it in RPCA. To use SNN and TRPCA, we reshape the video to
a (hw) x 3 x k tensor’. The parameter of SNN in (4) is set to
A =[10, 0.1, 1] x 20 in this experiment.

3. We observe that this way of tensor construction performs well for
TRPCA, despite one has some other ways.

Figure 8 shows the performance and running time comparison
of RPCA, SNN and TRPCA on the four sequences. It can be seen
that the low rank components identify the main illuminations as
background, while the sparse parts correspond to the motion in
the scene. Generally, our TRPCA performs the best. RPCA does
not perform well on the Hall and WaterSurface sequences using
the default parameter. Also, TRPCA is as efficient as RPCA and
SNN requires much higher computational cost. The efficiency of
TRPCA is benefited from our faster way for computing tensor
SVT in Algorithm 3 which is the key step for solving TRPCA.
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(a) Original (b) RPCA (c) SNN (d) TRPCA
RPCA | SNN | TRPCA
Hall 301.8 | 15532 323.0
WaterSurface | 250.1 887.3 224.2
ShoppingMall | 260.9 744.0 372.4
ShopCorridor | 321.7 | 1438.6 371.3

(e) Running time (seconds) comparison

Fig. 8: Background modeling results of four surveillance video se-
quences. (a) Original frames; (b)-(d) low rank and sparse components
obtained by RPCA, SNN and TRPCA, respectively; (e) running time
comparison.

6 CONCLUSIONS AND FUTURE WORK

Based on the recently developed tensor-tensor product, which is
a natural extension of the matrix-matrix product, we rigorously
defined the tensor spectral norm, tensor nuclear norm and tensor
average rank, such that their properties and relationships are
consistent with the matrix cases. We then studied the Tensor
Robust Principal Component (TRPCA) problem which aims to
recover a low tubal rank tensor and a sparse tensor from their
sum. We proved that under certain suitable assumptions, we can

13

recover both the low-rank and the sparse components exactly by
simply solving a convex program whose objective is a weighted
combination of the tensor nuclear norm and the #1-norm. Bene-
fitting from the “good” property of tensor nuclear norm, both our
model and theoretical guarantee are natural extensions of RPCA.
We also developed a more efficient method to compute the tensor
singular value thresholding problem which is the key for solving
TRPCA. Numerical experiments verify our theory and the results
on images and videos demonstrate the effectiveness of our model.

There have some interesting future works. The work [7] gen-
eralizes the t-product using any invertible linear transform. With
a proper choice of the invertible linear transform, it is possible to
deduce a new tensor nuclear norm and solve the TRPCA problem.
Beyond the convex models, the extensions to nonconvex cases
are also important [21]. Finally, it is always interesting in using
the developed tensor tools for real applications, e.g., image/video
processing, web data analysis, and bioinformatics.
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Appendix

At the following, we give the detailed proofs of Theorem 3.1,
Theorem 3.2, and the main result in Theorem 4.1. Section A
first gives some notations and properties which will be used in
the proofs. Section B gives the proofs of Theorem 3.1 and 3.2
in our paper. Section C provides a way for the construction of
the solution to the TRPCA model, and Section D proves that the
constructed solution is optimal to the TRPCA problem. Section E
gives the proofs of some lemmas which are used in Section D.

APPENDIX A
PRELIMINARIES
Beyond the notations introduced in the paper, we need some other
notations used in the proofs. At the following, we define ¢;;, =
¢; * ¢ * ¢j. Then we have X = (X, ¢;;). We define the
projection

Pal(Z) = Z%kzijk%jk,

ijk
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where 0;jx = 1(; j x)en, Where 1(,) is the indicator function.
Also Q€ denotes the complement of 2 and P, is the projection
onto Q€. Denote T' by the set

T: {u*y* +W*v*’ y7W c RHX’I“XTL3}7 (45)

and by T its orthogonal complement. Then the projections onto
T and T are respectively

Pr(Z)=UxU«Z+Z+xV+V - UxU xZxV* V",

Pr(2)=Z - Pr(Z)

=T, —UU) x Z 5 (L, =V V7),

where Z,, denotes the n X n X ng identity tensor. Note that P
is self-adjoint. So we have

[P (eijn)|F

= (Pr(eijr), eijk)

=(U «U" % eji + e * V V" eik)
—(UU xeijp*V V" )

Note that

UxU" * ek, ¢jk)

UxUu* *Ei*ék*3§,3i*ék*ﬁj>
U x e, U™ x¢; x (8 * e x ¢ e,*c)>
U« Eq,u* * E,)

=l « il

where we use the fact that ¢ * E;f * Ej * ¢f = Iy, which is the
1 x 1 x mg identity tensor. Therefore, it is easy to see that

[ Pr(ei)lF

=[U &l F Vg7 — U7 &x e+ & VI F,

<|U s &l + Vg1

S/”’(711 +ng) (46)
ni1ngng

zzﬂ, when nqy = ny = n. a7

nns

where (46) uses the following tensor incoherence conditions

ax U« b < )L 48)

=1l,n nins

. T

~max ||V x¢|p < £ (49)

j=1,---,n2 Nons

and
T
UV oo </ ——, (50)
ninansg

which are assumed to be satisfied in Theorem 4.1 in our manu-
script.
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APPENDIX B

PROOFs OF THEOREM 3.1 AND THEOREM 3.2

B.1 Proof of Theorem 3.1

Proof. To complete the proof, we need the conjugate function

concept. The conjugate ¢* of a function ¢ : C — R, where
C C R", is defined as

¢"(y) = sup{(y, z) — ¢(x)|z € C}.
Note that the conjugate of the conjugate, ¢**, is the convex
envelope of the function ¢. See Theorem 1.3.5 in [12], [9]. The
proofs has two steps which compute ¢* and ¢**, respectively.
Step 1. Computing ¢*. For any A € R™*"2X"s  the
conjugate function of the tensor average rank
1 1 _
¢(A) = rank,(A) = —rank(bcirc(A)) = —rank(A),
ns ns
onthe set S = {A € R"*">*"3|||A|| <1} is

¢*(B) = sup ((B,.A) —rank,(A))
lA]<1
= sup —((B,A) —rank(A)).
(lA]<1 n?’

Here A, B € C"1"3Xn273 [et ¢ = min{nins, nans}. By von
Neumann’s trace theorem,

(B, A)

q
<2 ail (5D
where 0;(A) denotes the i-th largest singular value of A. Let
A= U151Vl and B = UQSQ‘/Q be the SVD of A and B,
respectively. Note that the equality (51) holds when

U1 U2 and ‘/1 ‘/2 (52)

So we can pick U, and Vi such that (52) holds to maximize
(B, A). Note that the corresponding U and V of U; and V;
respectively are real tensors and so is A in this case. Thus, we
have

B 1 a B _ )
¢ (B) Hiﬁgl ng (;_10( )oi(A) — rank( ))
If A =0, then A = 0, and thus we have o*(B)

=0
for all B. If rank(A) = r, 1 < r < ¢, then ¢*(B) =
733 (ZLl oi(B) — 1") Hence ¢*(1B) can be expressed as
nz - ¢ (B)
:max{O,al(B)— 7201'(1_3)—
i=1

The largest term in this set is the one that sums all positive

(0;(B) — 1) terms. Thus, we have
& (B)
o, IB| <1,
N 7713 (>Xi_oi(B)—7), o,(B)>1lando,1(B)<1

720—1(‘3) _q}

Note that above || B|| < 1 is equivalent to || B]| < 1.
Step 2. Computing ¢**. Now we compute the conjugate of
¢*, defined as

9™ (C) =sgp(<C,B> —¢"(B))

(B -o®),

for all C € S. As before, we can choose B such that

e (L

At the following, we consider two cases, ||C|| > 1 and ||C|| < 1.

If |C|| > 1, then 01(C) = ||C|| = ||C|| > 1. We can choose
o1(B) large enough so that **(C) — o0o. To see this, note that
in

*(c —bup— UléUZB UZB
the coefficient of o (B) is n%’(al (C) — 1) which is positive.
_If €| < 1. then 04(C) = [|C|| = [[C]| < LI ||B] =
| B|| < 1, then ¢*(B) = 0 and the supremum is achieved for
oi(B)=1,i=1,---,q, yielding

=sup
B

o)

q

Z 01(6)

i=1

1

¢ (€)= — *3||C’||* = [[C]]-

If ||C|| > 1, we show that the argument of sup is is always smaller
than [|C||.. By adding and subtracting the term - Zq 0;(C) and
rearranging the terms, we have

n3 \; i=1
:’I’Lig (Z 0i(C)o;(B) Z (04(B) — 1))
— ni Zal(é) + ni Zal(é)
:nig > (0:(B) = 1)(@:(0) ~ 1)
LS B - )@+ LS (@)
[ a—g) 3=t
<%3Z”i(é)
=[|C]...

In a summary, we have shown that

9™ (€) = €],

over the set S = {C|||C|| < 1}. Thus,
envelope of the tensor average rank rank,(C) over S.

« 1s the convex
O
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B.2 Proof of Theorem 3.2

Proof. Let G € 0| Al|«. It is equivalent to the following state-
ments [32]

Al = (G, A),
1G] < 1.

(53)
(54)

So, to complete the proof, we only need to show that G = U
V' + W, whereU" « W =0, WV = 0and |W| <1,
satisfies (53) and (54). First, we have

(G, A =U*V " + W U*xS*xV")
= (Z,8) +0
=[|All.

Also, (54) is obvious when considering the property of YW. The
proof is completed. O

APPENDIX C
DUAL CERTIFICATION

In this section, we first introduce conditions for (Lo, Sp) to
be the unique solution to TRPCA in subsection C.1. Then we
construct a dual certificate in subsection C.2 which satisfies the
conditions in subsection C.1, and thus our main result in Theorem
4.1 in our paper are proved.

C.1

Lemma C.1. Assume that |PoPr| < 3 and A < \/%—3 Then

(Lo, 8o) is the unique solution to the TRPCA problem if there is
a pair (W, F) obeying

Dual Certificates

UV +W) = Asgn(Sop) + F+PaD),

with PTW =0,
[PaDlr < 1.

W < L PaF = 0and | Fl < §, and

Proof. Forany H # 0, (Lo+H,So— H) is also a feasible so-
lution. We show that its objective is larger than that at (Lo, Sp),
hence proving that (L, Sy) is the unique solution. To do this, let
U x V* + Wy be an arbitrary subgradient of the tensor nuclear
norm at L, and sgn (Sp) + Fy be an arbitrary subgradient of
the /1-norm at Sy. Then we have

Lo+ Hl« + A|So — H]1
>[|Loll« + AN|Soll1 + U« V* + Wy, H)
—A(sgn(So) + Fo, H).

Now pick Wy such that (W, H)
(Fo,H) = —||Pq+H|. We have

|PrLH|. and

€0 + M|« + AllSo — Hh
Z[|Loll« + MSolly + [[Prr Hl+ + AllPo- il
+ U=V — Asgn(So), H).

By assumption

[(U V" — Asgn (So) , H)|
<IW.H)|[+ A(F, H)| + A [(PaD, H)|

<BUPrH + N[PasHl) + [ Patlr.
where 8 = max(|W||, | F|lo) < 1. Thus
|1Lo + H|+ + A|So — H|1
> €0l + AlSoll + 5 (1Ps Hll. + X[P Hll)

A
- JIPaRr.
On the other hand,
PaH|r <|PaPrH|r + [[PoaPr HlF
1
< [ HlF + [P HF

1 1
S§H'PQHHF + §||7’QL'H||F +[|[ProH| F.

Thus

[PatH|r <|ParHlr +2(|Pr s Hlr

<ParHl + 2v/ns|Pre K-

In conclusion,

Lo+ H|+ + M|So — Hll1

1
2[1Loll« + AllSolli + 5 (1 = AVng) [|Pr- M|«

A
+Z||7DQL7'L||1,

where the last two terms are strictly positive when # # 0. Thus,
the proof is completed. O

Lemma C.1 implies that it is suffices to produce a dual
certificate WV obeying

WeT+,

Wl < 3,

I"Pald+V*+W — Asgn (So))||r < %,
[Par UV +W)|l < 3.

(35)

C.2 Dual Certification via the Golfing Scheme

In this subsection, we show how to construct a dual certificate
obeying (55). Before we introduce our construction, our model
assumes that 2 ~ Ber(p), or equivalently that Q° ~ Ber(1— p).
Now the distribution of Q¢ is the same as that of Q¢ = Q; U
Qo U-- UL, where each £2; follows the Bernoulli model with
parameter g, which satisfies

]P((Za.77 k) S Q) = P(Bll‘l(]o,q) = 0) = (]_ _ q)jo’

so that the two models are the same if p = (1 — ¢)7°. Note that
because of overlaps between the Q;’s, ¢ > (1 — p)/Jjo.
Now, we construct a dual certificate

W =W¥-E + WS, (56)
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where each component is as follows:

1) Construction of W¥ via the Golfing Scheme. Let j, =
2log(nng) and Q;, j =1,-- -, jo, be defined as previously
described so that 2° = U;<;<;,€2;. Then define

WE =Py, (57)
where

Vi =Yi1+q "Po,PrUU+V* —Y;_1), Yo=0.

Construction of W% via the Method of Least Squares. As-
sume that ||PoPr| < 1/2. Then, |[PoPrPal < 1/4,
and thus, the operator Po — PoPrPq mapping
onto itself is invertible; we denote its inverse by ('PQ —
PaPrPa) L. We then set

W?® = \Pr.(Pa— PaPrPa) lsgn(So). (58

2)

This is equivalent to

WS =\Pr. Y (PaPrPa)’sgn(S).

k>0

Since both WX and W¥ belong to T+ and PoW® =
APo(Z—Pr)(Pa—PaPrPa) 'sen(Sy) = Asgn(Sy),
we will establish that W + W is a valid dual certificate if it
obeys

IWE + W3 < 4,
[Pad+V*+W)|r < 3,
[Por UV + W5+ WP < 3.

(59

This can be achieved by using the following two key lemmas:

Lemma C.2. Assume that Q@ ~ Ber(p) with parameter p < p;
for some ps > 0. Set jo = 2[log(nns)]| (use log(n(1yns) for the
tensors of rectangular frontal slice). Then, the tensor WE obeys
(a) [WE| < 1,

(b) |PaU+V*+W*5)||r < 2,

(©) |[ParU*V* +WF)||w < 2.

Lemma C.3. Assume that Sy is supported on a set ) sampled
as in Lemma C.2, and that the signs of Sy are independent and
identically distributed symmetric (and independent of ). Then,
the tensor WS (58) obeys

(@) W3] < 1,
(b) | PqW?T|

So the left task is to prove Lemma C.2 and Lemma C.3, which
are given in Section D.

A
0o < 5

APPENDIX D
PROOFS OF DUAL CERTIFICATION
This section gives the proofs of Lemma C.2 and Lemma C.3. To

do this, we first introduce some lemmas with their proofs given
in Section E.
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Lemma D.1. For the Bernoulli sign variable M € R"*"*"3
defined as

1,  wp.p/2,
_la w.p. p/25

where p > 0, there exists a function @(p) satisfying
lim+ w(p) = 0, such that the following statement holds with
p—0

with large probability,

M| < p(p)y/nns.

Lemma D.2. Suppose 2 ~ Ber(p). Then with high probability,
|Pr — p~ ' PrPaPr| <«

provided that p > Coe2(urlog(nns))/(nns) for some numer-
ical constant Cy > 0. For the tensor of rectangular frontal slice,
we need p > Coe 2 (prlog(n(yns))/(nz)ns).

Corollary D.3. Assume that Q0 ~ Ber(p), then |PoPr|* <
p+ € provided that 1 — p > Ce=2(urlog(nns))/(nns), where
C is as in Lemma D.2. For the tensor with frontal slice, the
modification is as in Lemma D.2.

Note that this corollary shows that ||PoPr| < 1/2, pro-
vided || is not too large.

Lemma D.4. Suppose that Z € T is a fixed tensor, and €} ~
Ber(p). Then, with high probability,

12 = p7"PrPaZlw < €| 2],

provided — that  p Coe~2(urlog(nns))/(nn3)
(for the tensor of vrectangular frontal slice, p >
Coe 2 (prlog(n(yns))/(nz)yns)) for some numerical constant
Co > 0.

Lemma D.5. Suppose Z is fixed, and Q2 ~ Ber(p). Then, with
high probability,

(61)
>

Conns log(nng)

I(Z ~p~'Pa)2| < [Zloc,  (62)

for some numerical constant Cy > 0 provided that p >
Colog(nns)/(nn3) (or p > Cylog(nyns)/(nyns) for the
tensors with rectangular frontal slice).

D.1

Proof. We first introduce some notations. Set Z; = U * V* —
PrY; obeying

Zj = (PT — qilpT’PQjPT)Zj_l.
So Z; € T forall j > 0. Also, note that when

Proof of Lemma C.2

0> Cpe2T log(nns)
= ©0 nns )

(63)

or for the tensors with rectangular frontal slices g >
—2prlog(nayns)
C()G n(2)ns

1Zill0e < €l Zj-1lloo < €U * V],

, we have

(64)
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by Lemma D.4 and

1Zillr < ellZjallr < UV ||p <€V
We assume € < e !,

1. Proof of (a). Note that Y, = Zj qil’PQj Z;_1. We have

IWE =Pre Vil <D lla ' ProPa, 254l

J

<Y NP Pa, 251 — 25|

J

< ZHqillpanj—l — Zj-l”
J

nng log(nns)
<Cj - 4 Z”Zj—lnoo
J

(65)

gc(/) nns loj(nng) Z E‘j71 ||u " v*”oo
J

<Cl1 - o) nnglog(nns)

U * V| -
The fourth step is from Lemma D.5 and the fifth is from (64).
Now by using (63) and (50), we have

We| < C,

for some numerical constant C’.
2. Proof of (b). Since PY;, =0, PoU+«V* +Pr.Y,,) =
PaUlU« V" —PrY,,) = Pal(Z;,), and it follows from (65)
that

125l < U % V7 |lr < o,

Since € < e~ ! and jo > 2log(nns), €° < (nnz)~2 and this
proves the claim.

3. Proof of (c). We have U * V" + WE = Z, +Yj, and know
that ;, is supported on Q°. Therefore, since || Z;,||r < A/8.
We only need to show that || Y;, [lec < A/8. Indeed,

1Violloo a7 1P, 21l
J
<e 'Y 21l
J

<q! Z ENU V| o
J

Since ||U * V|00 < n‘z‘;g, this gives
! 62
y 1 S C —7
Wilee = e iogtm 2

for some numerical constant C’ whenever ¢ obeys (63). Since

A= 1/\/TL’I’L3, ng”oo S )\/8 if

egc(/ﬂ’(log(ms))z)l/{

nns

The claim is proved by using (63), (50) and sufficiently small

€ (provided that p, is sufficiently small. Note that everything is
—2 prlog(nns) <1 =

consistent since Cye s

D.2 Proof of Lemma C.3
Proof. We denote M = sgn (Sy) distributed as

1,  wp.p/2,
M =10, wp. 1 —p,
-1, wp.p/2.

Note that for any o > 0, {||PaPr| < o} holds with high
probability provided that p is sufficiently small, see Corollary
D.3.

1. Proof of (a). By construction,

WS AP M+ APr Y (PaPrPa)'M

k>1

Z:PTL W(‘)S + ’PTL Wf
Note that |Pr-W5| < [W§I = MM]| and
[PrW? | < WP = AR(M)|, where R =
Y es1(PaPrPa)*. Now, we will respectively show that

A[M|| and A||R(M)|| are small enough when p is sufficiently
small for A = 1/,/nng. Therefor, [W?|| < 1/4.

1) Bound \||M].

By using Lemma D.1 directly, we have that A||M|| < o(p)
is sufficiently small given A = 1/ /nn3 and p is sufficiently
small.

2) Bound | R(M)]|.

For simplicity, let Z = R(M). We have

121 =121l = 1Z]]>-

sup (66)

xeSnn3—1

The optimal « to (66) is an eigenvector of Z*Z.

Since Z is a block diagonal matrix, the optimal
x has a block sparse structure, ie., x € B =
{:B c Rnns|$ = [;L-ir’ ’w: ,:B;LFS],With x; €

R™, and there exists j such that x; # Oand x; = 0,7 # j}.
Note that |||2 = ||z;||2 = 1. Let N be the 1/2-net for S~ !
of size at most 5" (see Lemma 5.2 in [30]). Then the 1/2-net,
denoted as N/, for B has the size at most n3 - 5"*. We have

R(M)]]

[pdiag(R(M))|

<:B, bdiag(R(M))y>

sup
x,yeB

<:l:y*, bdiag(R(M))>

sup
xz,yceB

(baiag*(zy"), RIM)).

sup

x,yeB

where bdiag®, the joint operator of bdiag, maps the block

diagonal matrix xy* to a tensor of size m X n X ng. Let

Z' =bdiag*(zy*) and Z = ifft(Z’,[],3). We have
IR(M)] (2 R(M))

sup
xz,ycB
sup nsz (Z, R(M))
x,ycB

sup n3 (R(Z), M)
xz,yeB

< sup 4ng <R(Z)7M>

xz,ycN’
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For a fixed pair (x, y) of unit-normed vectors, define the random
variable

Conditional on © = supp(M), the signs of M are independent
and identically distributed symmetric and Hoeffding’s inequality
gives

—2t2
P(| X (x,y)| > t|©2 §2exp<7).
(IX(@y)l > ) [ins R
Note that [4nsR(2))|r < dns||RIIZ|| 7 =

4/13|R|IZ'|| r = 4\/n3||R||. Therefore, we have

2
P| sup [X(z y)|>tQ] <2IN'|?ex (—7)
<m,ye%/' vl =1 ) Mo S mpe

Hence,
712 t2
PRM)| > 1) < 2N Pexp (— g )
(R > 160) < 28 P exp (— 5
On the event {||PoPr| < o},

IRI <D o* =

k>1

02

1—02’

and, therefore, unconditionally,

P([[R(M)| >t)

19 72t2 1—o02
<2|N ——— P > =
<ANPoxp (<30 ) +B(IPaPrl 2 ). 1= 55

'72t2
-5 exp (<10 ) + P (1PaPr] 2 o).

8713
Let ¢t = cy/nns, where ¢ can be a small absolute constant.
Then the above inequality implies that ||R(M)]| < ¢ with high

probability.
2. Proof of (b) Observe that

PaW? = A\Po.Pr(Pq — PaPrPq) ‘M.

Now for (i,7,k) € QF, ng <VV$7 eijk>, and we
have Wik A(Q(i,7,k), M), where Q(i,j, k) is the
tensor —(Pgq — PaPrPa) 'PaPr(ejx). Conditional on
Q = supp(M), the signs of M are independent and identically
distributed symmetric, and the Hoeffding’s inequality gives

2t2 )

196, 4, k)%

By using (47), we have
PPt (eiji)lr <I|PaPrlll|Pr(eijr)llr

2
<o/ £ )
nns

]P’(|Wzk| > tA|Q2) < 2exp (
and
P(sup Wikl > tA/ns|€)

2t?
Supi,j,k” Q(i, j, k) H%

§2n2n3 exp (—

19

on the event {||PaPr| < o}. On the same event, we
have [|(Pa — PaPrPa) ']l < (1 — 0?)~! and thus

193, 4, k)% < % - Then, unconditionally,

P (sup Wil > tA)
irjok

nnsgy2t?
<t exp (-0 ) 1 B([PaPrl 2 0)

where v = 557
pLnng log(nng)’f and p!. is sufficiently small.

(1—02)? . :
5. This proves the claim when ur <

O

APPENDIX E

PROOFS OF SOME LEMMAS

Lemma E.1. [29] Consider a finite sequence {Z}} of inde-
pendent, random ni X no matrices that satisfy the assump-
tion EZ, = 0 and ||Zy| < R almost surely. Let o* =
max{|[3, E[Ze 2] |, max{ | E[Z; Zi][}. Then, for any
t > 0, we have

t2
P Zy|| > t| <(n1 +ng)exp <—2>
[ Zk: 202 + s Rt
3t2 2
<(n1 + n2)exp (—@) , fort < %.

Or, for any ¢ > 0, we have

Z Z|| > 24/co?log(ny + na) + cBlog(ny + n2),

k
with probability at least 1 — (n1 + ng)lfc.

E.1

Proof. The proof has three steps.
Step 1: Approximation. We first introduce some notations. Let
H

My
H
2

Proof of Lemma D.1

f; be the i-th row of F',,,, and M7 = € Rnmsxn
M}

be a matrix unfolded by M, where M fl € R™%™ ig the i-th

horizontal slice of M, i.e., [MH];W- = M,;;. Consider that

3

M = ££t(M,[],3), we have
fiMy
;M

[ )

f; M}
where M; € R™*™ is the i-th frontal slice of M. Note that
M = || M| = max [ M.

i=1,

(67)
Let N be the 1/2-net for S"~! of size at most 5" (see Lemma
5.2 in [30]). Then Lemma 5.3 in [30] gives

M| <2 M;z||-.
1M < 2 max || M| (68)
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So we consider to bound || M;x||. ~
Step 2: Concentration. We can express || M;x||3 as a sum of
independent random variables

n n
M]3 =D _(ff M) = 23, (69)
j=1 j=1
where z; = (MY fix*), j = 1,--- ,n, are independent sub-

gaussian random variables with Ez7 = pl| fiz*[|% = pns. Using
(60), we have

1, wp.p,
0, wp.1—p

H
[[M 5 | = {
Thus, the sub-gaussian norm of [Mf}kl, denoted as ||-||,, is

_1 1
1M Tl =supp 2 (B[[M] ul?])7
b=z

Define the function ¢(x) = z~2p+ on [1,+00). The only
stationary point occurs at z* = log p~2. Thus,

¢(z) <max(¢(1), p(z"))
= max (p, (log p™2) ™2 piowi™ 2)
=(p). (70)
Therefore, H[Mf]klnwz < 4(p). Consider that z; is a sum of
independent centered sub-gaussian random variables [M JH Jki’s,
by using Lemma 5.9 in [30], we have 2, < a(y(p))ns,
where c; is an absolute constant. Therefore, by Remark 5.18 and

Lemma 5.14 in [30], z7 — pns are independent centered sub-
exponential random Varlables with || 25 — pnglly, < 2[|z7, <

41217, < der(y(p))?ns.
Now, we use an exponential deviation inequality, Corollary

5.17 in [30], to control the sum (69). We have
P (|| M3 -

pnng| > tn)
=P Z(ZJ2 —png)| > tn
j=1

. t ’ t
<2exp <—C2" i ((461(%/1(0))2”3) ’ 401(1/’(/’))2”3)) 7

where ¢ > 0. Let t = c3(2)(p))?n3 for some absolute constant
cg, we have

P (|[[Miz|5 — prns| > e3(v(p))*nng)
c3

2
<2exp <—02n min <<4€§1) ,401)> .

Step 3 Union bound. Taking the union bound over all « in the
net N of cardinality | V| < 5", we obtain

2%wmeQ

2
<2-5"-exp <—02n min ((46031) ,46031)> .

P M;z|? —
ng|m2 pns

20

Furthermore, taking the union bound over all¢ =1, ---
have

, N3, We

P <miax Imneaif<||]\_41w||% — pnng

ZQW@YWQ
cs

2
<2-5"-.n3-exp (—chmin ((46631) ’401)> .

This implies that, with high probability (when the constant c3 is
large enough),

(71

ma ma| M|} < (p+ es((p)))nns.

Let ¢(p)

= 2¢/p+ c3(¥(p))? and it satisfies lim ¢(p) = 0
p—0t+

by using (70). The proof is completed by further combining (67),
(68) and (71). O

E.2 Proof of Lemma D.2

Proof. For any tensor Z, we can write

( _1PTPQPT — 'PT)Z

—Z 15uk <euka’PTZ> ,PT(QLJk)
ijk
= Z %ijk(Z
ijk
where Hjp, : R?X7X"3 — RMXMXN3 s g self-adjoint random

operator with E[#;;;] = 0. Define the matrix operator Hj, :
B — B, where B = {B : B € R"™"X"3} denotes the set
consists of block diagonal matrices with the blocks as the frontal
slices of B, as

H;ju(Z) = (p~"bijr — 1) (eiji, Pr(Z)) bdiag(Pr(eijn))-
By the above definitions, we have |H;x|| = |H;jx|l and
120k Higell = 1245 H;ji||. Also Hyjy, is self-adjoint and
E[H;;i| = 0. To prove the result by the non-commutative Bern-
stein inequality, we need to bound || H ;|| and szk E[lejk] H
First, we have
HFIz]kH = Ssup ||I_{ijk(z)||F
1zl r=1
< sup p Y[ Pr(en)|rloaiag(Pr(ein)lr | 2] r
1Z]| F=1
= sup p | Prleyn)lFlZllr
2]l F=1
2ur
nngp

where the last inequality uses (47). On the other hand,

by direct computation, we have I?Il]k(Z) (p Yok —
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1)2 (eijn, Pr(Z)) (eiji, Pr(eiji)) bdiag(Pr(eijr))-
that E[(p~ ;51 — 1)?] < p~'. We have

Note

> _E[H}(Z)]

ijk P

S,O—l Z <eijk7 PT(Z)> <eijk7 ’PT(eﬁk)) bdiag(m)

ijk F

< VIPrlel} |2 teie Pr(2)

ijk »
=p~ "3l Pr(eiji) | FIPr(2) | F
<p sl Pr(ep) B2
=p "Pr(eii) 7 Z]|

2,u7"
HZIIF

This implies |32, EIL
E.1, we have

”k H < 25” Let € < 1. By Lemma

P [||p_1PTPQPT —Pr| > 6}

=P Z’Hijk > €
ijk
=P Zﬁiﬂg > €
ijk
<2 5 ¢
nng ex _—
3G\ TS " 2ur/(nnsp)

<2(nng)' 1%,

where the last inequality uses p > Coe~2urlog(nns)/(nns).
71 . . oge

p *PrPaPr — Pr| < €holds with high probability

for some numerical constant Cj. O

E.3 Proof of Corollary D.3

Proof. From Lemma D.2, we have
[Pr—(1—p) '"PrPq.Pr| <

provided that 1 — p > Cpe 2
Pa + Pgr, we have

(urlog(nng))/n. Note that Z =

[Pr—(1—p) ' PrPq. Prl = (1-p)~
Then, by the triangular inequality
[PrPaPrll < e(l—p)+pl|Prll = p+ el —p).

The proof is completed by using ||PoPr|? = |PrPaPrl.
O

YPrPaPr—pPr).

21

E.4 Proof of Lemma D.4
Proof. For any tensor Z € T, we write
17DT’PQ Z P 517k217kPT(ezjk)
ijk

The (a, b, c¢)-th entry of p~!PrPq(Z) —
a sum of independent random variables, i.e.,

Z can be written as

<p_1PTPQ(Z) - Zv eabc>

=> (p7"6ijk — Dziji (Pr(eijr), eave)
ijk

= Z tijks
ijk

where t;;;’s are independent and E(¢;;5) = 0. Now we bound
|tzjk| and | Ezﬂc E[tljk]‘ First

[tik]

<p N ZsoIPr(eiji) |7 | P (eave) | 7
2ur

< [ Z]]oo-
nngp

Second, we have

> E[t]

ijk
_ 2
<p 1||Z||ioz<’PT(eijk);9abc>
ijk
=M IZ12 D (ks Pr(eane))’
ijk
—P_1||Z||2 [P (eave) | 7
T Z)2,.
nngp
Let ¢ < 1. By Lemma E.1, we have
P H[p_l,PT’PQ(Z) - Z]abc' > 6HZ”oo]

=P Ztijk > €| 2|0

ijk
2 =z 2
oo (22
8 2ur|| 2%,/ (nnsp)
<2(nng) " 15,
where the last inequality uses p > Coe 2urlog(nns)/(nn3).
Thus, ||p~"PrPa(Z) — 2|l < €||Z]/o holds with high

probability for some numerical constant Cj. O

E.5 Proof of Lemma D.5
Proof. Denote the tensor Hj, = (1 - pfléijk) Zijkeijk- Then
we have
(I — pfl’Pg)Z = Zﬂijk'
ijk
Note that §; jk s are independent ragdom scalars. Thus, H;;1’s are
independent random tensors and Hj;;;.’s are independent random
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matrices. Observe that E[H ;] = 0 and | H;jx|| < p7 Y| Z || co-
We have

> E[H;;, Hiji]
ik

=D E[H « Hij]

ijk

=D E[(1 = p " 6ijk) )27 (85 % &)

ijk
_|1=r 2 o ek
= Z Zin (85 % €5)
Pk
nnsg
A similar calculation yields HZZJICE[I?I:]]{)H—ZJ]C]H <

plnng||Z||%,. Let t = /Connslog(nnz)/p||Z| - When
p > Cplog(nns)/(nng), we apply Lemma E.1 and obtain

P[(Z - p~'Pa)Z| > 1]

=P Z%ijk >t

ijk

=P Zﬁ”k >t

ijk

1 Z|?
ommgp (-3 CnnaloBuns)l 71 )

8 nns|| 23 /p
§2(nn3)1_%c‘).

Thus, ||(Z — p~'Pq)Z|| > t holds with high probability for
some numerical constant CY. O

22
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