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SUMMARY

We report a 100-million atom-scalemodel of an entire
cell organelle, a photosynthetic chromatophore
vesicle from a purple bacterium, that reveals the
cascade of energy conversion steps culminating in
the generation of ATP from sunlight. Molecular dy-
namics simulations of this vesicle elucidate how the
integral membrane complexes influence local curva-
ture to tune photoexcitation of pigments. Brownian
dynamics of small molecules within the chromato-
phore probe the mechanisms of directional charge
transport under various pH and salinity conditions.
Reproducing phenotypic properties from atomistic
details, a kinetic model evinces that low-light adapta-
tions of the bacterium emerge as a spontaneous
outcome of optimizing the balance between the chro-
matophore’s structural integrity and robust energy
conversion. Parallels are drawn with the more uni-
versal mitochondrial bioenergetic machinery, from
whence molecular-scale insights into the mechanism
of cellular aging are inferred. Together, our integrative
method and spectroscopic experiments pave the
way to first-principles modeling of whole living cells.

INTRODUCTION

Living cells are brimming with the activity of hundreds of macro-

molecular complexes fulfilling their biological functions. Housed

within subcellular compartments, so-called cell organelles,

these complexes form an intricate circuitry of physicochemical

reactions, giving rise to biological properties such as growth,

adaptation to environmental change, and co-accommodation

of competing functions. A physical model of the emergence

of phenotypic properties from detailed atomistic interactions

is expected to offer direct insights into the rules of life

(Camargo, 2018). However, atomic-level investigations of

cellular processes have so far been impeded by the sheer

complexity of the network of interactions, the timescales of the

cell cycle, and the lack of essential experimental information

(Goh et al., 2016).

Bolstered by groundbreaking developments in high-resolution

imaging (Rust et al., 2006) and cryo-electron microscopy

(Cheng, 2015), the atomic structures of many protein complexes

are now experimentally accessible. However, structures alone

provide limited information about the function of these com-

plexes, in particular how they interact with each other in large-

scale networks. Bioinformatics and systems biology approaches

integrating libraries of existing experimental data have attemp-

ted to predict phenotypes from genotypes (Karr et al., 2012).

The resulting models, however, can be plagued by false

positives, often originating from experimental errors or mathe-

matical heuristics (Korte and Farlow, 2013). Cell-scale models

conceived from first principles can resolve the physical and

chemical events that underlie the emergent phenotypes and ul-

timately render a comprehensive picture of the cellular machin-

ery in action.

Here, we employ an array of physics-based approaches to

decipher the functional circuitry of a bacterial energy-harvesting

organelle, the chromatophore (Allen, 2017; Blankenship, 2014).
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With hundreds of proteins embedded in a vesicular membrane

(Figure 1), the chromatophore from Rhodobacter sphaeroides

(Rba. sphaeroides) absorbs sunlight to produce ATP. We

explore, in atomistic detail, the pathways of energy metabolism

within chromatophore vesicles to determine how light-specific

phenotypes of purple bacteria emerge from the collective action

of proteins. Our simulations identify the mechanisms that bioen-

ergetic protein networks commonly exploit to minimize energy

dissipation, recover from environmental stresses, and avoid

apoptosis. More broadly, we elucidate how the physicochemical

Figure 1. Physical Model of a Chromatophore

(A) Photosynthetic energy conversion in a purple bacterial chromatophore. Light energy absorbed by light-harvesting LH2 and LH1 complexes is channeled to the

reaction center (RC), where a charge separation is stabilized as a reduced quinone, and the electron hole is filled by reduced cyt c2. Subsequent turnovers of the

bc1 complex generate a proton-motive force that drives ATP synthesis.

(B) All-atom model of the chromatophore from the purple bacterium Rba. sphaeroides. Illustrated using two halves of a transverse section, the final configuration

of the all-atom model was obtained after 0.5 ms of explicit solvent all-atom equilibrium MD simulation. The model features 82 bioenergetic complexes (63 light-

harvesting LH2 complexes [green], 11 dimeric and 2monomeric RC-LH1 complexes [LH1, red; RC, blue], 4 bc1 dimers [magenta], and 2 ATP synthases [orange]),

together with 4,011 light-absorbing antenna molecules (2,469 BChls and 1,542 carotenoids) embedded in a membrane of approximately 17,200 lipid molecules

(lipid phosphate is indicated in yellow). The vesicle is embedded in a rectangular volume of explicit water (shown in SI) and 4,624 sodium ions to ensure neutrality.

The simulation system consists of 136,833,034 atoms and measures 112 3 112 3 112 nm.
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reactions within a membrane-based cellular organelle are wired

to preserve the delicate balance between structural integrity,

robust energy conversion, and cellular growth.

RESULTS

A Physical Model of the Chromatophore
The bacterial chromatophore converts light into ATP in a multi-

step process (Figure 1A; Video S1). First, light is absorbed by

the LH2 and LH1 light-harvesting complexes, and then the en-

ergy migrates to the reaction center (RC), where charge separa-

tion by electron transfer occurs. The outcome is a reduced

quinone (quinol) that leaves the RC and diffuses to the cyto-

chrome bc1 (bc1) complex, where a proton-motive force is

generated for the synthesis of ATP. Abstraction of an electron

from bc1 by cytochrome c2 (cyt c2), and docking of this reduced

cyt c2 fills the electron hole in the RC and resets the system for

another charge separation. We have developed several first-

principle models that reflect the complexity of these coupled

energy-conversion processes and link the microscopic configu-

ration of the proteins within the chromatophore membrane to

the rate of ATP synthesis and, hence, to the phenotype of the

bacterium.

An atomistic model of the Rba. sphaeroides chromatophore is

composed of proteins, lipids, cofactors, and charge carriers

immersed in water and ions. Illustrated in Figure 1B, this model

builds on earlier versions (Sener et al., 2007, 2010) based on

atomic-force microscopy (AFM) (Bahatyrova et al., 2004; Olsen

et al., 2008; Adams and Hunter, 2012; Cartron et al., 2014), elec-

tron microscopy (Qian et al., 2008; Cartron et al., 2014), crystal-

lography (Qian et al., 2013), mass spectrometry (Jackson et al.,

2012; Cartron et al., 2014; Woronowicz and Niederman, 2010),

and optical spectroscopy (Dahlberg et al., 2017). The 136-

million-atom fully hydrated chromatophore vesicle had an

average inner diameter of 52 nm (Adams and Hunter, 2012)

and contained 82 bioenergetic complexes together with 4,011

light-absorbing antenna molecules embedded in a membrane

of 17,200 lipid molecules containing 22% POPC, 22% POPG,

and 56% POPE in the outer, cytoplasmic side of the vesicle

and 24% POPC, 10% POPG, and 66% POPE in the inner, peri-

plasmic side (Cartron et al., 2014). In addition, 600 quinone (ubi-

quinone-10) charge carriers were uniformly placed within the

membrane, and another 300 were placed in the vicinity of the

bc1 and RC-LH1 complexes (Sener et al., 2016).

The initial all-atommodel of the chromatophore was simulated

by all-atom molecular dynamics (MD) (Karplus, 2014) for more

than half a microsecond (Table 1 and Figures S1). The simulation

revealed changes in local curvature and composition of the lipid

membrane surrounding the proteins, and characterized dy-

namics of quinone molecules in the membrane. The resulting

molecular configurations were used to determine the effect of

membrane disorder on light absorption as well as to elucidate

the principles of directional charge transport within the vesicle.

Rates of individual processes were integrated into a kinetic

model of ATP synthesis. This integrated model captures the

emergence of light-adaptation phenotypes in purple bacteria

starting from all-atom details. Further details regarding the

pros and cons of our model are provided in Method Details.

Segregation of Proteins Enables Heterogeneous
Membrane Curvature
Analysis of theMD trajectory shows protein-driven heterogeneity

in membrane curvature and its impact on energy transfer pro-

cesses. The shape of a chromatophore departs from that of an

ideal sphere, displaying distinct protein-sculpted features on

the surface (Figure 2). Specifically, the local curvature in the

vicinity of the LH1 dimers or of hexagonally packed LH2 com-

plexes is closed (convex), with a radius of 200–250 Å, whereas

curvature in the vicinity of the bc1 complex is flatter, with a radius

of 400–500 Å (Figures 2A and 2B). A 40-ms coarse-grained MD

simulation (Marrink et al., 2007) confirmed the curvature modula-

tions observed in the 0.5-ms all-atom MD simulation (Figure 2C),

reinforcing our conclusion that the shape of bc1 dimers is

compatible with that of a planar membrane.

Differences in membrane curvature near the LH1, LH2, and

bc1 complexes (Figures 2D and 2E) are amanifestation of the un-

even hydrogen bonds they form with the lipid head groups on

the cytoplasmic and periplasmic sides of the membrane bilayer

(Figures S2A–S2C). The RC-LH1 dimers and hexagonally

packed LH2 complexes form 3- to 4-fold more hydrogen bonds

on the cytoplasmic side of the chromatophore than on the peri-

plasmic side, introducing curvature in the membrane (Olsen

Table 1. Table Summarizing All Simulations Employed in the Current Study

Simulation Type Simulation System System Size Number of Runs Simulation Length Cumulative Time

MD chromatophore vesicle 136 M 1 0.5 ms 0.5 ms

ZNDO/S-CIS 63 LH2 rings (vesicle) 63 3 1M 200 snapshots 50 ps 10 ns

ZNDO/S-CIS 1 LH2 rings (flat) 0.2 M 10,000 snapshots 1 ps 10 ns

MARTINI 1 bc1 complex 0.06 M 1 40 ms 40 ms

BD 500 copies of cyt. c2 N/A 6 10 ms 30 ms

5,000 quinone molecules N/A 1 2.8 ms 2.8 ms

Bias exchange

umbrella sampling

1 3 bc1ox-c2red 0.5 M 34 windows 100 ns 3.4 ms

1 3 bc1red-c2ox 0.5 M 34 windows 100 ns 3.4 ms

1 3 RCox-c2red 0.5 M 34 windows 100 ns 3.4 ms

1 3 RCred-c2ox 0.5 M 34 windows 100 ns 3.4 ms

1 3 bc1ox-c2red (20 mM) 0.5 M 34 windows 100 ns 3.4 ms
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et al., 2008). In contrast, hydrogen bond mismatch is minimal for

bc1 complexes, eliciting a flatter topography in their vicinity. This

protein-induced reshaping of the chromatophore membrane

(Figure 2E) supports the hypothesis of segregation of bc1 from

LH1 and LH2 derived from AFM experiments (Cartron et al.,

2014; Kumar et al., 2017). We find that the proteins with strong

curvature dependence, such as the dimeric RC-LH1-PufX and

LH2 of Rba. sphaeroides (Frese et al., 2008; Olsen et al., 2008),

are packed together into a spherical arrangement (Chandler

et al., 2008), whereas those agnostic to curvature (bc1) are

sequestered within isolated domains that become locally flat.

Thus, deviation of the membrane from an ideal sphere (Noble

et al., 2018) allows co-localization of groups of proteins into

neighborhoods with distinct curvature-dependent functions.

The hydrogen bonding pattern in bc1 induces such local curva-

ture differences, supporting organelle budding.

To elucidate the effect of membrane disorder and local

curvature on light absorption by LH2, large-scale QM/MM
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Figure 2. MD Simulation Reveals Protein-Specific Heterogeneity of Membrane Curvature

(A and B) Snapshots of the chromatophore vesicle at the beginning (A) and after 500 ns (B) of the MD simulation. The membrane is nearly flat in the vicinity of the

bc1 complexes (magenta) but convex near other proteins (see also Figure S2D). Insets: enlarged views of the two proximal bc1 complexes that induce the largest

change in local membrane curvature. The tilt angle (q) between the two proximal bc1 complexes decreases during the simulation, reflecting a gradual increase in

the local radius of curvature (the tilt angle-radius of curvature relationship is discussed in Method Details: Equation 3). A dotted line indicates the radius of the

membrane vesicle at the beginning of the MD simulation (Figure S1C).

(C) Flat-to-convex curvature in the vicinity of the bc1 complexes observed in the all-atom (AA) and coarse-grained (CG) MD simulations; phosphate head groups

of POPE, POPG, and POPC are shown as red, green, and blue beads, respectively.

(D) 2D Mollweide projection map of the chromatophore vesicle with the four types of membrane protein complex annotated.

(E) Top: Mollweide projection maps of the chromatophore membrane, illustrating the radial distances of its atoms to the vesicle’s center of mass at 0, 250, and

500 ns of the AA MD simulation. The distance is highest for the protruding ATP synthase motors, smallest for the bc1-rich areas, and almost uniform across the

rest of the chromatophore membrane. Bottom: local radius of curvature at every point on the chromatophore, derived using a 2D curve fitting protocol (Method

Details: Equations 1 and 2) at 0, 250, and 500 ns of AA MD. The radius of curvature is uniform across the chromatophore, except for the bc1-rich patches, where

the membrane is considerably flatter, and the radius exceeds 500 Å.
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computations were performed. The ZINDO/S-CIS level of the-

ory was used with atomic models extracted from the all-atom

MD simulations. These simulations showed that the light-

absorbing rings of LH2 B800 bacteriochlorophyll (BChl) deviate

from their crystallographic orientations by tilt angles ranging

from 0� to 30� about the transition-dipole axis (Figures 3A and

3B). Such a reorientation of the B800 rings within the chromato-

phore has been implicated in the enhancement of the energy

transfer rate from the B800 to B850 BChls (Ogren et al.,

2018). The QM/MM computations indicate a selective broad-

ening of the B800 absorption band relative to B850 (Figures

3C and S2) as well as a wider distribution of the ring-averaged

excitation energies. The 10-meV width of the excitation energy

distribution (Figure S3) is similar to values of 7.4 and 9.4 meV

previously extracted from pump-probe experiments (Stross

et al., 2016). Our simulation identifies two factors that influence

reorientation and spectral broadening of B800. First, curvature-

specific rearrangement of the N-terminal domains of LH2 at the

protein-lipid interface reorients the B800 pigments to unique

conformations observed only in the chromatophore (Figure 3D).

Second, the lipid tails in the local environment of B800 are 1.25-

to 2-fold more disordered than those in a flat membrane

(Figures S3B–S3F; Yesylevskyy et al., 2017), which allows fluc-

tuation in the orientation of B800 pigments and consequent

broadening of inter-pigment couplings. In contrast, the B850

rings are minimally exposed to the lipid tails, and little line
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Figure 3. Thermal Disorder in the Chromatophore Membrane Modifies Inter-pigment Excitation Transfer

(A) The structure of LH2 pigments, indicating the arrangement of B800 and B850 BChl molecules. Each LH2 complex is composed of a ring of nine B800

molecules oriented perpendicularly to nine pairs of B850 molecules. Nine carotenoid molecules are also shown in orange.

(B) Orientation of the B800 pigments relative to their crystallographic geometry (PDB: 1NKZ) about the transition-dipole, NB-ND axis (inset) (Ogren et al., 2018) for

LH2 in the flat membrane (black) versus the chromatophore (red). A statistical shift in the B800 orientation angles of 11� relative to the crystallographic geometry is

observed.

(C) Distributions of excitation energies in BChl B800 for the simulation of a single ring in a flat membrane (black) and for all rings in the chromatophore (red),

indicating line broadening. (inset) A scatter diagram of the B800 molecules depicts a broader range of orientations in the chromatophore than in a flat membrane

(also shown in Figure S2F).

(D) Large-scale conformational transition observed when LH2 is simulated in a flat (green) versus a curved (red) membrane because of reorientation of the

C-terminal helices. Inset: close-up view of the N-terminal helix, showing arginine residues (represented in CPK and outlined in blue) engaged in formation of

additional hydrogen bonds with the phosphate head groups (indicated in red) to induce curvature. Accommodation of these interactions results in reorganization

of the N-termini, which directly coordinate with the Mg2+ ion of B800, reorienting the porphyrin ring. Minimal reorganization is observed on a flat membrane

(indicated in green).

(E) Distribution of hydrogen bonds between LH2 and phosphate head groups, showing a mismatch in the curved membrane, which induces the conformational

changes depicted in (D).
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broadening is observed. Altogether, the selective reorientation

of pigments and broadening of their absorption spectrum

accentuate the role of the lipid environment in modulating light

absorption by the chromatophore.

The Quinone Pool Employs Two Distinct Modes of
Diffusion for Mediating Membrane-wide Charge
Transfer
Charge-carrier quinone molecules transfer energy between the

protein complexes of the chromatophore by shuttling electrons

from RC-LH1 to bc1 (Figure 1A). The energy conversion effi-

ciency of the entire network therefore is expected to depend

on the diffusion and binding dynamics of the quinone (Sener

et al., 2016). These charge-transfer processes were simulated

with atomistic detail to probe the rate-determining step of energy

conversion from sunlight intake to ATP output.

Analysis of the diffusion of 900 quinone molecules in the chro-

matophore shows two distinct types of motion the quinones

perform within a membrane: swimming and diving Figure 4A.

The probability of finding a quinone at different depths of the

membrane was monitored using potential of mean force (PMF)

calculations (Method Details: Umbrella Sampling Simulations).

These calculations indicate that the dione head groups of swim-

ming quinones are located within the plane of the lipid head

groups, whereas those of diving quinones are found near the

membrane midplane (Figure 4B). The calculated diffusion coeffi-

cient of the swimming quinones (7.7 3 10�8 cm2 s�1) is compa-

rable to that of bulk lipids. In contrast, the diving quinones diffuse

at least three times faster (2.1 3 10�7 cm2 s�1) (Figure S4A).

Although both values are well within the 10�6-10�8 cm2 s�1

range of measured quinone diffusivities (Di Bernardo et al.,

1998), our computations clearly distinguish between the two

distinct diffusion mechanisms that collectively contribute to

this apparently wide range of experimental values. Employing

the PMF of Figure 4B and integrating the two modes of quinone

dynamics into a spatially dependent diffusion map (Method De-

tails: BD Simulations), Brownian dynamics (BD) simulations (Er-

mak and Mccammon, 1978) were performed to measure the

rate of diffusive quinone transport within the chromatophore.

These computations yielded a mean first passage time of

101 ms for the quinone movement between the RC-LH1 and

bc1 complexes (Figure S4).

Remarkably, the ratio of swimming to diving quinones

depends on the local protein content of the membrane. The

swimming-to-diving quinone ratio is approximately 2:1 in lipid-

rich environments away from the protein complexes (Figure 4C).

This ratio switches to 1:3 in the vicinity of proteins, with amajority

of quinones diving to the membrane mid-plane. Employing

the Szabo-Schulten-Schulten equation (Szabo et al., 1980), we

found an interconversion time from swimming to diving of

�220 ns (Method Details: Mean First Passage Time Computa-

tion). The two modes of quinone dynamics suggest the following

model of membrane-mediated charge transport in the chro-

matophore. (1) Quinones primarily swim in bulk membranes

with head groups parallel to the lipid head groups. In the chro-

matophore, this diffusive motion spans the sub-millisecond

timescale. (2) Close to the protein complexes, quinones sense

the electric field created by the binding pockets (Figure S4B)

and move toward the middle of the membrane within a few hun-

dred nanoseconds. Because most of the quinone binding

pockets are buried within the membrane, diving provides an

energetically feasible pathway for the quinone to access these

pockets with minimal reorganization of the proteins. A swimming

quinone would require more substantial protein reorganization to

elicit binding, slowing electron transport. (3) Finally, the diving

quinone diffuses into the binding pocket.

A typical quinone turnover process includes its unbinding from

the bc1 complex, migration to the RC-LH1, encounter with the

external face of this complex, finding the single pore adjacent to

PufX (Qian et al., 2013), moving through the ‘‘breathing’’ pore

past up to ten already trapped quinones in the space between

the RC and the inner face of LH1, then finally docking into the

RC quinone binding site. A simple model excluding the effect of

cooperative inter-quinone interactions indicates that the
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Figure 4. Dynamics of Quinone Molecules Reveal a Two-State Model of Membrane-Mediated Charge Transport

(A) Snapshot in the vicinity of an LH1 protein, illustrating the two modes of charge carrier quinone arrangement within the chromatophore membrane. ‘‘Swim-

ming’’ involves diffusion with the quinone head group (orange beads) in the same plane as those of the lipids (yellow beads), whereas ‘‘diving’’ features passage of

the head group through the intra-membrane space lined by lipid tails.

(B) PMF of a quinone molecule as a function of its location in the membrane, defined along a line passing through the center of the chromatophore and the local

midplane of the membrane (0 Å). The two most stable regions (at ±20 Å) correspond to swimming quinones on the inner and outer leaflets of the chromatophore

membrane, whereas the center is preferred by the quinones in the diving state.

(C) Number of quinones as a function of distance from the surface of the RC-LH1 protein. The swimming quinones are more abundant at larger distances from the

protein, whereas diving quinones are found predominantly near the protein surface. Smooth solid lines represent sixth-order polynomial fits to the average

quinone count per 1-Å distance bin (black or orange circles).
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binding-unbinding time for quinone to the RC-LH1 is about 8 ms

(Aird et al., 2007); accounting for the cooperative interactions off-

sets the binding kinetics by approximately 1 ms (Comayras et al.,

2005b). In contrast, the binding rate of the quinol to bc1 or the RC

is an order of magnitude faster than that of quinone to the RC (Ba-

zil et al., 2013). The divingmotif applies to both quinone and quinol

because both share similar binding pockets. Quinol is more polar

than quinone, correlatingwith faster binding to the pocket (Pingale

et al., 2018). With the RC-to-bc1 diffusion time of 101 ms deter-

mined here (Figure S4C), we infer that the rate-determining step

is not the nm-scale diffusion of the quinone in the bilayer, even

while traversing the densely packed LH2 environment (Cartron

et al., 2014), but, rather, its angstrom-scale binding from RC-

LH1 and the associated conformational changes in the quinone-

binding pocket. This agrees with dynamic light scattering and

NMR studies of quinone-binding kinetics (Milano et al., 2003),

which put the time of reversible quinone binding to RC-LH1 any-

where between 2–25 ms, much slower than the microsecond

timescale of the through-membrane quinone diffusion (Milano

et al., 2003). Our result is also consistent with findings from fluo-

rescence spectroscopy and redox titrations. With one-third of

the RCs inhibited, the extent of the quinone pool was decreased

by about 10%, implying RC-quinone interaction and not quinone

diffusion as a rate-determining process (Comayras et al., 2005a).

Furthermore, at low temperatures (�20�C), where mobility is

reduced, multiple turnovers of the quinones still occur, deter-

mined by the reaction rate at the RC (200 ms, an order of magni-

tude slower than observed at room temperature) (Comayras et al.,

2005b). All these results collectively implicate the quinone turn-

over at RC-LH1 to determine the rate of energy turnover within

the chromatophore.

Because quinones are ubiquitous in multiple bioenergetic net-

works, the turnover dynamics simulated here are expected to

have important functional consequences. For instance, within

the inner mitochondrial membrane, quinol molecules are actively

oxidized near the P side of the membrane, whereas quinones

are reduced on the N side, complemented by the release and up-

take of protons, respectively (Wikström et al., 2015). A quinone

population formed upon oxidation on the P side, such as by

the activity of mitochondrial bc1 (complex III), would flip to

the N side to reach complex I for reduction (Kaurola et al.,

2016). Consistent with our results, such a scenario would require

that quinones flip rapidly in the inner mitochondrial membrane,

which is critical for optimal turnover of the entire electron

transport chain. Fourier transfer infra-red (FTIR), electron para-

magnetic resonance (EPR) spectroscopy, and high-resolution

cryoelectron microscopy (cryo-EM) are proposed in Method

Details as ways of observing the two modes of quinone move-

ments in membranes. FTIR experiments are sensitive to shifts

in the spectroscopic signal of molecules when they are

immersed in media of different viscosities; e.g., water versus

lipids (Hellwig, 2015). EPR, on the other hand, is performed

with spin-labeled quinones in artificial spin-labeled membranes,

where a diving motion is expected to quench spin-spin coupling

that is observed in the swimming mode (Pohl et al., 2010; Sahu

et al., 2013). Finally, high-resolution cryo-EM has identified a

quinone in a membrane location compatible with diving mode

(Qian et al., 2018).

Robust Electrostatic Environment of Chromatophore
Interior Sustains Unidirectional Cyt c2 Dynamics
The interior of the chromatophore, the lumen, sequesters cyt c2
molecules, which shuttle electrons from bc1 to RC-LH1. This

step closes the electron chain that began with the transport of

electrons and protons from RC-LH1 to bc1 via the quinones (Fig-

ure 1A). Recognition, binding, and unbinding of cyt c2 to the in-

tegral-membrane complexes are driven by the charge state of

the chromatophore vesicle (Hunte et al., 2002; Berry et al.,

2000; Singharoy et al., 2016). We characterized this charge state

by using continuum electrostatics approximations (Baker et al.,

2001) between pH values of 6 and 7 and periplasmic salt concen-

trations of 0.15–0.95 M, where the effective charge of the chro-

matophore model is found to be conserved (Figure 5A). This

conserved charge state allows cyt c2 turnover to be functionally

robust across multiple environmental conditions.

The influence of the charge of the chromatophore lumen on cyt

c2 dynamics was further investigated using BD simulations. The

aim was to determine how the mechanism of cyt c2 binding is

attuned to maintaining a preferred direction of electron transport

within reduced and oxidized chromatophore states. In the

reduced chromatophore, the heme groups in the bc1 complexes

were modeled as reduced, the RC was kept neutral, and cyt c2
was oxidized. In the oxidized chromatophore, the electronic

charge was removed from bc1 and placed onto the cyt c2
heme, and the RC was oxidized. The averaged electrostatic

maps derived at pH 7 and 0.15–0.25 M salinity were used as

the driving potentials in BD.

The association times of cyt c2 to the bc1 and the RC-LH1

complexes were 13 and 70 ns in BD simulations at 0.15 M

salinity, respectively (Figure S5). The cyt c2 binding of these com-

plexes is robust to changes in architecture of the chromatophore

model (Figure S6). Additionally, the times for reversible cyt c2
binding (combining its association and dissociation times) of

bc1 and RC were found to be 1 and 0.2 ms, respectively, using

umbrella sampling simulations (Figure S7). Thus, the cyt c2 shut-

tling time is found to be much faster than that for cyt c2 associ-

ation and binding. Under reducing conditions, the association

between the reduced bc1 complex and the oxidized cyt c2 is

favored (Figures 5B, S5, and S7). In contrast, the affinity of

reduced cyt c2 for the RC-LH1 complex increases within the

oxidized chromatophore. As a consequence, the cyt c2 in a

reduced chromatophore can recognize the bc1 surface, dock

onto it, and accept an electron. Release of the electrons from

bc1 to cyt c2 resets the local chromatophore environment to

the oxidized state, within which the reduced cyt c2 now targets

the acceptor RC-LH1 complexes, facilitating directional bc1-

to-RC-LH1 electron transport. The reverse electron-transport

pathway (unbinding of the reduced cyt c2 from RC and rebinding

to bc1) is rendered unfavorable by redox-induced changes in the

protein-protein interfacial interactions (Figure S7C); the cyt

c2-RC interactions in a reduced chromatophore are weaker

than those under oxidizing conditions (Vasilev et al., 2014),

and, conversely, the cyt c2-bc1 interactions within a reduced

chromatophore are stronger than those under oxidizing condi-

tions. As a result, the electron will remainwith bc1 under reducing

conditions, and movement to the RC is avoided. Electron

bifurcation within the bc1 complex creates a proton gradient,
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bolstering the thermodynamic feasibility of energy conversion in

the forward direction of ATP synthesis. Under oxidizing condi-

tions, the electron will be transferred to cyt c2 and move

toward any of the available RC-LH1 complexes, closing the elec-

tron transport chain (Authenrieth et al., 2004).

Environmental Stress Switches the Rate-Determining
Step for ATP Generation
The electrostatic landscape (Figure 5A) depicts a number of

distinct biological scenarios. The physiological conditions for

chromatophore function are at pH 7 and 0.15Msalinity (Blanken-

ship, 2014). A low pH corresponds to an over-acidification of the

membrane, a condition that can arise due to high illumination

when proton translocation by bc1 and RC-LH1 exceeds its con-

sumption by ATP synthase (Geyer et al., 2010). Low salinity of the

medium, on the other hand, is generally ascribed to aging and

apoptosis artifacts in bioenergetic networks (Yu and Choi,

2000). Because the dynamics of quinone are independent of

the charge state of the chromatophore (Madeo and Gunner,

2005), BD simulations of cyt c2 were repeated for 10 ms at pH

4 and 0.02 M salinity to investigate the mechanisms of electron

transport under stress.

Higher levels of non-specific cyt c2 binding were observed

under low-pH and low-salinity conditions compared with physi-

ological conditions—an expected observation because the

effective charge of the chromatophore is highest in the former

case (Figure 5A). Surprisingly, a significant number of trajectories

indicate that cyt c2 binds to the anionic POPG lipids of the chro-

matophoremembrane instead of the target proteins. Thus, cyt c2
binding to the bc1 and the RC-LH1 complex is only marginally

enhanced under low-pH and low-salt conditions, resulting in

an overall decrease in the recognition/targeting efficiency of

cyt c2 (the ratio of the likelihood of cyt c2 being in contact with

a bc1 or RC compared with it being in contact with the rest of

the chromatophore; Figure 5B). Under physiological conditions,

however, charges from the lipids are effectively screened, and

the targeting efficiency of cyt c2 vastly improves, allowing effi-

cient bc1/RC-LH1 charge transport to sustain a healthy rate

of ATP synthesis downstream. In line with EPR measurements

(Sarewicz et. al., 2008), the cyt c2-bc1 and cyt c2-RC association

times increase, respectively, to 27 and 25 ms at 0.02 M salinity

relative to 13 and 70 ns at 0.15 M (Figure S5B). Similarly, the

cyt c2 turnover, or reversible binding time, increases from 1 ms

to 71 ms (Figure S7). Because the binding time of quinone is

8 ms (Aird et al., 2007), slower than that of cyt c2 under physio-

logical conditions (Gerencsér et al., 1999), quinone turnover at

RC-LH1 is clearly the rate-limiting charge-transfer step in native

chromatophores. However, at 0.02 M salinity, the barrier against

cyt c2 unbinding is significantly higher (Figure S7A). Thus, under

salt stress, the rate-determining event switches from quinone

binding to cyt c2 turnover. This agrees with steady-state flash

photolysis measurements of chromatophores at low salt con-

centrations, where cyt c2 binding kinetics have been implicated

as a rate-determining bottleneck for ATP generation (Tian et al.,

2000; Hall et al., 1987; Engstrom et al., 2002). The internal redox

activity of the integral membrane proteins changes minimally

with salt conditions (Xia et al., 2013; Kimura et al., 2009).

The slower timescale for cyt c2 turnover at low salt strengths

enhances the statistical probability of electron leakage in this

bioenergetic network. For example, potential entrapment of the

cyt c-based electron carriers by anionic lipids now increases

(Figure 5), promoting the feasibility of free radicals in the cell

Figure 5. Phase Diagram of Chromatophore Activity Showcases Design Principles for Efficient Organelle-Scale Single-Electron Transport

(A) Dependence of chromatophore electrostatics on pH and ion concentration. The heatmap shows the average charge of the chromatophore, including solvent

and fixed contributions, within 1 nm of the membrane surface, as calculated using APBS. The images depict 0.1 (blue) and�0.1 (red) kT electrostatic isosurfaces

for low-salinity (pH 4, 0.02 M; bottom, red circle) and physiological conditions (pH 7, 0.15 M; top, blue circle).

(B) Effect of solution conditions on cyt c2 targeting efficiency from BD simulations. The central image depicts two independent representative traces of cyt c2
moving through reduced chromatophores under low-salinity (red) and physiological conditions (blue). For each condition, 500 simulations of a single cyt c2 were

performed, each simulation lasting 10 ms. The cyt c2 molecules were all initially in the center of the chromatophore. The trajectories provided the time the cyt c2
spent within 1 nm of off-target proteins, lipids, and target proteins, as depicted in the bar charts on the left. Although surface binding is enhanced overall, the

targeting efficiency, or the ratio of the likelihood of being in contact with a target protein compared with an off-target protein, is considerably lowered under low-

salinity conditions, as shown in the bar chart on the right.
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membrane (Yu and Choi, 2000). A fraction of the electron flux is

diverted from the photosynthetic energy conversion cycle into

formation of reactive free-radical species. Such dissipation of

the electron transport manifests itself in loss of the proton

gradient across the bc1 complex, resulting in a reduced yield

of ATP synthesis. This finding bears a remarkable similarity to

mitochondrial bioenergetics. Low salinity enhances anionic lipid

binding of cyt c and prevents their release from the inner mito-

chondrial membrane, triggering apoptosis or aging of the ATP-

starved cells (Yu and Choi, 2000; Green, 2005). Analogous to

the dynamics of cyt c2 in the chromatophore, cyt c under native

salt conditions is released by the mitochondrial membrane, and

normal operation of the network resumes.

Architecture of the Chromatophore Supports Low-Light
Adaptation Phenotypes
The emergence of phenotypic properties from all-atom dy-

namics was captured by employing a kinetic model of energy

turnover. The ATP production rate, kATP, of a chromatophore is

found to be

kATPðIÞ = 1

2
Iq

�
1+

1

2
IqtðIÞ 1

nRC

��1

;

where I is the intensity of incident sunlight, q is the quantum yield,

nRC is the number of RC-LH1 complexes, and t is the time of

electron transport between RC-LH1 and bc1 (Sener et al.,

2016). Under physiological conditions, t represents the quinone

cycling time at the RC-LH1. However, at pH 4 and 0.02M salinity

(i.e., under conditions of low-salt stress), the rate-determining

step for electron transport switches, and t is now determined

by the kinetics of cyt c2 turnover at bc1. Our all-atom model of

the chromatophore together with MD and BD simulations offers

direct measurements of these turnover times, reported already in

the previous sections. In moving toward a model that predicts

cell-scale properties starting from a full atomistic picture, we

use these kinetic equations to calculate ATP turnover as a func-

tion of light intensity and vesicle composition. The cell doubling

time, tD, which is inversely proportional to kATP (Method Details;

Hitchcock et al., 2017), is estimated at different light intensities

and compared to experimentally determined values to further

validate our model.

Light-induced phenotypes of purple phototrophic bacteria are

broadly classified into low- and high-light adaptations (Adams

and Hunter, 2012; Hitchcock et al., 2017). As the intensity of inci-

dent light increases, the number of the RC-LH1, bc1, and LH2

changes, and the count of vesicles per cell decreases tomaintain

a steady rate of ATP generation by the chromatophore and, sub-

sequently, the growth anddoubling times of the bacteria.When t

is limited by the quinone turnover time of 8 ms (Aird et al., 2007)

and nRC = 24 (according to our structural model of the chromato-

phore), kATP starts saturating at 112 s�1 (Figures 6A–6D) for light

intensities equal to 1% of full sunlight (Sener et al., 2016). At

higher light intensities, this rate slowly increases to 160 s�1.

Therefore, our model manifests a low-light adaptation of the

chromatophore, which saturates ATPgeneration under high-light

conditions. Because typical illumination levels in the aquatic

habitat of purple bacteria can be very low (i.e., about 1%–3%

of full sunlight), we find that their photosynthetic machinery is

perfectly attuned towork for phenotypes growing under low-light

conditions. The computed low-light ATP production rate agrees

well with the value of 130 s�1 determined by flash-photolysis ex-

periments (Clark et al., 1983). As the light level increases, so does

the rate of ATPgeneration, allowing faster growth anda reduction

in the doubling time (Figure 6E). These times decrease and then

saturate at higher intensities when the ATP levels plateau. The

trend is in excellent agreementwith our computations and exper-

imentally determined values. Inability of the bc1 and RC-LH1

complexes to jointly turn overmore than t�1 quinonesper second

(125 quinones when t = 8 ms) results in saturation of the ATP

yield. Consequently, in a hypothetical chromatophore with three

times asmany bc1 complexes, nearly equal to the number of RC-

LH1, quinone turnover becomes less rate limiting, and the ATP

yield improves to 245 s�1 (Figure S7F). However, with such high

bc1 content, an apparently 2-fold more efficient chromatophore

will overflow the vesicle with protons at sustained light intensity,

reducing the pH and, thus, harming the integrity of the chromato-

phore membrane and its proteins (Geyer et al., 2010). Put

together, the low-light phenotype is suboptimal for ATP yield,

due to the 1:3 stoichiometry between the bc1-to-RC-LH1 com-

plexes. This loss in energy is compensated, nonetheless, by the

establishment of a robust electrostatic environment across a

small range of pH values (6–7) and broad range of salt conditions

(0.15–0.95M), as observed in ourmodel (Figure 5A). Our spectro-

scopic experiment confirms that the LH2:LH1 and bc1:LH1 ratios

remain unchanged in fully functional chromatophores within the

salinity range of 0.08–0.35 M (Figure 6F). Thus, both computa-

tions and experiments establish that the low-light adaptation of

the chromatophore remains robust across a wide range of elec-

trostatic environments.

Purple bacteria may encounter salt stress, so we tested our

computational model under conditions of low salinity, an environ-

ment relevant to the chromatophore under native conditions (Lav-

ergneet al., 2009). At low-salt conditions (0.02M),when the cytc2-

mediated electron transfer time, t , is equal to 71 ms, the kinetic

model predicts an ATP yield of 66 s�1 (Figure 6D); i.e., about

one-third of that under a salt strength of 0.15 M. Nevertheless,

when the bc1-to-RC-LH1 ratio increases in the model from 1:3

to 1:2, the physiological ATP activity is revived, even at low salt

strengths. Achieving more bc1 per RC-LH1 necessitates denser

protein packing within the same vesicle volume. This dense

arrangement in a bc1-rich membrane compensates for the loss

in the rateofelectron transport byenhancing theprobability ofpro-

ductive cyt c2-bc1 recognition and resurrects a steady ATP yield.

The bc1-rich model offers clues regarding the functioning of

analogous bioenergetic membranes. A dense packing of proteins

in the mitochondrion induces the formation of supercomplexes

referred to as the respirasome (Letts et al., 2016). Remarkably

similar to our model of the bc1-rich chromatophore, respirasome

formation avoidsapoptotic low-salt stress towardATPgeneration

by improving the targetable characteristics of cyt c. At 0.15M salt

and beyond, where most experiments are performed, including

those reported here, our model demonstrates that dielectric

screening is sufficient to ensure targetability of cyt c2, thus avoid-

ing the need for any RC-bc1 supercomplex. These conditions
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have been studied extensively in spectroscopic experiments,

which show that (1) the relative bc1-to-RC-LH1 and LH2-to-RC-

LH1 ratios remain unchanged beyond 0.15 M and up to 0.35 M

(Figure 6F), and (2) supercomplex formation is absent. Still, our

model does not discount the possibility that tighter bc1-RC-LH1

complexes could form and predicts the correct conditions for

tracking them in future experiments.

DISCUSSION

We have developed a comprehensive organelle-scale model

that describes the energy conversion processes in purple bacte-

rial photosynthesis and accounts for the cooperation between

the constituent proteins in terms of molecular interactions. The

entire network of physicochemical events is cast as three mutu-

ally coupled reactions: light harvesting, diffusive charge trans-

port, and protein conformational transitions. The rate-deter-

mining reactions are identified and simulated in all-atom detail

to elucidate how coupling between multiple components of the

network tunes the kinetic barrier of the rate-determining steps.

We find that the curvature of the chromatophore membrane seg-

regates groups of proteins with distinct functions into separate

domains, and thermal disorder of the lipids tunes the efficiency

of excitation transfer. The protein conformations support the

Figure 6. Kinetics Model of ATP Turnover Predicts the Light-Absorption Phenotype of Purple Bacteria

(A) Influence of environment on the average excitation energies of the B800 BChl pigments. The variation in the average excitation energies of B800 among the

different LH2 rings because of the thermal disorder captured by the MD simulation was mapped spatially using a 2D Mollweide projection.

(B) Following excitation transfer, charge separation at RC-LH1 releases electrons, transferred by charge carrier quinone molecules to the bc1 complex. A

membrane-wide view of swimming (white) and diving (orange) quinone molecules illustrates that it is more probable for the former to be away from the protein-

lipid interface, whereas the latter is significantly close to the protein networks. The diving quinones are stabilized by the positive electrostatic potential in the

vicinity of the proteins (Figure S4).

(C) Closing the electron chain, a second carrier, cyt c2, binds to bc1, abstracts an electron, and diffuses back to RC-LH1.

(D) Oxidation of the reduced quinone by bc1 is accompanied by generation of a proton-motive force, driving ATP synthesis. The ATP production rate is presented

as a function of incident sunlight intensity, showing saturation under low-light conditions. At low salt strengths, extended cyt c2 turnover times lower the ATP

production rate 2-fold. The model indicates an increase in ATP production when the bc1:LH1 composition changes from 1:3 to 1:2.

(E) Comparison between experimentally observed cell doubling times (red dots) and those derived from ATP production rates of the simulated chromatophore.

The orange line gives cell doubling times when a theoretical maximum of 32 g of dry cell mass is generated per mol of ATP consumed (Russell and Cook 1995).

The blue line uses an average dry cell mass of 22 g/mol of ATP value for bacteria (Russell and Cook 1995). The error bars (1 SD) on the experimental data are

smaller than the size of the corresponding dots.

(F) Chromatophore compositions as a function of environmental ionic strength, indicating a robust architecture for energy conversion across these conditions. At

0.15 M, the LH2:LH1 ratio is 1:2.6 and that of bc1:LH1 is 1:3.
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creation of an electrostatic environment that enables robust

recognition and binding kinetics of quinone and cyt c2 charge

carriers to their targets and a directional electron flow. At larger

spatiotemporal scales, the diffusion and binding rates are inte-

grated into a kinetic model that captures the emergence of a

phenotype starting from detailed molecular interactions (Hitch-

cock et al., 2017). We find that the protein composition and den-

sity within the chromatophore are optimized to ensure adapt-

ability to a diverse range of environmental conditions, including

low light, even at the cost of suboptimal ATP yield. The mecha-

nism responsible for avoiding energy dissipation is broadly appli-

cable to the mitochondrial electron chain.

Our atoms-to-phenotype models enable discovery of biolog-

ical design principles, the underlying physics ofwhich can extend

beyond the systemof interest, and predictions of testable pheno-

typic properties across a broad range of environmental condi-

tions. Indeed, computational simulationsof chromatophoreener-

getics, tested across a range of environmental conditions,

predict functional robustness under low-light and salt-stressed

conditions. Themodel further brings to the fore new energy-con-

version pathways with non-native protein composition.
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KEY RESOURCE TABLE

LEAD CONTACT AND MATERIALS AVAILABILITY

Further information and requests for resources or reagents should be directed to and will be fulfilled by the Lead Contact, Abhishek

Singharoy (asinghar@asu.edu). This study did not generate new unique reagents.

REAGENT or RESOURCE SOURCE IDENTIFIER

Bacterial and Virus Strains

Rhodobacter sphaeroides 2.4.1 (wild-type) S. Kaplan, Department of

Microbiology and Molecular

Genetics, The University of

Texas Medical School,

Houston, Texas 77030, USA

N/A

Rhodobacter sphaeroides 2.4.1

(fbcC::thrombin-His10)

Cartron et al., 2014 N/A

Chemicals, Peptides, and Recombinant Proteins
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ORCA Neese, 2018 https://orcaforum.kofo.mpg.de/app.php/portal
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Martini force field Marrink et al., 2007 http://cgmartini.nl
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Video S1 This article https://data.mendeley.com/datasets/hh3kv79k7w/1
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EXPERIMENTAL MODEL AND SUBJECT DETAILS

The wild-type and fbcC::thrombin-His10 strains of Rhodobacter (Rba.) sphaeroides 2.4.1 used in this study have been described pre-

viously (Cartron et al., 2014). The fbcC::thrombin-His10 strain produces a His-tagged bc1 complex.

METHOD DETAILS

Initial Model
The construction of the structural model for the low-light adapted Rba. sphaeroides chromatophore employed in this study is based

on atomic-force microscopy (AFM), electron microscopy (EM), crystallography, mass spectrometry, proteomics, and optical spec-

troscopy data, as detailed in Cartron et al. (2014). The supramolecular organization of the chromatophore was determined through

assignment protocols for protein positions following based primarily on AFM and EM images (Sener et al., 2007). The stoichiometry of

light-harvesting proteins was determined by optical spectroscopy (Sener et al., 2010) and lipid composition was determined bymass

spectrometry (Cartron et al., 2014). The inverse-Mollweide transformation was employed to map the planar membrane patches

viewed through AFM imaging onto spherical domains, followed by removal of steric clashes and adjusting for the observed packing

pattern of constituting proteins. An inner vesicle diameter of approximately 50 nm was employed (Qian et al., 2008). This chromato-

phore model was found to be robust after more than half a ms of MD simulation performed on the DOE’s Titan Supercomputer with

NAMD2.12 (Figure S1).

MD simulations
MD is a computer simulationmethod, which allows the study of biological systemswith atomic detail. In a nutshell, thismethod tracks

the physical movement of individual atoms using Newton’s laws of motion. By solving Newton’s equations, one can generate a tra-

jectory of atoms (and, hence, of molecules), and obtain numerical values of the potential energy and of the interatomic forces acting

on the particles.

As summarized in Figure S1, the modeling began with a protein-only structure of the chromatophore vesicle derived from AFM,

electron microscopy and mass spectrometric data (Cartron et al., 2014), and MD-equilibrated structures of individual POPC-

embedded RC-LH1, LH2 (Chandler et al., 2008), bc1 (Singharoy et al., 2016) and ATP synthase models (Singharoy et al., 2017).

Each protein within the chromatophore scaffold was overlaid with its membrane-embedded counterpart. Then the original protein

inside the chromatophore was replaced by the equilibratedmodel with one ring of lipid around it. To uniformly construct a lipid bilayer

on protein-excluded areas of the chromatophore surface, these ring-encased proteins were overlaid with a POPC-only lipid vesicle of

radius 30 nm; a 2 Å exclusion radius, employed for the lipid placement around protein-lipid rings, suffices to avoid unfavorable steric

interactions between the proteins and the lipids. Use of protein-lipid ring for membrane embedding instead of a protein-only embed-

ding avoided completely the formation of ring-piercing artifacts. Some unfavorable overlap remained due to the inter-twining of the

lipid tails. Direct minimization was unable to remove this artifact. The inter-carbon distances in the lipid tail were shrunk till the inter-

twining was removed (Tcl script is provided in the Key Resources Table). Thereafter, brute-force energy minimization within NAMD

(Phillips et al., 2005) resurrected the length of the lipid tails, but now avoiding the unphysical twining effect.

The resulting vesicle was immersed in awater droplet, wherein the lipidmolecules could relax under spherical boundary conditions

for a period of 2 ns (0.5 ns with the lipid-head and the proteins constrained to initial position, and the remaining 1.5 ns with just the

protein constrained). The partially equilibrated lipids were then heterogenized by randomly mutating the PC-head groups to PG and

PE (Chandler et al., 2014) under compositional restraints of 22% POPC, 22% POPG and 56% POPE on the outer (cytoplasmic) side

and 24% POPC, 10% POPG and 66% POPE on the inner (periplasmic) side, consistent with lipid measurements in photosynthetic

bacterial membranes. In addition, 900 charge-carrier quinone molecules were randomly introduced in the membrane, 600 of uni-

formly distributed and the other 300 were co-located in the vicinity of the quinone-binding bc1 and RC-LH1 complexes. Finally,

the lipid and quinone-corrected chromatophore model was placed inside a water cube of dimensions 110 nm. All overlapping water

molecules within 1.4 Å of the chromatophore vesicle were removed, and the solvated system was ionized to neutrality, constituting a

simulation system of size 136 M atoms. An octagonal box is presented here for visualization of the system, as rendering of the com-

plete system is not yet feasible due to hardware limitations.

The chromatophore was constructed, solvated and ionized within a water box of 110 nm3. Initial MD simulation of the 136 M-atom

system developed instabilities within the first ns. These instabilities, manifested as protein and/or lipid-excluded holes on the chro-

matophore surface, result from a combination of (i) inaccurate number of lipid molecules and (ii) water molecules on either side of the

initial chromatophore membrane. Described below, 15 ns and 25 ns of separate constrained MD simulations were performed on

NCSA’s Blue Waters supercomputer to recover the correct lipid and water density. These simulations leveraged the LipidWrapper

(Durrant and Amaro, 2014) and grid forces capabilities of NAMD (Wells et al., 2007). A 500-ns MD simulation ensued on Oak Ridge

Leadership Computing Facility’s Titan under NPT conditions. A total of 4,096 to 8,192 nodes were employed at a time to run the

simulations. All the simulations are summarized in Table 1. Details of the production run, including all simulation parameters are

now provided.

The following strategy was employed to decouple the two aforementioned issues and address them sequentially. A grid potential

was defined at the resolution of 1 Å about the chromatophore surface, which softly repelled the water away from the surface, while
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allowing the protein-lipid and lipid-lipid interactions to equilibrate during short 5 ns NVT simulations. This set-up would allow insta-

bilities in the form of holes on the chromatophore surface only due to insufficient number of lipid molecules; imbalance in the number

of water molecules on either side of the membrane will have minimal consequence on the chromatophore stability. The holes were

allowed to form and equilibrate, but water passage was negated due to the presence of the grid-potential. LipidWrapper was em-

ployed to fix these holes (tcl scripts are provided with the Key Resources Table) through the insertion of filler lipids. After each round

of hole-formation, the holes were iteratively filled till LipidWrapper could not identify any new holes. A total of 4 iterations were per-

formed for the number of lipids to converge.

In order to equilibrate the water on either side of the membrane, two RC-LH1 monomers were removed from chromatophore sur-

face, creating a couple of holes on the surface. Lipids within a 5 Å radius about these holes were constrained. The holes would allow

passage of water across the membrane, letting the rest of the chromatophore relax without inducing any global instability. In fact,

during the modeling phase, the area about the RC-LH1 monomers were found to be most susceptible to instability. Thus, our choice

of artificially creating holes in these areas and constraining the vicinity prevents any instability propagation through the membrane. It

takes approximately 25 ns for the density of water to converge on either side of the membrane (Figure S1C). Thereafter the missing

RC-LH1 monomers were reintroduced into the membrane by excluding some local water molecule, and the long MD simulation was

initiated. All the test simulations were performed on NCSA’s BlueWaters supercomputer.

All simulations were performed with the MD software NAMD 2.12 using the CHARMM36 force field for proteins and lipids (Phillips

et al., 2005). The force field parameters for the photosynthetic cofactors such as chlorophyll and quinone molecules have been ob-

tained from our past studies of the individual proteins (Chandler et al., 2008; Chandler et al., 2014). A configuration file is providedwith

the Key Resources Table enlisting all the necessary NAMD input arguments employed by the simulation. Some key arguments are

mentioned.

Simulations were performed with an integration time step of 1fs where bonded interactions were computed every time step, short-

range non-bonded interactions every two timesteps, and long-range electrostatic interactions every four timesteps. A cutoff of 12Å

was used for van der Waals and short-range electrostatic interactions: a switching function was started at 10 Å for van der Waals

interactions to ensure a smooth cutoff. The simulations were performed under periodic boundary conditions, with full-system,

long-range electrostatics calculated by using the PME method with a grid point density of 1 Å�1. The unit cell was large enough

so that adjacent copies of the system did not interact via short-range interactions. Since the chromatophore dimensions vary be-

tween 50 to 60 nm (Figure S1), a water box of 110 nmmaintains a padding of�25 nm on all sides. The systems were kept at constant

temperature using Langevin dynamics for all non-hydrogen atoms with a Langevin damping coefficient of 5ps-1.

For the grid-constrained NVT simulations to correct on-the-fly for the number of lipids employed a Gscale of 0.3, following similar

protocol in other large system simulations (Singharoy et al., 2016). The NPT production runs were performed at 1atm using the Nose-

Hoover Langevin piston with a period of 100fs and damping timescale of 50fs. Every model derived from an iteration of lipid updates,

wasminimized for 10000 steps prior to the addingmore lipids in the next round; a total of 43 10000 = 40000minimization steps were

performed prior to water equilibration.

Following the equilibration of water in the artificially water permeable chromatophore (created by removing two RC-LH1 mono-

mers), these two proteins were reinserted into the equilibrated chromatophore. 5000 more minimizations steps were performed in

the vicinity of the LH2 complex, restraining the rest of the chromatophore. Thereafter the long production run ensued.

QM/MM simulations
Based on the equilibrated MD trajectory, QM/MM calculations were employed to obtain an estimate of the static disorder and lipid

curvature in the chromatophore. 200 snapshots from a trajectory being 50 ps apart were analyzed (Table 1). The gap between the

ground and the Qy excited state was determined for all 1701 BChls within LH2 rings for each of these snapshots. For this purpose,

we employed the ZINDO/S-CIS approach (Zerner’s Intermediate Neglect of Differential orbital with parameters for spectroscopic

properties combined with the configuration interaction formalism at the single configuration level) using the ORCA package (Neese,

2018) to determine the vertical excitation energies of the individual pigments (Culberson et al., 1987). The optical properties of the

BChl molecules are controlled by the p-electron system and thus the molecules were truncated to enhance the computational effi-

ciency. To this end, the phytyl tail as well as all terminal CH3 and CH2CH3 groups were replaced by H atoms. Such truncation

schemes have been tested and used previously, e.g., in a study of the LH2 system of Rhodospirillummolischianum (Olbrich and Klei-

nekathöfer, 2010). Importantly, the asymmetric environment of the BChls has been considered using an electrostatic QM/MM

coupling scheme with a MM radius of 100 Å, where the MM point charges of all the included residues are considered.

A similar calculation for the chromatophore was repeated for a single LH2 ring based on a separate simulation of 10 ns analyzed

every 1 ps. Moreover, due to the nine-fold symmetry of the LH2 system, one only needs to distinguish three pigments in the ideally

symmetric case, i.e., one BChl in the B800 ring, and two denoted as a and b in the B850 ring. The fast fluctuations can be

extracted reasonably well from simulations of individual rings but for the static disorder one needs to consider, e.g., different protein

environments and lipid rearrangements.

MARTINI simulations
In the coarse grained (CG) simulation, the bc1 complex was embedded in a membrane model representative of the chromatophore

composition. The structure of the bc1 complex was retrieved from the Protein Data Bank (PDB), PDB ID 2QJY. Cofactors such as the
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hemes and iron-sulfur molecules found in the bc1 crystal structure were not included in the CG simulation. The composition of the

chromatophore membrane consists of an asymmetric distribution of lipids in the cytoplasmic side (upper leaflet: 22% POPG, 22%

POPC, 56% POPE) and periplasmic side (lower leaflet: 10% POPG, 24% POPC, 66% POPE), which represents the same lipid

composition as found on the full atomistic chromatophore membrane.

CG-MD simulations were carried out under NPT conditions using GROMACS simulation package version 5.1.1 with the Martini

v2.2 force field parameters (Marrink et al., 2007), and standard simulation settings. TheMartinize script was used to convert the atom-

istic bc1 complex to a CGMartini model (Marrink et al., 2007). ElNeDyn elastic network model was applied to particles within a cut-off

value of 0.9 nm using a force constant of 500 kJ mol-1 nm-2 (Marrink et al., 2007) in order to stabilize the protein fold and compensate

for the absence of hemes and iron-sulfur molecules. Afterward, the protein was embedded in the chromatophore membrane model

using the Insane script, preserving the orientation that the protein adopts in the full chromatophore model. The system was solvated

using the standard MARTINI water model along with ions set to neutralize the system. The CG system is ca. 213 21 nm in the mem-

brane plane (x and y) and contains 57,354 particles in total. The system was simulated for 40 ms of production run with position re-

straints applied to the backbone beads of the proteins using a force constant of 1 kJ mol-1 nm-2 (Table 1).

Periodic boundary conditions and semi-isotropic pressure coupling were applied. Energy minimization was performed using 1000

steps of the steepest descent algorithm, followed by equilibration steps, first with position restraints applied to all protein beads, and

then to the backbone beads only. The simulation was performed with a 20 fs time step. The temperature at 310 K and pressure 1 bar

weremaintained during the production run using v-rescale thermostat and Berendsen barostat, respectively, with a time constant for

coupling of 1.0 ps for the temperature and 4.0 ps for the pressure. The neighbor list was updated using the Verlet neighbor search

algorithm. Non-bonded Coulomb interactions were treated using a reaction-field with a cut-off of 1.1 nm. Lennard-Jones interactions

were calculated using a cut-off at 1.1 nm, with the potential shifted to zero at the cut-off using potential-shift-Verlet.

Membrane curvature analysis
Both global as well as local membrane curvature properties of the chromatophore are measured as follows:

Global curvature: A shape-fitting protocol was employed following (Hsin et al., 2009) to capture the curved surface of the mem-

brane. The membrane was first divided into 5 Å 3 5 Å vertical square prisms. Position of the phosphate head-groups on the

outer/cytoplasmic leaflet within individual prisms were averaged over a window of 5 ns at 0, 250 and 500 ns. A best-fit surface

was then computed for the averaged membrane shape through least-squares fitting. The mathematical expression for the best-fit

surface is user-defined; for themembrane the patches here, because of their simple overall geometry, a three-dimensional quadratic

equation describes their curvature sufficiently well. This equation has the general form:

zðx; yÞ = a+bx + cx2 +dy + exy + fy2 (Equation 1)

Coefficients a, b, c, d, e, and f are free parameters determined during the fitting. Once a best-fit surface in the form of Equation 1 is

obtained, radii of curvature can be computed both along the x axis (rx) and the y axis (ry) for each point p = (x, y). The radius of cur-

vature along the x axis at point P is computed by measuring the radius of the osculating circle (the circle that has the same curvature

as P), passing point P that lies in the x-z plane. The radius of curvature along the y axis, ry, is defined similarly. Given a surface defined

by Equation 1, rx and ry can be readily evaluated via the general expressions

rx =

h
1+ ðb+ ey + 2cxÞ2

i3=2
2c

; ry =

h
1+ ðd + ex + 2fyÞ2

i3=2
2f

(Equation 2)

Local curvature: Using simple a trigonometric relationship, the local radius of curvature R of a patch of membrane between two

proteins is measured as

R =
d

2sinðqt=2Þ; (Equation 3)

where where h is the height of protein, d is the distance between the centers of two adjacent proteins, qt is the tilt angle, and R is the

radius of curvature.

Following the relationship Equation 3 between protein tilt-angles (Hsin et al., 2009), the local radius of curvature for LH1-dimer, LH2

and bc1 complexes are computed to be approximately 22 nm, 17.5 nm and �0.7 nm. Similarity between the radius of curvature

induced by light-harvesting complexes of 20-25 nm and the 26.5 nm radius of the modeled chromatophore (Figure S2D) implicates

directly protein-lipid interactions of RC-LH1 dimers and LH2 complexes in conforming the membrane to a vesicular shape. As

measured by electron microscopy, the RC-LH1 dimers are capable of forming tubular membranes of radius 25-55 nm (Hsin et al.,

2009), containing 8-16 dimers per pitch featuring naturally tilt angles of 25-45 degrees as observed in our whole-chromatophore sim-

ulations (Figure S2D).

As discussed by Chandler et al. (2008), membrane curving by light harvesting complexes is a manifestation of uneven hydrogen

bond formation between the cytoplasmic and periplasmic sides of the bilayer: RC-LH1 dimers form 3 - 4 timesmore hydrogen bonds

on the cytoplasmic side, while LH2 complexes form 2 times more hydrogen bonds (Figures S2A–S2C). Consequently, the RC-LH1
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dimers are capable of forming tubular membranes. LH2 complexes however, also require a nearest-neighbor hexametric packing to

form pseudo-dimers that characterize similar hydrogen-bond imbalance as the RC-LH1 dimers for inducing curvature (Chandler

et al., 2014); loosely-packed LH2 complexes fail to sustain the overall chromatophore curvature. In fact, in the absence of the

RC-LH1 dimers and hexagonally-packed LH2 monomers the bc1-rich chromatophore assumes a flat lamellar shape with loosely

spaced light harvesting complexes, thus avoiding thus the formation of any significant membrane curvature.

The bc1 complex showcases a balanced 1:1 hydrogen bond distribution on either sides of the membrane negating any significant

curvature of the adjoining membrane. LH2 complexes in Rps. acidophila, which also display an equal number of hydrogen bonds

between the cytoplasmic and periplasmic halves of the protein, manifest weaker curvature properties than homologs in Rb. sphaer-

oides (Chandler et al., 2008), in line our rationale of curvature due to uneven hydrogen bond formation.

Conical lipids, such as phosphatidylethanolamine (PE), were found to have little to no significant effect on membrane curvature,

consistent with previous studies (Boyd et al., 2017). Another conical lipid, cardiolipin, is expected to release curvature stress and

substantiate local flattening around the bc1 complex. Though cardiolipins have not been incorporated into our chromatophoremodel,

AFM experiments further validate bc1 localization in flatter regions of the membrane.

The open bc1 curvature observed in our model has a significant bearing on the mechanism of chromatophore budding from the

inner bacterial membrane. It has been suggested that bc1 complexes form the neck of the vesicle during budding of the chromato-

phore from the membrane (Frese et al., 2008; Kumar et al., 2017). This hypothesis is further supported by the observation that owing

to membrane curvature differences at the neck of the vesicle versus the rest of its surface, the bc1 complexes remained inaccessible

to AFM experiments even when both LH1 and LH2 complexes are observed (Cartron et al., 2014). To this end, our results clearly

illustrate that for the lipid composition of bacterial membranes the bc1 complex exhibit a preference for a particular curvature, which

is distinct from LH1 and LH2, and manifests in saddle-shaped neck of the vesicle during budding.

Electrostatic calculations
Frames were selected every 100 ps over the final 250 ns of the MD simulation. There were minimal large-scale structural changes

during this part of the trajectory (Figures 2 and S1). Adaptive Poisson Boltzmann Solver or APBS (Baker et al., 2001) computations

were performed to solve the nonlinear Poisson Boltzmann equation on each of these frames, using a grid size of 5133, providing

nearly 1 Å resolution to the electrostatic potential maps. Detailed parameters, including input files are provided with the Key Re-

sources Table. Parallel APBS runs were performed employing the comet supercomputer with the big_pb2.py script, also provided

with the Key Resources Table. The 2,500 electrostatic potentials were averaged to generate input profiles for the BD simulation. The

same procedure was repeated for constructing electrostatic potentials and charge density maps in the range 0 to 0.85 M and pH

4 to 7, to obtain all points shown in Figure 5A.

Finite difference multigrid computations of the electrostatic potential were performed usingmg-para with the async option. 3 pro-

cessors were employed to compute the potentials along X, Y and Z directions of the systemby setting pdime to be 3 3 3. An overlap of

10%was employed between meshes onmultiple processors. The cglen and fglen options were chosen to ensure a resolution of 1 Å.

A single Debye- Hückel (sdh) boundary condition is employed. The dielectric of the chromatophorewas set to 2 and that of the solvent

was 78.5, and ionic radii were set as per the CHARMM36 force fields. A spline surface model (spl2) was used to model the dielectric

interface and ion accessibility, and rate of the dielectric transition was set to 0.3. Surface density (sdens) was set to 10. Radius of the

solvent molecule was set to that of water, namely 1.4 Å. A comparable set of parameters had produced accurate estimation of elec-

trostatic properties in our past studies of virus capsids and photosynthetic proteins.

Analysis of the average electrostatic potential reveals that the effective charge of a chromatophore (a summation of the stationary

charges on the surface and those from mobile counter ions in the surroundings) decreases rapidly with an increase in salt strength

from 0 to 0.15 M, after which the charge levels at 1x10�3e between 0.25 M and 0.95 M (Figure 5A). This decrease in charge can be

explained in terms of counter-ion accumulation, screening the surface charges. At 0 M salinity, counter-ion screening is absent.

Increasing the salinity to 0.15 M, the counter ions accumulate almost exponentially (Figure 5A), consistent with the solution of PB

equations for nanoscale systems, thereby reducing the effective chromatophore charge rapidly. Beyond 0.15 M, when counter-

ion accumulation saturates, the effective charge varies linearly with the potential (also see Video S2). The effective charge of the chro-

matophore decreases slowly between 0.15 and 0.95 M. As a function of pH, the charge rises between pH 4 to 6 before plateauing

after pH 7. Under low-pH conditions the acidic side chains lining the cyt c2-binding surfaces of the bc1 and RC-LH1 complexes (Fig-

ure S7E) remain protonated, alleviating the overall chromatophore charge. Deprotonation of these residues at relatively higher pH

values enhances the surface charge, hence, facilitating recognition by the basic residues on cyt c2’s binding surface.

BD simulations
Brownian dynamics simulations were used to monitor the motions of quinone and cyt c2 molecules on the timescale of hundreds of

microseconds. All BD simulations were performed using an in-house-developed GPU-accelerated Brownian dynamics simulation

code, Atom Resolved Brownian Dynamics (ARBD) (Comer and Aksimentiev, 2012).

A 2.8 ms simulation of 5,000 independent quinone molecules moving through an idealized representation of the lipid bilayer of the

chromatophore permitted the estimation of the lower-bound diffusion-limited timescale of quinone cycling. Each quinone molecule

was treated as an isotropic point-like particle with a diffusion coefficient of 7.7 3 10�8 cm2 s�1 (representative of slow swimming

quinone derived from Figures 4 and S4A). Interactions between quinone molecules were neglected and the chromatophore was

e5 Cell 179, 1098–1111.e1–e11, November 14, 2019



represented using a rotationally isotropic potential derived using Boltzmann inversion from the radially- and temporally-averaged dis-

tribution of the centers of mass of quinone particles observed in all-atom simulation of the chromatophore. The temperature was set

to 300 K during the simulation, and integration of the coordinates was performed using a 1 ps timestep. The coordinates of the

quinone molecules were written every 10 ns for subsequent analysis described in Figure S4C.

BD simulations of cyt c2 were performed over a cumulative time of 30ms under six different conditions, namely (1) pH 4 and 0.02M

salinity, (2) pH 7 and 0.15 M salinity, and (3) pH 7 and 0.25 M salinity, for both the reduced and oxidized chromatophore. These simu-

lation conditions exemplify the micro-environmental stresses that single-electron transfer proteins overcome while shuttling charges

across a bioenergetic membrane. For each condition, 500 independent 10 ms trajectories were generated with a single cyt c2 mole-

cule starting at the center of the chromatophore. Thus, a total of 63 5ms = 30 ms of BD simulations have been performed (Table 1).

The cyt c2 molecules were modeled as rigid body particles. At each timestep, a torque and force were evaluated based on the

configuration of the system, allowing the update of position and orientation for the rigid body using a symplectic integrator. The

mass and moments of inertia of cyt c2 were calculated directly from the atomic coordinates. The program Hydropro was used to es-

timate the diagonal components of the diffusion tensor from the atomic coordinates by replacing each surface atom with a sphere

subject to Stokes drag. The diffusion tensor was then transformed to translational and rotational friction coefficients according to the

Stokes–Einstein relation. These provided Langevin forces and torques at each timestep that kept the system at 300 K. The Lennard-

Jones parameters of the atoms comprising the cyt c2 were clustered into three categories: one representing all Hydrogen atoms,

another representing Oxygen and Nitrogen atoms, and the final representing Carbon and Sulfur atoms. The atoms in each category

were assigned an average value for the parameters Rmin and ε, which were used to calculate a potential for the interaction of such an

atom with the entire chromatophore using the Implicit Ligand Sampling feature of VMD at 1 Å resolution. The potentials, both elec-

trostatic and Lennard–Jones, were smoothed by a 1 Å wide 3DGaussian filter to remove noise. These potentials and the correspond-

ing densities were used to perform five hundred 10 ms simulations with cyt c2 initially placed at the center of the chromatophore. A 100

fs timestepwas used and the cyt c2 coordinates were recorded every nanosecond for subsequent analysis. To obtain transition times

and overall affinity, the cyt c2 and any given chromatophore membrane protein were considered to be in contact after any pair of non-

hydrogen atoms from the two proteins came within 7 Å of one another. The contact was considered lost once no pair of atoms from

the proteins was foundwithin 16 Å. Contact with the lipid bilayer was similarly defined, except that contacts with the lipid bilayer were

not tracked on a per-molecule basis. Similarly, for the quinone carriers, the limiting mean first passage time of diffusion is defined to

be the amount of time taken by a quinone molecule to be within 7 Å of RC-LH1 after moving at least 16 Å away from its initial position.

The force and torque on the rigid body due to the chromatophore was calculated as follows. First, a grid of electric charge and

Lennard-Jones particle densities were obtained from the atomic coordinates of cyt c2 with 1 Å resolution. The density in each

grid cell experienced a local force due to the corresponding grid-specified chromatophore potential (electrostatic or one of three Len-

nard-Jones terms). These local forces, and the corresponding torques, were summed over to obtain the total force and torque on the

molecule. As mentioned in the previous section, the electrostatic chromatophore potential was obtained from the atomic model with

partial charges assigned according the CHARMM36 force-field using the APBS at the relevant ion concentration with 513 grid points

in each Cartesian direction (�1 Å resolution).

As depicted in Figure 5B and in the Supporting Animation (Video S3), in all six cases the cyt c2 protein can be observed to diffuse

around the center of the chromatophore until it approaches its surface, whereupon it interacts with proteins or lipid patches. Once

near the surface, the majority of the trajectories reveal that the cyt c2 molecules visited numerous proteins (Figure S5A), transiently

binding to them, and diffusing either slowly along the chromatophore surface, or quicker through the solvent. Irrespective of the

salinity, both overall targeting and binding efficiency appear to be enhanced under reducing conditions for the chromatophore.

The weaker RC-LH1 complex recognition of cyt c2 under oxidizing conditions, relative to that of bc1 under reducing conditions, is

compensated by a larger number of RC-LH1 complexes than bc1 complexes. Altogether, our BD simulations demonstrate that

the dynamics of cyt c2 is regulated by the redox state and salinity of the chromatophore. Under native conditions, the electrostatic

environment of the vesicle favors directional single-electron transfer from the bc1 complex to the RC-LH1 complex, and avoids hijack

of the charge carrier cyt c2 protein by anionic lipids on the membrane surface.

Umbrella sampling simulations
Bias-exchange umbrella sampling (BEUS) simulations were performed along the lowest non-equilibrium work path derived from

steeredMD (SMD) trajectories of cyt c2 dissociation from bc1 and RC. Details of these steering simulation have been published sepa-

rately (Singharoy et al., 2016). Altogether twenty SMD simulations (five for bc1red-c2ox and bc1ox-c2red states, respectively before

and after electron transfer, and similarly for RCox-c2red and RCred-c2ox) were performed, each for 50 ns with a 1 fs integration time

step and a force constant of 5 kcal mol�1 Å�2. The lowest work trajectory, namely one where the non-equilibrium work value

converged to < 50 kcal mol�1 (Figure S7C) was refined with BEUS simulations.

The BEUS simulations for both the bc1red-c2ox and bc1ox-c2red states pathways are performed employing the inter-heme CBC

distance as the collective variable. To ensure sufficient window overlap in BEUS simulations, the number of 34 windows employed

were employed along the dissociation path. An exchange is attempted every 1 ps between each image and one of its two nearest

neighboring images in an alternating fashion. Ten replicas per image are employed for 10 ns long BEUS simulations. A force constant

of 5 kcal mol�1 Å�2 is employed to restrain geometrically the position of the umbrellas along the inter-heme distance axis. This

protocol resulted in results in roughly similar rate of exchange rates between neighboring windows (ranging from 29% to 40%).
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53 10replica=window3 34window3 10ns=replica = 17 ms of BEUS simulations were performed for the construction of five one-

dimensional free–energy profiles (Table 1). Thereafter our generalized weighted histogram methodology (Singharoy et al., 2017)

was employed to re-weight the ensemble and determine the potential of mean force (PMF) profiles (Figures S7A and S7B). Intro-

ducing the free-energy profiles in the Szabo-Schulten equation yields a bc1 and RC association time of cyt c2 equal to, respectively,

50 ns and 180 ns at 0.15 M salinity, which is comparable to the timescale extracted from the BD simulations.

In the BEUS scheme, samples generated by each umbrella are assumed to satisfy the detailed balance relation and have the cor-

rect (biased) Boltzmann distribution. However, the initial conformations are not always selected from the correct distribution. The

timescale associated with relaxation of these conformations to a correct distribution, t, is roughly estimated in ps, employing the

relationship t = ðM2 + 1Þ=10r (Singharoy et al., 2017), where M is the number of images in the string and r is the average exchange

rate; here, t = 38 ps, when r is roughly 0.33ps-1. Thus, a sample size of 100�ns/image (10�ns/replica), which is an order of magnitude

more than the relaxation time, is expected to provide a correct biased Boltzmann distribution for the restrained-ensemble.

Convergence of the free-energy calculation is tested for each of the three cases using a resampling protocol. 50% of the data is

randomly chosen and two one-dimensional free energy profiles are constructed employing the aforementioned weighted histogram

method. The process is repeated 100 times to obtain a collection of 200 PMFs. After these 100 trials a converged mean profile is

obtained across the 200 PMFs, and the standard deviation is considered as the error estimate. An error bound of ± 1.5 kcal

mol�1 is estimated for our PMF calculations (Figures S7A and S7B).

Diffusion coefficient computation
The lateral diffusion coefficient D has been evaluated using the mean square displacement (MSD) relation:D

jrðtÞ � rð0Þ j 2
E
= 6Dt (Equation 4)

where the mean square displacement of the mass center of the molecule jDr(t)j2 is calculated from the trajectory. The obtained func-

tion converged at tR 4 ns (Figure S4A), but at longer times, the MSD is based on too few separate events in time. Hence, the interval

used to calculate the average of D is chosen from the convergence criteria of Equation 4, giving the lower limit at t = 4 ns.

Mean first passage time computation
The Szabo-Schulten-Schulten relationship for determination of rates (k) states (Szabo et al., 1980):

k�1 =
Xn

l = i

8<
:DðxiÞ e�bFðxlÞPl

j = ie
�bFðxjÞ

9=
;

�1

; (Equation 5)

where the one-dimensional space in x is discretized into l points ranging from i,., j., n, andD(xi) and F(xi) represent, respectively, the

diffusivity and the free energy position xi. Employing the PMF of quinone dynamics derivedwithin the chromatophoremembrane (Fig-

ure 4B), and the diffusion coefficient of the quinones derived from theMSDmethod (Figure S4A), the interconversion time from swim-

ming to diving is found to be about 220 ns. Similarly, the PMF of cyt c2 dissociation derived from BEUS simulations (Figures S7A and

S7B) together with diffusion coefficient of 1.080x10�6 cm2 s�1 derived by Hydropro, the rate of cyt c2 binding/unbinding is deter-

mined in Figure S7D.

Chromatophore rearrangement
The model has been updated by introducing rearrangements to the original chromatophore structure. Such rearrangements include

changing the order and grouping of the RC-LH1 complexes. The original model contained two groupings of three RC-LH1 dimers and

two lone RC-LH1 dimers. The new ‘‘shuffled’’ model consists of a grouping of four RC-LH1 dimers and a grouping of three RC-LH1

dimers, as well as one lone dimer. Both of these dimer arrangements are inspired from atomic-force microscopy (AFM) experiments

(Chandler et al., 2014; Cartron et al., 2014). Adaptive Poisson-Boltzmann solver (APBS) computations of the electrostatic potential

were repeated at pH 7 and 0.15 M ionic strength, and the BD simulations of 500 copies of cyt c2 were performed for 10 ms (similar to

the original setting in Table 1). The fraction of time cyt c2 interacted with its target protein complexes (namely RC-LH1 and bc1) re-

mains comparable to that of the original model. This finding allows us to ascertain that our model and the discoveries made with it are

robust to initial conditions. The nonproductive lipid binding is enhanced in the shuffled or rearranged chromatophoremodel, implying

further that the original model provides a more reasonable description of the through-solvent charge transfer. Since one of the rate-

determining steps is the millisecond-scale cyt c2 binding (Figure S7), and not its microsecond-scale diffusion (Figure S5), and since

both models depict comparable cyt c2 diffusion times (Figure S6), the overall ATP yield will remain unaffected by the alternative RC-

LH1 locations within the membrane vesicle.

Rate kinetics of ATP synthesis
Energy conversion steps in the chromatophore from light absorption to ATP conversion are modeled according to the rate kinetics

framework introduced in (Sener et al., 2016). Below a summary of this framework is provided in deriving the expression for the

e7 Cell 179, 1098–1111.e1–e11, November 14, 2019



chrometophore-wide ATP synthesis rate, kATP(I), as a function of incident light intensity, I, given in units of photons absorbed per sec-

ond for the entire vesicle, under the assumption of steady state illumination.

Energy conversion in the chromatophore are considered in three steps: (i) light harvesting and charge separation, converting

quinone into quinol at a RC; (ii) diffusion of charge carriers (quinone/quinol in the membrane and cyt c2 in the vesicle interior) resulting

in the generation of a proton gradient at the cytbc1; (iii) conversion of ADP into ATP at the ATP synthase upon utilization of the proton

gradient.

The efficiency of the first energy conversion step is the so-called quantum yield, q, computed in an effective Hamiltonian framework

(Sener et al., 2007, 2010, 2016) based on the generalized Förster formalism (Förster 1948; Novoderezhkin and Razjivin, 1996). The

dependence of the quantum yield on the vesicle composition is treated in Sener et al. (2016) as an interpolation between the values for

q computed for low light-growth and high light-growth chromatphore stoichiometries, namely, q= 0:91+ 0:0152ðs0 �sÞ; where s is

the LH2:RC stoichiometry and s0 = 2.625 represents the reference vesicle employed in this study (See Supplementary Material of

Sener et al., 2016, for details of the corresponding effective Hamiltonian and the computation of the quantum yield.).

The second energy conversion step is characterized by the cycling time, tRC(I), of quinones at the RC. This cycling time is estab-

lished to be rate limiting for energy conversion into ATP under steady state illumination for typical physiological conditions of the chro-

matophore (Geyer et al., 2010). The cycling time is estimated from the high light and low light limits of tRC(I), tH and tL, respectively,

based on experimental observations (Woronowicz et al., 2011), namely,

tRCðIÞ = tL + ðtH � tLÞ
�
1� e

1
2 IqB

�1
�
; (Equation 6)

where B= 23nBtB is the total turnover capacity of bc1s, nB is the number of bc1 dimers in the chromatophore, and tB is the quinone

turnover time at a bc1 (Crofts, 2004).

The third energy conversion step is governed by the ATP synthesis rate, kATP(I), which, in turn, is expressed in terms of the quinol/

quinone turnover rate, kQH2/Q(I), at the cytbc1, namely, kATP(I) = kQH2/Q(I). This equality follows from assuming a 12-subunit c-ring

for the ATP synthase, in the case of which the so-called Q-cycle admits (Crofts, 2004), for each quinol passage, the release of four

protons into the vesicle interior (two at bc1 and two at RC), i.e., the same number of protons needed for producing one ATPmolecule

at the ATP synthase. Thus, the ATP synthesis in the chromatophore can be expressed in terms of the quinol turnover processes from

the second energy conversion step above. The ATP turnover rate is derived as

kATPðIÞ = 1

2
Iq

�
1 +

1

2
IqtRCðIÞ 1

nRC

�
; (Equation 7)

where nRC is the number of reaction centers. The cycling time, tRC(I), corresponds to a chromatophore-wide average and does not

incorporate spatial inhomogeneities in the membrane.

Equations 6 and 7 together permit the computation of the ATP turnover rate of the entire chromatophore as a function of incident

light intensity for steady state illumination conditions.

Lipid analysis
The bc1 styrene-maleic acid lipid particles (SMALPs) and chromatophores were prepared from fbcC::thrombin-His10 Rba. sphaer-

oides (Cartron et al., 2014) and analyzed by thin layer chromatography (TLC) and phosphate quantification as previously described

(Swainsbury et al., 2018), with the exception that lipid band intensities were plotted as a fraction of the total.

Spectroscopic and growth measurements
Wild-type Rba. sphaeroides 2.4.1 cells were used to inoculate 1 L M22+medium (Hunter and Turner, 1988) supplemented with 0.1%

(w/v) Casamino acids and 0, 50, 100, 150 or 200 mM NaCl. Cells were grown under 30 mmol m-2 s-1 illumination from Orsam Classic

116W halogen bulbs for 48 hr at room temperature (�21�C). Cells were harvested at 4000 RCF (avg) for 30 min and pellets were sus-

pended in �10 mL 20 mM Tris pH 8 per gram of wet cell mass and a few crystals of DNase I and Lysozyme (Sigma-Aldrich) were

added. Cells were broken by two passages through a French pressure cell (AmInCo, USA) at 20,000 PSI and insoluble debris was

removed by centrifugation at 18,459 RCF (avg) for 15 min. Membranes were prepared by layering clarified cell lysate above

40/15% (w/v) sucrose step gradients followed by centrifugation at 57,031 RCF (avg) for 10 hr at 4�C followed by harvesting of the

membrane band from the 40/15% interface.

The RC-LH1, LH2 and cytbc1 content was estimated as described in Swainsbury et al. (2018). Briefly, membranes were diluted to

an optical density at 850 nm of 5 in 20 mM Tris pH 8 and spectra were collected in a 4 mm path length cuvette. Spectra were de-

convoluted by fitting spectra of pure RC-LH1 and LH2 and a scatter curve to estimate the concentrations of RC-LH1 and LH2 in

the samples (see Swainsbury et al., 2017 for a detailed description). Next, spectra were collected in a 1 cm path length cuvette before

and after the addition of a few grains of dithionite generating oxidized and reduced spectra. The cytbc1 content was estimated from

reducedminus oxidized difference spectra using extinction coefficients ε561–575 of 22mM� 1 cm� 1 and ε551–540 of 19mM� 1 cm� 1, for

b- and c-type heme, respectively.
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Determination of the cell doubling time of wild-type Rba. sphaeroides 2.4.1 grown at different light intensities was reported

previously (Hitchcock et al., 2017). Briefly, photosynthetic growth under anaerobic conditions was performed in M22+ medium sup-

plemented with 0.1% (w/v) Casamino acids in completely full and sealed 17 mL sterile glass tubes (�1 cm across). Cultures were

inoculated to a starting optical density at 680 nm (OD680) of �0.05 and incubated at room temperature under a range of light

intensities from 1-1,000 Wm�2 with mixing to minimize cell shading. Growth was measured by monitoring the OD680. The BChl con-

centration was determined spectroscopically and used to estimate the number of chromatophores per cell as described previously

(Adams and Hunter, 2012; Hitchcock et al., 2017).

Modeling of cell doubling times
Cell-doubling times can be measured experimentally and calculated as a function of illumination, as done in Hitchcock et al., 2017.

Comparing experimentally collected data to the rate-kinetic model presented here attests the validity of our model and the discov-

eries made using this model. The equation below supplies the aforementioned relationship between cell-doubling times and

illumination,

tDðIÞ = McellðIÞ=YATP

NchromðIÞ~kATPðIÞ
(Equation 8)

Here, tD specifies the cell-doubling time in hours. Nchrom is the number of chromatophore vesicles in the cell, which is itself a function

of illumination (I). Nchrom(I) is determined using a Gaussian process regression directly from the vesicle counts obtained from whole

cell spectra (Figures S7G and S7H) in the illumination range of 0.1 to 1000 Wm-2 (method detailed in Hitchcock et al., 2017). Mcell is

simply a function of Nchrom multiplied by the weight of a chromatophore added to a constant dry mass of the non-chromatophore

parts of the cell. YATP or the ATP yield (i.e., the dry mass of a chromatophore generated per mole of ATP) is presented at two values

in themain text: 32 g/mol corresponds to the theoretical maximum,while 22 g/mol is the upper echelon of experimentally derived ATP

yield values for bacteria (Russell and Cook 1995). ~kATP is calculated from our chromatophore model using the rate-kinetic model for

energy turnover. As seen in Figure 6E, the ~kATP values obtained from the chromatophore model, when inserted into the tD equation,

give cell-doubling times commensurate to those determined experimentally.

Proposed swimming versus diving quinone experiments
MD simulations of quinone diffusion within a membrane have been reported in the main text. The results of these simulations present

two distinctmodes of quinone diffusion in themembrane: swimming and diving. The primary distinguishing factor between swimming

and diving quinones is the placement of the aromatic headgroups of the quinones with respect to the lipid bilayer. Swimming qui-

nones are typically found in environments that aremore enriched in lipid head-groups andwater, away from protein complexes, while

diving quinones are found in the midplane of the membrane, closer to the protein complexes (Söderhäll and Laaksonen 2001). These

two modes of diffusion are observed computationally, opening new possibilities for validation. The potential experiments, though

conceptually feasible, requires work that largely goes beyond the scope of the current manuscript.

Fourier transform infrared spectroscopy (FTIR) is a common method for studying the structural changes in quinones in respiratory

systems, according to Hellwig 2014. FTIR allows vibrational modes of a single functional group to be observed within a protein, con-

taining 100 or more residues. Data is collected by averaging a large number of scans resulting from several reactions. Analysis of the

data will provide vibrational modes of reactants, intermediates, and product states of the reaction. In order to identify specific groups

involved in vibrational motions, isotopic substitution is typically used. The first use of this method to study vibrational modes of

quinones can be traced back to 1958 (Anno and Sadô, 1958). A significant amount of studies has since been published, improving

this method, now allowing different types of quinones to be compared. FTIR can be used to determine distinct conformations of qui-

nones, with the help of stable isotope labeling.

One of the most commonly used stable isotope labels is 13C. We hypothesize that the IR spectrum of a labeled 13C4 carbon in ubi-

quinone, for example, a peak at 1638 cm-1 (13C4) and 1648 cm-1 (unlabeled) would be observed in solution (Lamichhane et al., 2011)

for the swimming quinone. In contrast, the diving quinone will manifest significant red-shifts in the IR spectrum of the labeled C4 and

also C1 on the aromatic ring of the quinone headgroup. To artificially enhance the difference in the spectra of the swimming and diving

quinones, a positively charged lipid, such as 1,2-dioleoyl-3-trimethylammonium-propane (DOTAP), can be added to the assay, such

as liposomes (Afanasenkau and Offenhäusser 2012). DOTAP addition will decrease the number of diving quinones, thereby

increasing the signal of the swimming ones, further differentiating between the two modes of diffusion.

Similar to thework onmitochondrial complex I, a decyl-ubiquinone derivative with a spin-labeled headgroup can be prepared (Pohl

et al., 2010). When immersed within the membrane, the chemical shift of the nitroxylated or methanethiosulfonated quinone head-

group will differ from that when the label is in solution (Sahu et al., 2013). This exact analogy has been used to determine quinone

binding pockets in lipid-embedded systems as well the orientation of transmembrane helices in ion channels (Inbaraj et al., 2006).

To enhance the strength of the chemical shifts in a swimming versus diving quinone, the membrane itself can be enriched with

spin-labeled phospholipids (Sahu et al., 2013). Altered spin-spin coupling between the labeledmembrane and the two different kinds

of quinones will also provide a statistically significant difference in the signals of swimming and diving species.
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The swimming and diving modes of diffusion may also be studied through structural-biology methods, such as cryo-electron

microscopy (cryo-EM). Some of the major lipids in photosynthetic membranes are monogalactosyldiacylglycerol (MGDG),

digalactosyldiacyl-glycerol (DGDG) and sulfoquinovosyldiacylglycerol (SQDG), and the phospholipid phospha-tidylglycerol (PG),

all of which are negatively charged. In the presence of negatively charged lipids, diffusion of the quinones seem to obey the diving

mechanism (Figures 4, S4A, and S4B). If the PC-head groups were mutated to a positively charged lipid, such as DOTAP, chances

are that the quinones would not dive toward their binding pockets within the membrane. Instead, one would be able to observe more

quinones swimming via cryo-EM densities (Qian et al., 2018). Using our latest machine-learning techniques, multiple modes of bind-

ing can be directly extracted from two-dimensional cryo-EM images (Dashti et al., 2019).

Limitations and error propagation in the chromatophore model
The chromatophore model offers a multiscale description of the bioenergetic processes across a 30-35 nm radius vesicular mem-

brane. MD simulations have reached the length and accuracy that makes this model tractable. Nonetheless, recognizing the approx-

imations that underlie MD, the reported simulations are all driven by or linked to experimental results, which provide both necessary

input and validation. Several of the limitations and their remediations are now outlined.

1. There is no unique structure for an organelle, but the overall size, relative protein arrangements and protein-lipid compositions

remain conserved (Marrink et al., 2019), underpinning the construction of a representative model. Similar to traditional electron

microscopy experiments, which derive ensemble-averaged representations of a biological object, we use physics-based

modeling to integrate all the available data, leading to representative all-atom structures consistent with the data.

In constructing themodel, the structures of individual proteins have been derived either fromX-ray crystallography or cryo-EM. The

experimental resolutions of these models are 2.9Å, 2.0Å, 2.4Å (RC-LH1-PufX dimer (PDB: 6ET5), LH2 (PDB: 1NKZ) and bc1 (PDB:

2QJY), respectively). Given this high resolution, positions of the individual amino-acid residues and the cofactors are determined

unambiguously. The inter-protein distances determined from AFM are known with an uncertainty of 8 Å (Cartron et al., 2014). None-

theless, the hexameric or pentameric relative arrangements of the light-harvesting proteins are highly reproducible, also validated by

similar independent experiments (Chandler et al., 2014). Noting that inter-protein arrangements are accurately determined, and un-

certainties in the inter-protein distances are less than 10% that of the overall radius of curvature of 200 Å, such uncertainties have

minimal consequence on the overall size and architecture of the modeled chromatophore. Electron tomography already reveals

that the size of 53 ± 6 nm is well within the most probable distribution of chromatophore sizes. The error bounds on quantitative

mass spectrometry is 0.1–0.7 mole, implying that the mass of the proteins and lipids were determined to within a 10%–20% uncer-

tainty (Cartron et al., 2014; Olsen et al., 2008). Translating these masses into the number of proteins and lipid molecules, we estimate

the uncertainty in the number of proteins to be 63 ± 14 light-harvesting LH2 complexes, 11 ± 4 dimeric and 2 monomeric RC-LH1

complexes, 4 ± 1 cytochrome bc1 complex dimers, and 2 ± 0.2 ATP synthases and that for lipids to be 16000, within errors of ±

2,500. We have 82 proteins (63 LH2, 11 dimeric and 2 monomeric RC-LH1, 4 bc1, and 2 ATP synthases) and 17,200 lipids in the

computational model, both well within the experimental error.

2. MD simulations over the 500-ns timescale is fraught with a number of assumptions. The first major assumption is that of a

model bias. Our model that is found to be stable for microseconds, which, indeed, implies that we are at a local energy min-

imum, is assumed to be stable across the second- to minute-lifetime of the chromatophore. Since our predicted cell-doubling

times based on this atomic model are now experimentally verified, this first assumption appears justified. Our model does not

capture protein diffusion through the membrane; it does capture, however, charge-carrier diffusion through the membrane or

the solvent. The binding-unbinding events that determine the ATP-turnover occur on a timescale faster than protein diffusion

through the membrane. Thus, assuming the membrane-embedded proteins to be quasi-static leads to ATP yield and cell-

doubling time values that are quantitatively accurate.

3. Normally, polarizability of the medium plays a key role in membrane biophysics of the cells. Since our model builds on static

charges that do not partake in any explicit bond forming or breaking events, the impact of polarizability is greatly simplified. In

favor of this assumption is the observation that chemical reactions are often not rate-determining. It is rather the conforma-

tional transition and diffusive events that classical energy functions or force fields capture adequate precision. Electronic-

structure changes are captured using a semi-empirical level of theory, ZINDO, which is parametrized for reproducing the

excited states (Olbrich and Kleinekathöfer, 2010). All free-energy values have convergence error, but they are commensurate

with the thermal noise at room temperature, ca. 0.6 kcal/mol.

4. The coarse-grained MDMartini model does not describe the internal dynamics of proteins. Therefore, changes in the structure

that could potentially be induced by lipids cannot be observed (Marrink and Tieleman 2013). An elastic network approach,

called Elnedyn, was applied to the bc1 complex to maintain the protein structure close to the initial configuration of the atom-

istic protein used to generate the coarse-grained model (Periole et al., 2009). Limitations of the Martini model are discussed in

more details in Marrink and Tieleman (2013) and Corradi et al. (2019). Similarly, the Brownian dynamics (BD) simulations is able

to access the millisecond timescale, but only at the cost of compromising with the internal degrees of freedom – the diffusing

proteins are described as rigid bodies. Both coarse-grained MD and the BD simulations are refined in all-atom detail using MD
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and bias-exchange umbrella sampling to determine more accurate energy changes and kinetic barriers. Thus, within conver-

gence errors, our rate computations remain physically relevant.

5. Finally, our ATP-turnover model describes a stationary state of constant light input and ATP output. While this state is biolog-

ically relevant, it is also only a special case of constant irradiation. In the case of substantial motion of bacteria through their

habitats or under a cycle of dark-to-light transitions, the current model will not be able to predict the growth correctly, as the

molecular-scale phenomenon will change.

List of Abbreviations
Reaction Center (RC); Light-harvesting (LH); Cytochrome c2 (cyt c2); Atomic-force microscopy (AFM); Molecular dynamics (MD);

Quantum mechanics/Molecular mechanics (QM/MM); Brownian dynamics (BD); Potential of mean force (PMF); Adaptive Poisson

Boltzmann Solver (APBS); Oak Ridge Leadership Computing Facility (OLCF); Coarse-grained (CG); All-atom (AA); Atom Resolved

Brownian Dynamics (ARBD); Bias-exchange umbrella sampling (BEUS); Steered MD (SMD); Thin layer chromatography (TLC);

Fourier Transform Infra-Red (FTIR); Electron Paramagnetic Resonance (EPR); Nuclear Paramagnetic Resonance (NMR).

QUANTIFICATION AND STATISTICAL ANALYSIS

Detailed error analysis is provided in the Methods section to judge the convergence of the QM/MM, MD and BD simulations, as well

as the limitations of the chromatophoremodel. Data is presented either using histograms/bar-diagrams (dipole orientation, excitation

energy and binding time) or asmean and standard deviations in trend of physical properties (radius of curvature, free energy, diffusion

and protein composition) to show the uncertainties in computational and experimental measures. Barring the 0.5 msMDand 40 msCG

simulation of the chromatophore, all other QM/MM, MD or BD simulations were repeated between 6 to 500 times (Table 1). Uncer-

tainties in atomic positions is represented by experimentally determined beta-factors from the PDBmodels, and subsequently using

root mean square deviations of the MD-refined model. To avoid overfitting of the computational with experimental cell doubling

times, two separate ATP yields were considered in the kinetic model. Using just one value of ATP yield clearly misses to explain

the data. All the spectroscopic measurements for determining chromatophore composition, and subsequently, the cell doubling

times were repeated five different times.

DATA AND CODE AVAILABILITY

The accession number for the modeling, simulation and analysis input files used in this article is Mendeley Data: https://data.

mendeley.com/datasets/hh3kv79k7w/1
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Supplemental Figures
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Figure S1. Workflow for the Construction of the Initial Chromatophore Model, Related to Figure 1

(A) Protein-only model of the chromatophore vesicle derived from AFM, electron microscopy and mass spectrometric data (Cartron et al., 2014) is overlaid with a

POPC-only lipid vesicle of radius 30 nm to uniformly construct a lipid bilayer on protein-excluded areas of the chromatophore surface; a 2 Å exclusion radius,

employed for the lipid placement around proteins, suffices to avoid unfavorable steric interactions between the proteins and the lipids. System size of this protein-

embedded lipid vesicle is 30 M atoms. The vesicle is immersed in a water droplet, wherein the lipid molecules are allowed to relax under spherical boundary

conditions for a period of 2 ns (0.5 ns with the lipid-head and the proteins constrained to initial position, and the remaining 1.5 ns with just the protein constrained).

The partially equilibrated lipids are then heterogenized by randomly mutating the PC-head groups to PG and PE (Chandler et al., 2014) under compositional

restraints of 22%POPC, 22%POPG and 56%POPE on the outer (cytoplasmic) side and 24%POPC, 10%POPG and 66%POPE on the inner (periplasmic) side,

compositions consistent with lipid measurements in photosynthetic bacterial membranes. In addition, 900 charge-carrier quinone molecules were randomly

introduced in the membrane, 600 of uniformly distributed and the other 300 were co-located in the vicinity of the quinone-binding bc1 and RC-LH1 complexes.

Finally, the lipid and quinone-corrected chromatophore model is placed inside a water cube of approximate dimensions 110 nm and ionized to neutrality,

constituting a simulation system of size 136 M atoms. An octagonal box is presented here for visualization of the system, as rendering of the complete system is

not yet feasible due to hardware limitations. (B) Root mean square deviation (RMSD) plotted as a function of simulated time showing that bioenergetic proteins

have been sufficiently equilibrated over 0.5 ms. Consistent with simulations of a flat chromatophore patch (Chandler et al., 2014), the RC-LH1 dimer is found to be

the most flexible and LH2 the least flexible even when the chromatophore assembles as a vesicle. (C) Change in the radius of gyration of the vesicle showing a

drop of 4 Å during the final 25 ns of model refinement stage (water equilibration), wherein the protein-lipid packing tightens and lipid composition reorganizes in

the vicinity of the proteins, following which the value plateaus reinstating the achievement of a stable chromatophore model.



Figure S2. Hydrogen Bond Analysis of the Chromatophore Model and Ring-Wise Energy Distribution of Pigments, Related to Figure 2

Plots showing the number of hydrogen bond between proteins and lipids on the upper versus lower leaflet of bc1 (A), RC-LH1 (B) and LH2 proteins (C). Unlike bc1,

RC-LH1 dimers form 3 times more hydrogen bonds on the cytoplasmic side, while LH2 complexes form 2 times more hydrogen bonds. (D) Local membrane

curvature of the chromatophore proteins. Tilt angle induced byRC-LH1, LH2 and bc1 proteins showcasing different extent of curvature induced by these proteins.

(legend continued on next page)



Computed from Equation 3 (Method Details), while RC-LH1, LH2 induce a closed (convex) curvature of radius 20 nm, bc1induces a minimally open (concave)

curvature of radius of�0.07 nm. (E) Excitation energy of pigments B850a (top), B850b (middle) and B800 (bottom) for all 63 LH2 complexes in the chromatophore.

For a specific pigment-type in a given LH2 ring all 9 excitation energy values are considered. These energy values are collected over all frames of the QM/MM

simulation to determine the mean and the standard deviation (shown as error bars) for the particular ring. The last ring with number 64 shows the data for the

individual ring in a flatmembrane. (F) Distributions of excitation energies in BChl B850a (top), B850b (middle) andB800 (bottom) for the simulation of a single ring in

a flat membrane (black) and for all rings in the chromatophore (red). (G) Distribution of RMSF for each pigment across all the 63 LH2 rings in the chromatophore

relative to their crystallographic conformation, showing B800 (solid) varies the most and B850a (dotted) the least. During the RMSF computations individual LH2

rings from the chromatophore trajectory are aligned to those from the crystal; this process is repeated for all the 63 rings. Since the pigments are not individually

aligned, this RMSFmetric remains sensitive to translational and rotational changes, representing thus the overall positional variance (Singharoy et al., 2013) of the

pigments, beyond simple fluctuations. (H) RMSD of individual LH2 rings with respect to crystal structure 1NKZ. The red circles represent the 63 rings from

chromatophore, and the black circle imply an isolated LH2 on a flat membrane. (I) Structural snapshots showing deformation of the LH2 architecture between the

flat (green) versus curved membrane (cyan).
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Figure S3. Influence of Environment on the Average Excitation Energies of the BChl Molecules and Lipid Order Parameters (OPs), Related to

Figure 3

(A) Distributions of the average excitation energies for the different rings. The data shown in the histograms has been averaged over the nine pigments of the same

BChl type within a ring and over time. (B-E) OPs plotted against the index of carbon atoms on the tail of POPC (blue) and POPE (red) lipid molecules for outer and

inner leaflets of LH2 embedded flat (dashed-line) and curved chromatophore (solid-line) membrane. Lipids in the curved membrane are found to be consistently

more disordered. (F) Lipid-pigment contact area per LH2-ring in the chromatophore, showing B800 is the most lipid-exposed and B850a is the least.



Figure S4. Swimming versus Diving Quinone, Related to Figure 4

(A)Mean square displacement (MSD) of the swimming (black) and diving (orange) quinonemolecules. Clearly discernible from the plot, slope of the diving quinone

is thrice as steeper than that of the swimming one. The diffusion coefficients derived from theseMSDplots are 53 10�8 cm2/s for swimming and 1.53 10�7 cm2/s

for diving. (B)Membrane-wide view of swimming (white) and diving (orange) quinonemolecules illustrating that the former ismore probable away from the protein-

lipid interface, while the latter is significant close to the protein networks, depicting thus a state stabilized by the positive electrostatic potential (blue) in the vicinity

of the proteins. (C) Timescale of quinone motion through the chromatophore are extracted. All three panels show data from BD simulations of 5000 quinone

molecules independently moving through the chromatophore. The leftmost panel shows the distribution of times required for each quinone molecule to move

from its initial position to the opposite hemisphere of the chromatophore (average 6.3 ms). The second panel depicts the time required for a quinone that had

moved at least 16 Å from its initial location to return to within 8 Å of its location (average 68 ms). As shown in the inset, nearly half of the quinonemolecules returned

to their initial location within just a few microseconds. The rightmost panel depicts the time required for a quinone molecule to reach an 8-Å-radius target on the

opposite side of the chromatophore (average 101 ms). Using an 8-Å-radius target as a proxy for a protein, the typical time required for a quinone to reach any

particular protein in the chromatophore can be expected to be 68-101 ms.



Figure S5. Kinetics of Cyt c2 Shuttling between Chromatophore Proteins, Related to Figure 5

(A) The heatmaps depict the times required for cyt. c2 tomove between protein complexes on the chromatophore surface as observed in BD simulations. The cyt.

c2 starting site is labeled on the x axis and the landing-site is labeled on the Y-axes, and the color on the block implies time taken tomove between these two sites.

Four solution and electronic conditions are depicted. Motions at lower-salinity are generally slower than under physiological conditions. Furthermore, the 100-

500 ns inter-complex cyt. c2 diffusion time (off-diagonal blocks) is found to be comparable to the timescale of association dynamics in Figure S5B, butmuch faster

than that 1 ms and 71 ms timescale of cyt. c2 binding (Figure S7D) under physiological or low salinity concentrations. (B) Association times of cyt. c2. BD

simulations at physiological and low salt conditions reveal association times of cyt. c2 to bc1 (left) and RC-LH1 (right) increases drastically with drop in salinity from

150 mM to 20 mM. Association time is defined as the lifetime of a cyt. c2-bound bc1 or RC complex, with interface separation of 12 Å or lesser.
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Figure S6. Protein and Lipid Binding of the New Chromatophore Model and Salinity Dependence of Cyt c2 Turnover, Related to Figure 5

(A) The rearranged or shuffledmodel (left) and the original model (right). In the shuffledmodel the RC-LH1 dimer has beenmoved to make a row of four, according

to Chandler et al. (2014). (B) Protein and lipid binding of the new chromatophore model. Target protein binding (left) and lipid binding (right). While the shuffled

model does not showmuch variation in target protein binding, the lipid binding is more enhanced. (C) BD simulations of cyt. c2 dynamics was performed at pH 4-

0.02M salinity, pH 7-0.15M salinity and pH 7-0.25Mwithin the reduced and oxidized chromatophore. For each condition, 500 simulations of a single cyt. c2 were

performed, each simulation lasting 10 ms. The cyt. c2 molecules were all initially in the center of the chromatophore. The trajectories provided the time the cyt. c2
spent within 1 nm of off-target proteins, lipids and target proteins, as depicted in the bar charts at left. Although surface binding is overall enhanced, the targeting

efficiency, or the ratio of the likelihood of being in contact with a target-protein compared to an off-target protein, is considerably reduced under low salinity

conditions, as shown in the bar chart at right.



Figure S7. Free Energy of Cyt c2 Dissociation and Effect of Vesicle Composition on Steady-State ATP Production at 3% of Full Daylight,

Related to Figure 6

Potential of mean force (PMF) as a function inter-heme CBC distance derived from a cumulative 17 ms of umbrella sampling simulations describe the dissociation

profile cyt. c2 from the bc1 complex (A) and RC proteins (B). This cyt. c2 dissociation is monitored at four different redox states, two before and two after the

electron transfer. The pre-electron transfer state features: bc1red-c2ox when the electron is in the bc1 complex, and RCox-c2redwhen the electron is in the cyt. c2;

the post-electron transfer state features: bc1ox-c2red when the electron is delivered to cyt. c2, and RCred-c2ox when the electron is delivered to RC. Cyt. c2

(legend continued on next page)



binding to bc1 complex is stronger than to RC, as also evident from the interface separation which is smaller for the bc1-cyt. c2 complex than RC-cyt. c2, and

specificity of the binding residues which forms a well-defined half-ring pattern in bc1 unlike in RC (see Figure S7E). For both the bc1 complex and RC, the cyt. c2
binding interface weakens after electron transfer has occurred, i.e., after delivery of the electron from bc1 complex to cyt. c2 or from cyt. c2 to RC. Thus, the free

energy of the reduced interfaces is always more than that of the oxidized one. Reduced salinity alleviates screening effects on the dominant electrostatic in-

teractions at the interface, and consequently makes cyt. c2 binding to the bc1 complex more favorable. (C) Nonequilibrium work as a function of cyt. c2
displacement in derived from SMD simulations. The work for unbinding cyt. c2 in bc1ox-c2red (red), bc1red-c2ox (blue) and bc1ox-c2red at 20 mM salt (black) are

presented. (D) Rate of cyt. c2 dissociation on protein surface. Mean first passage time of reduced cyt. c2 unbinding to reduced bc1 complex at native (magenta)

and 20 mM (magenta-rings) salt strength, and reduced cyt. c2 binding to oxidized RC, again at native salt strength (blue-cross) derived from the Szabo-Schulten

equation (Szabo et al., 1980). (E) Directed interface interactions render bc1-binding more time-consuming than RC, as cyt. c2 faces larger entropic barriers to

correctly align its half-ring residues with those of bc1 for generating a productive complex amenable to bc1-to-cyt. c2 electron transfer. (F) Vesicle composition is

given in terms of the number of bc1 dimers and of RC-LH1 complexes for vesicles featuring identical surface area. The ring indicates the composition of our

current chromatophore model, and the cross indicates the composition for generating highest ATP yield. Figure presentation adapted from Sener et al., 2016. (G)

Whole cell spectra for Rba. sphaeroides. Whole cell absorbance cell spectra for measuring chromatophore content in Rba. sphaeroides at 1 mmol m-2s-1 (blue),

10 mmolm-2s-1 (orange), 30 mmolm-2s-1 (red), 100 mmolm-2s-1 (yellow), and 500 mmolm-2s-1 (green). (H) Spectroscopic results indicate the change in LH2:LH1 and

bc1:LH1 ratio with respect to that at the physiological 0.15 M salt concentration is minimal for salinity range between 0.10 and 0.35 M.


