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We present a computational-experimental study on the ternary alloying effect of CuZr-based shape mem-
ory alloy. The transformation behavior, including crystallization, martensite-austenite transformation tem-
perature and hysteresis of Cu-Zr-X (X =Ni, Co, Hf) thin-film samples were investigated by nanocalorime-
try. We used ab initio simulations to determine the B2-Cm transformation pathway, evaluate the lattice
parameters, the relative phase stability, and the twin boundary energy as a function of composition. Ex-
perimental results show that alloying with Ni or Co reduces the hysteresis of the martensitic transforma-
tion, while Hf increases it. These observations are in agreement with the trend of the middle eigenvalue
of the martensitic transformation matrix. The energy difference between the pure phases obtained from
simulations suggests that both Co and Ni stabilize martensite against austenite. However, experiments
show that Co decreases transformation temperature, while Ni increases it. We attribute this observation
to the larger twin boundary energy and strain energy in the Co-containing alloy. Our results indicate that
ab initio simulations are a helpful tool in the development of new shape memory alloys, provided the
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energy terms associated with the fine twin structure of the martensite are taken into account.
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1. Introduction

Shape memory alloys (SMAs) undergo large recoverable shape
changes as a result of a thermoelastic martensitic transformation
that may be induced by changes in temperature, stress, or even
magnetic field in the case of ferromagnetic alloys. The martensitic
transformation is characterized by a reduction in lattice symmetry
as the material transforms from the high-temperature austenitic
phase to the low-temperature martensitic phase, and has a strong
deviatoric component. Despite intensive research efforts in recent
years, the subset of SMAs that transform above 100°C, known as
high-temperature SMAs (HTSMAs), remains relatively unexplored
[1]. Recently, HTSMAs have attracted significant interest due to
their potential use in high-temperature solid-state actuators that
are more efficient, light-weight, and robust than conventional
actuators [1-4]. HTSMAs will enable a wide range of critical
technologies for both civilian and defense applications, including
adaptable wings, low-volume, high-energy-density actuation, and
energy harvesting through exploitation of the elasto-caloric effect
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[2,5,6]. In addition to high transformation temperatures, potential
HTSMAs must also exhibit acceptable recoverable transformation
strain levels, long-term stability, low thermal hysteresis, good
creep resistance, low susceptibility to plastic deformation, and
adequate resistance to environmental conditions [1]. It is clear
from this list of requirements that developing new HTSMAs is not
trivial. The chemical composition space that needs to be searched
to satisfy these requirements is too large to be explored solely by
experimental means. A number of material descriptors including
valence electron concentration, average Pauling electronegativity,
and atomic size have been shown to correlate with transformation
temperature and can be used to guide experiments [7], but these
descriptors are not necessarily predictive for more complex alloys
[8]. Evidently, these descriptors do not fully capture the physics of
the transformations.

In this work, we used a combination of nanocalorimetry and
ab initio simulations to investigate the effects of ternary alloying
elements on the transformation behavior of CuZr-based shape
memory alloys. Nanocalorimetry is used to measure the transfor-
mation behavior in thin-film samples of Cu-Zr-X (X=Ni, Co, Hf).
Samples are fabricated using magnetron sputtering, which allows
synthesis of samples over a wide range of compositions. Thin-film
samples typically have a much finer microstructure than bulk
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Fig. 1. (a) Array of 25 nanocalorimetry sensors and (b) schematic representation of an individual sensor.

specimens. While the distinctive microstructure of thin films has
an impact on the transformation behavior of thin-film samples,
the trends with changes in composition are similar to those
observed in bulk samples [9,10]. The ab initio simulations provide
insight into how the alloying elements change the energies of the
participating phases. Simulations at 0K show that Ni and Co lower
the energy of the martensitic phase compared to the austenitic
phase, while Hf leaves the energy nearly unchanged, suggesting
that Ni and Co should increase the transformation temperatures
(Ap) and that adding Hf should have little effect. These findings are
confirmed by finite-temperature simulations. Experimental mea-
surements, however, show that Co lowers Ap, while both Ni and Hf
increase Ap. We suggest that this discrepancy is caused by the fact
that the addition of Co increases the twin boundary energy and
the strain energy associated with the austenite-martensite mis-
match. We show that these energy terms can be calculated from
ab initio simulations and incorporated into a more comprehensive
model of the austenite-martensite transformation.

2. Methods
2.1. Nanocalorimetry

Nanocalorimetry measurements were performed on thin-film
samples of Cu-Zr-X using custom-made micromachined calorime-
try sensors described in detail elsewhere [11,12]. Fig. 1a shows an
array of 5x5 sensors, each one of which is independently con-
trolled. As shown schematically in Fig. 1b, each sensor consists of
a thin W layer that is patterned to serve both as heating element
and resistance thermometer in a four-point measurement scheme.
This heating element/thermometer is encapsulated in a thin SiNy
membrane that supports the heating element and insulates it
from its surroundings. The sample of interest is deposited in
the area between the voltage leads as indicated in Fig. 1b. In a
typical calorimetry scan, an electric current is supplied through
the heating element, which causes Joule heating of the sample
and addendum. The measured current and voltage are then used
to determine the power to the sensor and the resistance of the
heating element, which is calibrated to temperature. The temper-
ature coefficient of resistance A is determined by measuring the
melting point of Ag on select sensors in the sensor array. Because
of the linear behavior of the W heating element, this approach
offers the same accuracy as a calibration inside a vacuum furnace,
but is much faster. Within the same sensor array, the variation of
A is estimated to be less than 1%.

To perform the measurements, the sensor array is placed in a
probe card that is located inside a vacuum chamber with a base
pressure of approximately 10~4Pa. The data are acquired using a
custom-built system described in detail by Zheng et al. [12]. This
data acquisition system uses a differential setup where the same
current flows through a sensor with a sample and a reference sen-

sor connected in series. The system then measures the current I
through both sensors, the voltage drop Vs across the sample sen-
sor, the voltage drop Vi across the reference sensor, and the dif-
ferential voltage Vp =Vs - Vi using 24-bit A/D converters. The dif-
ferential setup rejects the common noise between the two sensors
and significantly improves the sensitivity of the measurement. Op-
timally, the 6-sigma noise level can be as low as 1.7 nJ/K at 400K
[12]. All measurements in this study are performed at heating rates
between 3000 and 4000K/s.

In the analysis, the temperature is determined from the temper-
ature coefficient of resistance of the sensor heating element using,

R=Ro(1+A(T - To)), (1)

where A is the temperature coefficient of resistance, T is the tem-
perature of the sensor, Ty is the ambient temperature, R the resis-
tance at T, and Ry the resistance at Ty. The energy balance for a
single calorimetric sensor dictates that

P(T) = G + Hp(T) + L(T) (2)

during a measurement. In this expression, P denotes the power
supplied to the sensor, C, is heat capacity of the sample and sen-
sor addendum, B is the heating rate, Hy is the heat flow associated
with any reaction or phase transformation in the sample (taken
positive for an endothermic reaction), and L represents any heat
loss due to conduction and radiation. Eq. (2) can be used to obtain
information on the heat capacity and enthalpy of transformation of
a sample. A detailed data reduction procedure can be found in our
previous work [12].

2.2. Sample preparation

Individual thin-film samples were synthesized directly on top
of the calorimetry sensors by sputter deposition through a shadow
mask. Prior to sample synthesis, a 20 nm layer of HfO, was grown
on the sensors using atomic layer deposition (Cambridge NanoTech
ALD System) to prevent reaction between the samples and the
silicon nitride of the sensor. After HfO, deposition, the sensors
were conditioned at 1300K for a period of 10 s to ensure sen-
sor stability. Cu-Zr-X samples with a thickness of approximately
400nm were then deposited on top of the HfO,-coated sensors
by magnetron sputtering from elemental targets inside a vacuum
chamber (ATC-1800, AJA Inc.) with a base pressure better than
10~4Pa. A micromachined shadow mask was used to limit the
deposition to the area of the sensor between the voltage probes.
The depositions were performed at a pressure of 5mTorr using
argon that was filtered to 99.999% purity as a working gas. All
deposition targets (Zr, Cu, Ni, Co, and Hf) were obtained from Kurt
J. Lesker Co. with the highest purity available. The compositions
of the samples were targeted to be Cusg ZrsgNix, Cusg4ZrsoCox,
and CuspZrsg4Hfx, and were measured using X-ray photoelectron
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spectroscopy (XPS, Thermo Scientific K-Alpha Plus XPS System).
The surfaces of the samples were sputtered with Ar inside the XPS
chamber to expose pristine material for analysis.

2.3. Ab initio simulations

Ab initio simulations were performed using the Vienna ab initio
Simulation Package (VASP) [13]. The exchange-correlation function
of the pseudopotential was treated using the generalized gradient
approximation (GGA) [14], and the core-valence interaction was
treated using the projector augmented wave (PAW) method [15].
The electronic configurations of the appropriate elements were
realized using the projector augmented-wave (PAW) pseudo-
potentials formalism [16]. Full relaxations were realized by using
the Methfessel-Paxton smearing method of order one [17] and
self-consistent static calculations were carried out with the tetra-
hedron smearing method with Bléchl corrections [18]. A cutoff
energy of 364eV was used for all the calculations and spin polar-
izations were accounted for as well. The Brillouin zone integrations
were performed with a mesh containing 3000 k-points per atom.
Convergence of the electronic structure was assumed, when en-
ergy changes between two consecutive steps fell below 10-6eV
and ionic forces were at most 10~4eV A-! in absolute value.

First, we mapped the energy landscape of the CuZr austenite-
martensite transformation. In accord with our TEM characteriza-
tion (See Section 3.3) and previous observations [19,20], the space
group of austenite was set to Pm3m (also known as B2), while that
of martensite was set to Cm. The energy landscape for the transfor-
mations were modeled using a four-dimensional parametric model
[21]. The Pm3m-Cm transformation, using a parent body-centered
tetragonal (bct) lattice, consists of four independent motions: (i)
a shuffle along [110]g,, (ii) a shuffle along [001]g,, (iii) an or-
thorhombic distortion (change in volume) and (iv) a monoclinic
distortion. The parametrization was based on a linear interpola-
tion scheme where supercells were chosen such that the linear
difference of the internal coordinates was minimized. This model
assumes that the displacive transformation can be characterized
by a distinct separation between short range atomic shuffles and
the lattice degrees of freedom, which include lattice strain, angu-
lar shear, and volume change. The energy landscape was consti-
tuted from 60 calculated points sampled from a 9 x 9 x 9 x 9 (four
degrees of freedom) parameter space using the Latin hypercube
sampling method [22]. Although this is considerably sparse, the
energy landscapes show sufficient qualitative differences in the en-
ergy barriers found along the minimum energy paths (MEPs) when
comparing different alloy compositions. A 4D MEP for CuZr was
extracted from the landscape using a modified implementation of
Dijkstra’s algorithm [23]. The B2 and Cm structures were set as
the source (target) nodes. The MEP was further refined by the use
of the solid state nudged elastic band method (SSNEB) [24] and
served as a good first approximation to the transformation path-
way. The symmetries along the converged transformation pathway
were found to be group-subgroup related with a transformation in-
dex of 96 as confirmed by the SubGroupGraph tool implemented in
the Bilbao crystallographic server [25].

Next, we determined the lattice parameters and energies of
Cu-Zr-X (X=Co, Ni, Hf). Depending on the alloy, supercells of
sizes varying from 16 to 64 atoms were used. The input struc-
tures were the CuZr B2 and Cm phases with Co/Ni/Hf atom re-
placements of up to 18.75%. In the simulations, Co and Ni re-
placed Cu, while Hf replaced Zr. The resulting composition covers
the range studied by nanocalorimetry. To best model the disorder
caused by the ternary elements, two methods were used and com-
pared against each other: 64-atom special quasi-random structures
[26] and human decisions based on site symmetry and distance to
neighbors.

Fig. 2. CuZr supercell containing (021) twin boundaries. The volume between the
two vertical black lines represents one supercell, while the mirrored unit cells rep-
resent the Cm structure. Due to periodic boundary condition, there is one twin
plane in the middle and another twin plane at top/bottom.

Calculations of the finite-temperature energies for the Cu-Zr-
X alloys were carried out considering the contributions of vibra-
tional and electronic degrees of freedom to the total free energy
of the system. The vibrational contributions to the free energy—
derived from the phonon density of states—were calculated using
the harmonic approximation, which assumes small atomic oscilla-
tions about the equilibrium value. The supercell method [27] as
implemented in the fitfc module of the ATAT package [28] was
used to determine the phonon structure of the alloys under study.
In this method, the positions of the atoms are slightly perturbed
away from their equilibrium position and the reaction forces are
calculated. A set of linear constraints are obtained by equating
the calculated forces to the forces predicted from the harmonic
model. From these, the unknown force constants are determined.
The force constant tensor is then used to determine the dynamical
matrix whose diagonalization yields the eigenvalues (frequencies)
and eigenvectors (displacements) of the normal modes of oscilla-
tion (phonons) [29]. To account for the softening of the phonon
modes due to thermal expansion, the quasi-harmonic approxima-
tion was used [29]. In this approximation, the optimized structures
are subjected to expansion and contraction and harmonic calcula-
tions are performed on each of the corresponding volumes. Specif-
ically, three volumes were considered, which were equally spaced
from 2% to 4% of the equilibrium volume. For a detailed discussion
of the method, one may refer to [30].

The twin boundary energies of Cu-Zr-X were calculated using
an 88 atom supercell that consists of (021) twin planes. Fig. 2
shows the structure of the supercell under periodic boundary con-
dition. The structure is built using the same parameters as the un-
twinned Cu-Zr-X supercell. The top/bottom and middle planes are
two twin planes with a spacing of 1.35nm. The atomic positions
and volume are relaxed, while the shape is kept unchanged to
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Fig. 3. (a) First calorimetry scan on an as-deposited CusoZrso sample and (b) first scans on as-deposited samples of several different CuZr-based alloys.

retain the twin structure. The twin boundary energy is found by
subtracting the energy of the untwinned structure (linear fit of all
data points) from the twinned structure.

3. Results
3.1. Cu-Zr-X phase evolution

Fig. 3a shows a typical first calorimetry scan on an as-deposited
CusoZrsg sample; Fig. 3b depicts similar scans for as-deposited
samples of several ternary Cu-Zr-X alloys. It is evident from the
figures that all Cu-Zr-X samples go through a similar series of re-
actions in the first scan - all scans have a strong exothermic peak
followed by a smaller endothermic peak at more elevated tem-
perature. Previous studies on CuZr-based alloys have shown that
samples sputter-deposited under similar conditions are amorphous
and that the large peak in the calorimetry trace corresponds to the
crystallization of the samples. Immediately prior to crystallization,
there is a small change in heat capacity of the samples, which
is caused by the glass transition [31,32]. In the case of CusyZrsg,
the crystallization products are CuZr, (space group I14/mmm) and
CuqoZr; (space group Cmca). At higher temperature, these phases
react endothermically to form the ordered CuZr austenitic phase
(space group Pm3m, also known as B2) in a eutectoid process [12].
Given the relatively small alloy additions and the fact that CuHf,,
CuqoHf7, NiZry, NiygZry, and CoZr, are all stable phases with the
same structures as CuZr, and CupZr; (except for Coi9Zr;) [33-35],
it is likely that the small endothermic peak after the crystalliza-
tion peak in Fig. 3b represents a eutectoid reaction similar to that
found in the CuZr system.

None of the samples shows a martensitic transformation if they
are cooled immediately after the formation of the austenitic phase.
In the case of Cusg.xZrsgNix samples, a heat treatment of 20 s at
1100K is needed before the martensitic transformation is observed.
In the case of CusgyZrsgCox and CuspZrsoxHfx, the samples are
partially melted and re-solidified to show the martensitic transfor-
mation. We suggest that the B2 phase formed in the eutectoid re-
action has too many defects to allow transformation to martensite
on cooling. Possible causes are: (1) the austenitic phase is not fully
stoichiometric as the B2 phase forms by reaction of Zr- and Cu-
rich phases and the composition may not be completely uniform;
(2) insufficient ordering of the B2 phase. Either possibility indicates
that the solid-state reaction needs a sufficiently long time to com-
plete without giving a measurable calorimetric signal. This obser-
vation is not entirely surprising given that binary CuZr is a very
good glass former and is expected to have sluggish kinetics [32,36].

The crystallization temperature of Cu-Zr-X gives an indication of
the glass forming ability of the Ni, Co, and Hf-containing ternaries.
Of the three alloys, Cu-Zr-Ni has the lowest crystallization temper-
ature, i.e., the fastest kinetics, and presumably the poorest glass
forming ability. Therefore, a very brief heat treatment of Cu-Zr-
Ni at 1100K is sufficient to create an austenite that transforms to
martensite at low temperature. Presumably, a longer treatment at
1100K would result in the formation of martensite for the Co- and
Hf-containing ternaries also, but such a treatment would lead to
excessive oxidation of the samples. By contrast, previous studies on
bulk samples of ternary Cu-Zr-X alloys used arc melting followed
by annealing at 1100K for 30 min or longer [37,38].

3.2. Transformation temperatures and hysteresis

Fig. 4a shows calorimetry traces for several alloys with the
martensite to austenite transformation on heating; Fig. 4b shows
a graph of the transformation temperature as a function of com-
position. It is evident from the figure that replacing Cu with Ni
or Zr with Hf increases the transformation temperature, although
the effect of Hf is weaker than that of Ni. Replacing Cu with Co,
on the other hand, slightly lowers the transformation temperature.
The sample with 8% Co did not show a transformation even after
being cooled to 150K. Similar trends have been reported in pre-
vious studies on bulk Cu-Zr-X samples [8,37,39-41], although the
changes in transformation temperature brought about by ternary
element addition tend to be larger in bulk samples than in thin
films. This is likely due to the smaller gain size observed in thin
films, which is well-known to depress transformation temperatures
in shape memory alloys [9,10].

Fig. 5 shows the hysteresis as determined by the temperature
difference between the transformations on heating and cooling.
The addition of Ni and Co decreases the hysteresis, while Hf in-
creases it. The hysteresis observed for bulk CuZr alloys in previ-
ous studies ranges from 115K to 250K and depends on both heat
treatment and the number of thermal cycles performed [37-39,42].
The hysteresis measured in this study is at the upper limit of this
range, possibly due to small grain size of the thin-film samples
[43].

3.3. Microstructure

Fig. 6 shows TEM images of cross-sectional samples with
compositions ZrsoCusgyNijg and CusgZrzgHfy;. Both images show
clearly-defined martensitic plates, with widths ranging from 30
to 60 nm. The Hf-containing sample has slightly wider martensitic
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plates compared with the Ni-containing alloy. The grain size in the
samples ranges from 300nm in the center of the film to 50nm
near the surface.As shown in Fig. 6b, the martensite plates consist
of much finer twins. This is in line with the general theory that

martensite grows finely twinned structures to minimize the com-
patibility strain with the austenite and that result in leaf-like struc-
tures with a midrib [44,45]. Multiple diffraction images confirmed
the existence of Cm structure. (021) and (001) twin planes were
identified. Another monoclinic structure, B19’ (P21m space group),
has also been reported [20], but was not identified by us. Since Cm
is a superstructure of B19’ [19], B19’ has fewer diffraction spots and
its diffraction pattern overlaps with that of Cm. The evidence thus
suggests that there were no regions in the sample under investiga-
tion that consisted exclusively of B19'.

3.4. Austenite-martensite lattice compatibility

We used ab initio simulations to model the B2 and Cm phases
of Cu-Zr-X with various concentrations of element X. The lattice
parameters of the fully relaxed Cu-Zr-X B2 and Cm structures
are listed in Table 1. Table 2 provides a comparison of experi-
mental and computational lattice parameters for martensite. The
agreement between experimental and computational values is well
within the error of the DFT simulations and the TEM imaging.
The lattice parameters of two phases can be used to calculate the
transformation matrix, which maps the austenite lattice vectors
onto the martensite lattice vectors. James et al. have shown that

Fig. 6. TEM images and corresponding diffraction patterns of (a) ZrsoCussNijg and (b) CusoZrsgHfiy. Inset in (b) shows possible microstructure of martensite growing in

austenite.
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Table 1
Calculated lattice parameters of Cu-Zr-X. Co and Ni replaces Cu, while Hf replaces
Zr in CusoZrsp.

Unit in A Alloying B2 austenite Cm martensite

percentage 5 b c a b c gamma
X=Co 1.56 6.58 9.22 461 6.59 827 528 102.80
3.13 661 9.18 459 659 828 524 10245
6.25 663 9.12 459 660 830 520 102.17
12.50 651 940 449 666 823 521 103.63
18.75 646 931 452 664 822 516 103.07
X=Hf 1.56 6.57 923 461 652 830 535 103.63
3.13 656 923 4.62 652 830 534 10335
6.25 6.56 9.18 4.63 6.52 831 532 103.00
12.50 651 925 4.61 651 829 532 10348
18.75 656 9.19 456 6.57 821 528 103.46
X=Ni 1.56 6.58 922 461 653 829 535 103.69
3.13 654 924 462 659 826 527 102.78
6.25 659 9.19 460 659 827 524 102.50
12.50 634 976 446 658 825 524 103.01
18.75 657 9.14 457 660 825 518 10231

Table 2

Comparison of experimental and computational lattice parameters of martensite.
The experimental values are from TEM diffraction images (Fig. 6). The computa-
tional values are from a linear fit of Table 1.

Unit in A ZrsoCussNiyg CusoZrsgHfy
b c sinfg c sinf

Experimental 8.25 5.20 5.23

Computational 8.25 5.11 5.17

the middle eigenvalue (A,) of the transformation matrix is a mea-
sure for the compatibility between the austenite and the marten-
site [46,47]. The further the middle eigenvalue diverges from unity,
the larger the mismatch on the martensite-austenite habit plane.
Following the approach in [48], we computed the transformation
matrices and their eigenvalues for the various Cu-Zr-X alloys. The
middle eigenvalues are plotted in Fig. 7. It is evident from the fig-
ure that Ni and Co bring A, closer to 1, while Hf does not signif-
icantly change A,. Based on this result, one would expect the ad-
dition of Ni or Co to reduce the strain at the austenite martensite
interface and thus reduce the transformation hysteresis as indeed
observed experimentally; the addition of Hf, on the other hand,

d
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should leave the hysteresis more or less unchanged, which is not
observed. Of course, other factors may also affect hysteresis, e.g.,
the addition of ternary elements may introduce defects that make
the motion of interfaces more difficult.

3.5. Transformation pathway and energy landscape

Thus far, the transformation pathway of B2-Cm has not been
studied. Previous work suggests that B2 and Cm structures have
crystallographic relationship that resembles NiTi B2-B19’' [19].
However, it is not clear why CuZr B2 transforms to Cm, instead
of B19'. Using the lattice correspondence, we modelled the B2-
Cm energy landscape using four independent parameters. A four-
dimensional minimum energy pathway was determined, which
was further refined by the solid-state nudged elastic band method
(SSNEB). We find that the B2-Cm transformation goes through
Cmm2 as an intermediate structure (Fig. 8). The B2-Cmm2 step
takes place without an energy barrier, while the Cmm2-Cm step
has a small energy barrier that is slightly higher than the energy

[001]cmmz

Fig. 8. (a) Transformation pathway from B2 to Cm and B2 to B19'. Cmm2 is proposed as an intermediate structure of B2-Cm. The transformation from B2 to Cmm?2 is
barrier-less, while the transformation from Cmm2 to Cm has a saddle point that is not much higher in energy than the B2 phase. (b) The lattice correspondence between

B2 and Cmm2. (c) and (d) show the structures of Cmm2 and Cm, respectively.
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across the composition range for that element. The lines connecting the data points
are Bezier spline interpolations that serve as guides to the eye. They have no phys-
ical meaning.

of the initial B2 phase. The same figure also shows the transfor-
mation of B2 to B19'. The B19’ path has a slightly higher energy
than the Cm path along the entire length of the transformation
path. While the higher energy of the B2-B19’ transformation may
explain why only the Cm phase is observed in this study, the en-
ergy difference between the two paths is quite small and may be
overcome at finite temperatures.

The energy differences between the austenite and martensite
phases at 0K obtained from simulations are depicted as a func-
tion of composition in Fig. 9. A negative value signifies that the
martensite phase is more stable than the austenite. The calcula-
tions show that alloying CuZr with either Ni or Co should stabi-
lize the martensite compared to the austenite, suggesting a higher
martensitic transformation temperature. Alloying with Hf does not
have a significant effect on the energy difference between the two
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phases. These conclusions presuppose that there is no third phase
that is more stable than either austenite or martensite when the
alloying elements are added. In our experiments, Cu-Zr-X samples
with 8% Co or more do not form martensite, showing that a neg-
ative M-A energy gap does not necessarily imply the formation of
martensite.

When comparing the experimental results (Figs. 4 and 5) with
the M-A energy gap in Fig. 9, it is clear that the computations
and experiments are in agreement for Ni. In Fig. 5, the addition
of Hf does not significantly shift the midpoint of transformation
temperatures. However, in the case of Co, computations suggest
that Co should increase the transformation temperature up to a
concentration of 6%, but experiments show the opposite behavior.
To rule out finite-temperature effects, calculations for these phases
were also performed at finite temperatures (Fig. 10). These simu-
lations took into account quasi-harmonic, electronic, and weak an-
harmonic contributions. Full anharmonicity was beyond the scope
of our efforts, mostly due to the considerable computational ex-
pense associated with carrying out full anharmonic phonon calcu-
lations over the large, low symmetry unit cells necessary to sim-
ulate compositional disorder. With these terms added, we still see
the energy difference crosses over zero at higher temperature for
both the Ni and Co ternaries.

3.6. Twin boundary energy

It is evident from the results above that the energy difference
between pristine martensite and austenite alone cannot explain
the observed experimental trends. Energy terms beyond the en-
ergies of the pure phases need to be considered. For the marten-
sitic transformation to proceed, martensite crystals need to grow
in austenite, creating austenite/martensite interfaces that can have
very large compatibility strains depending on the value of A,.
These compatibility strains are accommodated by twinning in the
martensite and thus have a significant impact on the resulting
microstructure. TEM imaging shows that Cu-Zr-X martensite in-
deed has a finely twinned microstructure (Fig. 6b). This observa-
tion leads us to consider the contribution of the twin boundary
energy to the total energy of the martensitic phase. The energy
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Fig. 10. Finite temperature simulations. Each line shows the energy difference between martensite and austenite of a specific composition. At any given temperature, the

M-A energy difference for Ni or Co ternary is larger than pure CuZr.
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Fig. 11. (a) Twin boundary energy as a function of composition; (b) Total energy difference between the martensite and austenite phases taking into account the presence
of the twin boundaries. To reduce errors, the M-A energy is calculated using a linear fit to the energy difference between pristine martensite and austenite in Fig. 9.

of the (021) twin boundary was calculated for the CuZrCo and
CuZrNi systems as described earlier. These systems were selected
rather than the CuZrHf system because Co and Ni have similar ef-
fects on the energy difference between austenite and martensite,
but opposite effects in our experiments. The twin boundary en-
ergy results are shown in Fig. 11a. It is evident from the figure that
both ternary alloys have a higher twin boundary energy than bi-
nary CuZr and that the twin boundary energy of CuZrCo is consis-
tently higher than that of CuZrNi. Very recent computational work
by Sandoval shows that the twin boundary energy of a (001) twin
in NiTi B19’ is approximately 0.2]/m? [49]. Compared to NiTi, the
twin boundary energy of Cu-Zr-X is somewhat larger, but of the
same order of magnitude.

To evaluate the impact of the twin boundary energy on the
energy difference between the martensite and austenite, the twin
boundary energy is converted to meV/atom. Because there was no
significant variation of the spacing (standard deviation was ap-
proximately 1nm) across different samples or grains as observed
by TEM, an average twin spacing of 3.7nm was used in this cal-
culation. The energy difference between martensite and austenite
(Fig. 9) is fitted with a straight line to reduce error, although other
forms of interpolation lead to similar conclusions. The results are
shown in Fig. 11b. The twin boundary energy has a significant im-
pact on the energy gap between the two phases and this impact is
different for different alloying elements: The energy gap increases
with Ni content, as before, but remains nearly unchanged with the
addition of Co. While there may be some uncertainty in the precise
values of the twin boundary energies, it is clear from this example
that the martensite twin spacing is small enough for the associated
energy terms to alter the energy balance between the two phases.
A simple comparison of the energies of the pristine phases is not
sufficient to make predictions about the effect of alloying elements
on the stability of the martensitic phase.

4. Discussion
4.1. Non-monotonic behavior of ab initio simulations

In both Figs. 7 and 9, the value of A, and the energy difference
between the martensite and austenite phases are non-monotonic
with composition. In Fig. 9, in particular, the data point at 12.5%
creates a local maximum in the energy curve for both Co and Ni.
The experimental trends in Fig. 4b, on the other hand, shows good
linear behavior. To verify that this local maximum is not caused
by a poor choice of ternary alloying sites, we have tested various
atom replacements (Co/Ni replacing Cu) and reached the lowest-

energy configurations in a 64-atom supercell. Fig. 9 plots all the
lowest-energy points among these tests. At 12.5%, the standard de-
viation is smaller than the fluctuation of the curve itself. Therefore,
in the scope of ab initio simulations, the non-monotonic behavior
seems to have an electronic origin that remains to be elucidated.
It should be noted that the compositions where the energy has a
local maximum, result in structures with relatively larger mono-
clinic angles as compared to other compositions (Table 1). We note
that in Huang’s work on NiTi shape memory alloys [50], the exper-
imentally measured monoclinic angle of the B19’ phase is always
smaller than the computed angle. Huang et al. attributed this dis-
crepancy to the stress-free condition of ab initio simulations. In a
later study, Haskins showed that the monoclinic angle of B19’ is
sensitive to entropic effects [51]. Up to date, there is no defini-
tive answer to this discrepancy in the NiTi system. In this work,
the computed angles of the Cm phase are close to the experimen-
tal value of the binary CuZr alloy (105°) [19,20] with only small
fluctuations. We expect that these angles are similarly sensitive to
entropic effects and the fluctuations may not be actually observed
at finite temperatures. As a result, we also expect that the corre-
sponding small energy differences may not be observed. Follow-
ing this line of reasoning, a linear fit to the energy data was used
capture the trend in the data and to compute the energy of the
twinned martensite.

4.2. Balance of twin boundary energy and M-A strain energy

The existence of twin boundaries in martensite adds to the total
energy of the martensitic phase, making it less favorable relative to
the parent austenitic phase. The twin boundaries are necessary to
accommodate the compatibility strains associated with martensitic
transformations. In Fig. 11b, the contribution of the twin boundary
energy to the total energy was calculated using the experimentally
measured twin spacing. This twin spacing arises from a balance
between the total twin boundary energy and transformation strain
energy. Here, we use a simple energy argument to derive an es-
timate of the twin spacing and the magnitude of the strain en-
ergy from ab initio parameters. Suppose that martensitic growth
occurs as shown schematically in Fig. 12. Because twinning local-
izes the compatibility strain field to the M-A interface, we assume
the strain energy is uniformly distributed in the cylindrical vol-
umes marked by the red circles in Fig. 12. For a single twin plate,
we take the strain energy per unit depth equal to

t?

1
Estrain = Z*EYU - )\2)2 * 4 (3)
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Fig. 12. Schematic of martensite growth mode. The yellow regions are large
martensite plates. The blue region is austenite; the green lines are twin planes. The
red circles represent the cylindrical volumes that is affected by the M-A interfacial
strain in individual small twin plates. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)
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Fig. 13. Adding M-A energy gap, twin boundary energy, and strain energy. Both Ni-
and Co-alloys shift towards the positive side.

where Y is the elastic modulus of CuZr (75GPa [52]), t is the twin
width, and A, is the second eigenvalue of the transformation ma-
trix. Eq. (3) assumes linear elasticity and ignores any stress relax-
ation as a result of defect formation. The twin boundary energy for
a single twin plate is then approximately

ETB = )/d, (4)

where y is the twin boundary energy per unit area, and d is the
width of the martensite plates. The total energy per unit volume
of martensite is then given by

1 t
EToml = H(EStrain +ETB) — Eya - A-2)2 + % (5)

The energy associated with the compatibility strain and twin
boundaries is minimized when the twin spacing is given by

2 yd
=1V ry ™

Taking A, =0.93 (Fig. 7), ¥ =0.5 J/m? (Fig. 11a), and d =
30 nm (Fig. 6), yields a twin spacing of approximately 7.2 nm. This
is on the same order of magnitude of the actual twin spacing
(3.7 nm), albeit somewhat larger. We attribute this to the fact that
Eq. (3) does not account for the entire compatibility strain field. If
the actual strain energy is larger, a finer twin structure is needed
to reduce it. Fig. 13 shows the energy difference between marten-
site and austenite, taking into account both the compatibility strain
energy and twin boundary energy as calculated from the ab initio
simulations. It is clear that these extra energy terms have a signif-
icant impact on both the magnitude of the energy difference and
its dependence on composition. Based on these results, we suggest
that ab initio simulations are a useful tool in guiding the experi-
mental development of shape memory alloys, provided the energy

terms associated with the fine twin structure are taken into ac-
count.

5. Conclusions

We have carried out a detailed investigation of the Cu-Zr-X
(X=Ni/Co/Hf) shape memory alloy system using both experimental
and computational methods. We used nanocalorimetry to measure
the phase transformations behavior, and ab initio simulations to
evaluate the lattice parameters, relative phase stability, the trans-
formation pathway, and twin boundary energy as a function of
composition. Our experiments show that the kinetics of the eu-
tectoid reaction that produces the austenitic phase is faster in
the Ni-containing alloy than in both the CuZr and the Co- or Hf-
containing alloys. Alloying CuZr with either Ni or Co reduces the
hysteresis of the martensitic transformation, while Hf increases
hysteresis. These observations are in agreement with the trend of
the middle eigenvalue of the martensitic transformation matrix,
which is calculated from the ab initio lattice parameters. Simula-
tions show that the energy difference between pristine marten-
site and austenite decreases with the addition of either Ni or Co,
and remains more or less unchanged with the addition of Hf.
These observations suggest that both Ni and Co should increase
the transformation temperature of CuZr, while Hf has little effect.
Experimentally, it is observed that adding Co reduces the marten-
sitic transformation temperature. We attribute this to the fact that
martensite does not grow in austenite as a pristine phase, but
is heavily twinned as a result of the compatibility strains at the
martensite/austenite interface. Adding the energy terms represent-
ing the twin boundaries and the compatibility strain has a sig-
nificant impact on both the magnitude of the energy difference
between the two phases and its dependence on composition,
bringing experiment and computation to a closer agreement. Based
on these results, we suggest that ab initio simulations are a useful
tool in guiding the experimental development of shape memory al-
loys, provided the appropriate energy terms are taken into account.
Additionally, experimental observations have led to further inves-
tigation of the relevant energetics associated with the martensitic
transformations.
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